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Abstract

This issue discusses methods to extract three-dimensional (3D) models
from plain images. In particular, the 3D information is obtained from
images for which the camera parameters are unknown. The principles
underlying such uncalibrated structure-from-motion methods are out-
lined. First, a short review of 3D acquisition technologies puts such
methods in a wider context and highlights their important advan-
tages. Then, the actual theory behind this line of research is given. The
authors have tried to keep the text maximally self-contained, therefore
also avoiding to rely on an extensive knowledge of the projective con-
cepts that usually appear in texts about self-calibration 3D methods.
Rather, mathematical explanations that are more amenable to intu-
ition are given. The explanation of the theory includes the stratification
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of reconstructions obtained from image pairs as well as metric recon-
struction on the basis of more than two images combined with some
additional knowledge about the cameras used. Readers who want to
obtain more practical information about how to implement such uncal-
ibrated structure-from-motion pipelines may be interested in two more
Foundations and Trends issues written by the same authors. Together
with this issue they can be read as a single tutorial on the subject.
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Preface

Welcome to this Foundations and Trends tutorial on three-
dimensional (3D) reconstruction from multiple images. The focus is on
the creation of 3D models from nothing but a set of images, taken from
unknown camera positions and with unknown camera settings. In this
issue, the underlying theory for such “self-calibrating” 3D reconstruc-
tion methods is discussed. Of course, the text cannot give a complete
overview of all aspects that are relevant. That would mean dragging
in lengthy discussions on feature extraction, feature matching, track-
ing, texture blending, dense correspondence search, etc. Nonetheless,
we tried to keep at least the geometric aspects of the self-calibration
reasonably self-contained and this is where the focus lies.

The issue consists of two main parts, organized in separate sections.
Section (1] places the subject of self-calibrating 3D reconstruction from
images in the wider context of 3D acquisition techniques. This sec-
tion thus also gives a short overview of alternative 3D reconstruction
techniques, as the uncalibrated structure-from-motion approach is not
necessarily the most appropriate one for all applications. This helps to
bring out the pros and cons of this particular approach.
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Section |2| starts the actual discussion of the topic. With images as
our key input for 3D reconstruction, this section first discusses how we
can mathematically model the process of image formation by a camera,
and which parameters are involved. Equipped with that camera model,
it then discusses the process of self-calibration for multiple cameras
from a theoretical perspective. It deals with the core issues of this tuto-
rial: given images and incomplete knowledge about the cameras, what
can we still retrieve in terms of 3D scene structure and how can we
make up for the missing information. This section also describes cases
in between fully calibrated and uncalibrated reconstruction. Breaking
a bit with tradition, we have tried to describe the whole self-calibration
process in intuitive, Euclidean terms. We have avoided the usual expla-
nation via projective concepts, as we believe that entities like the dual
of the projection of the absolute quadric are not very amenable to
intuition.

Readers who are interested in implementation issues and a prac-
tical example of a self-calibrating 3D reconstruction pipeline may be
interested in two complementary, upcoming issues by the same authors,
which together with this issue can be read as a single tutorial.
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1

Introduction to 3D Acquisition

This section discusses different methods for capturing or ‘acquiring’
the three-dimensional (3D) shape of surfaces and, in some cases, also
the distance or ‘range’ of the object to the 3D acquisition device. The
section aims at positioning the methods discussed in the sequel of the
tutorial within this more global context. This will make clear that alter-
native methods may actually be better suited for some applications
that need 3D. This said, the discussion will also show that the kind of
approach described here is one of the more flexible and powerful ones.

1.1 A Taxonomy of Methods

A 3D acquisition taxonomy is given in Figure A first distinction is
between active and passive methods. With active techniques the light
sources are specially controlled, as part of the strategy to arrive at the
3D information. Active lighting incorporates some form of temporal or
spatial modulation of the illumination. With passive techniques, on the
other hand, light is not controlled or only with respect to image quality.
Typically passive techniques work with whichever reasonable, ambient
light available. From a computational point of view, active methods

3
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3D Shape Extraction

_— T~

\\\
m\
Single vantage point ‘ ‘ Multiple vantage points | |Sing|e vantage point | |Mu|tip|e vantage points
[
Shape-from-texture Passive stereo Time-of-flight Structured light
Shape-from-occlusion Structure-from-motion Shape-from-shading Active stereo
Time-to-contact Shape-from-silhouettes Photometric stereo

Shape-from-defocus
Shape-from-contour

Fig. 1.1 Taxonomy of methods for the extraction of information on 3D shape.

tend to be less demanding, as the special illumination is used to simplify
some of the steps in the 3D capturing process. Their applicability is
restricted to environments where the special illumination techniques
can be applied.

A second distinction is between the number of vantage points from
where the scene is observed and/or illuminated. With single-vantage
methods the system works from a single vantage point. In case there
are multiple viewing or illumination components, these are positioned
very close to each other, and ideally they would coincide. The latter
can sometimes be realized virtually, through optical means like semi-
transparent mirrors. With multi-vantage systems, several viewpoints
and/or controlled illumination source positions are involved. For multi-
vantage systems to work well, the different components often have to
be positioned far enough from each other. One says that the ‘baseline’
between the components has to be wide enough. Single-vantage meth-
ods have as advantages that they can be made compact and that they
do not suffer from the occlusion problems that occur when parts of the
scene are not visible from all vantage points in multi-vantage systems.

The methods mentioned in the taxonomy will now be discussed in
a bit more detail. In the remaining sections, we then continue with
the more elaborate discussion of passive, multi-vantage structure-from-
motion (SfM) techniques, the actual subject of this tutorial. As this
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overview of 3D acquisition methods is not intended to be in-depth nor
exhaustive, but just to provide a bit of context for our further image-
based 3D reconstruction from uncalibrated images account, we do not
include references in this part.

1.2 Passive Triangulation

Several multi-vantage approaches use the principle of triangulation
for the extraction of depth information. This also is the key concept
exploited by the self-calibrating structure-from-motion (SfM) methods
described in this tutorial.

1.2.1 (Passive) Stereo

Suppose we have two images, taken at the same time and from differ-
ent viewpoints. Such setting is referred to as stereo. The situation is
illustrated in Figure The principle behind stereo-based 3D recon-
struction is simple: given the two projections of the same point in the
world onto the two images, its 3D position is found as the intersection
of the two projection rays. Repeating such process for several points

Fig. 1.2 The principle behind stereo-based 3D reconstruction is very simple: given two
images of a point, the point’s position in space is found as the intersection of the two
projection rays. This procedure is referred to as ‘triangulation’.
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yields the 3D shape and configuration of the objects in the scene. Note
that this construction — referred to as triangulation — requires the
equations of the rays and, hence, complete knowledge of the cameras:
their (relative) positions and orientations, but also their settings like
the focal length. These camera parameters will be discussed in Sec-
tion 2l The process to determine these parameters is called (camera)
calibration.

Moreover, in order to perform this triangulation process, one needs
ways of solving the correspondence problem, i.e., finding the point in
the second image that corresponds to a specific point in the first image,
or vice versa. Correspondence search actually is the hardest part of
stereo, and one would typically have to solve it for many points. Often
the correspondence problem is solved in two stages. First, correspon-
dences are sought for those points for which this is easiest. Then, corre-
spondences are sought for the remaining points. This will be explained
in more detail in subsequent sections.

1.2.2 Structure-from-Motion

Passive stereo uses two cameras, usually synchronized. If the scene is
static, the two images could also be taken by placing the same cam-
era at the two positions, and taking the images in sequence. Clearly,
once such strategy is considered, one may just as well take more than
two images, while moving the camera. Such strategies are referred to
as structure-from-motion or SfM for short. If images are taken over
short time intervals, it will be easier to find correspondences, e.g.,
by tracking feature points over time. Moreover, having more camera
views will yield object models that are more complete. Last but not
least, if multiple views are available, the camera(s) need no longer
be calibrated beforehand, and a self-calibration procedure may be
employed instead. Self-calibration means that the internal and exter-
nal camera parameters (cf. Section are extracted from images of
the unmodified scene itself, and not from images of dedicated calibra-
tion patterns. These properties render SfM a very attractive 3D acqui-
sition strategy. A more detailed discussion is given in the following
sections.
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1.3 Active Triangulation

Finding corresponding points can be facilitated by replacing one of the
cameras in a stereo setup by a projection device. Hence, we combine
one illumination source with one camera. For instance, one can project
a spot onto the object surface with a laser. The spot will be easily
detectable in the image taken by the camera. If we know the position
and orientation of both the laser ray and the camera projection ray,
then the 3D surface point is again found as their intersection. The
principle is illustrated in Figure [I.3] and is just another example of the
triangulation principle.

The problem is that knowledge about the 3D coordinates of one
point is hardly sufficient in most applications. Hence, in the case of
the laser, it should be directed at different points on the surface and
each time an image has to be taken. In this way, the 3D coordinates
of these points are extracted, one point at a time. Such a ‘scanning’

—— »C

Fig. 1.3 The triangulation principle used already with stereo, can also be used in an active
configuration. The laser L projects a ray of light onto the object O. The intersection point
P with the object is viewed by a camera and forms the spot P’ on its image plane I.
This information suffices for the computation of the three-dimensional coordinates of P,
assuming that the laser-camera configuration is known.
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process requires precise mechanical apparatus (e.g., by steering rotat-
ing mirrors that reflect the laser light into controlled directions). If
the equations of the laser rays are not known precisely, the resulting
3D coordinates will be imprecise as well. One would also not want the
system to take a long time for scanning. Hence, one ends up with the
conflicting requirements of guiding the laser spot precisely and fast.
These challenging requirements have an adverse effect on the price.
Moreover, the times needed to take one image per projected laser spot
add up to seconds or even minutes of overall acquisition time. A way
out is using special, super-fast imagers, but again at an additional cost.

In order to remedy this problem, substantial research has gone into
replacing the laser spot by more complicated patterns. For instance,
the laser ray can without much difficulty be extended to a plane, e.g.,
by putting a cylindrical lens in front of the laser. Rather than forming
a single laser spot on the surface, the intersection of the plane with the
surface will form a curve. The configuration is depicted in Figure [I.4]
The 3D coordinates of each of the points along the intersection curve

Fig. 1.4 If the active triangulation configuration is altered by turning the laser spot into
a line (e.g., by the use of a cylindrical lens), then scanning can be restricted to a one-
directional motion, transversal to the line.
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can be determined again through triangulation, namely as the intersec-
tion of the plane with the viewing ray for that point. This still yields
a unique point in space. From a single image, many 3D points can be
extracted in this way. Moreover, the two-dimensional scanning motion
as required with the laser spot can be replaced by a much simpler
one-dimensional sweep over the surface with the laser plane.

It now stands to reason to try and eliminate any scanning alto-
gether. Is it not possible to directly go for a dense distribution of points
all over the surface? Unfortunately, extensions to the two-dimensional
projection patterns that are required are less straightforward. For
instance, when projecting multiple parallel lines of light simultaneously,
a camera viewing ray will no longer have a single intersection with such
a pencil of illumination planes. We would have to include some kind
of code into the pattern to make a distinction between the different
lines in the pattern and the corresponding projection planes. Note that
counting lines has its limitations in the presence of depth discontinu-
ities and image noise. There are different ways of including a code. An
obvious one is to give the lines different colors, but interference by the
surface colors may make it difficult to identify a large number of lines
in this way. Alternatively, one can project several stripe patterns in
sequence, giving up on using a single projection but still only using a
few. Figure gives a (non-optimal) example of binary patterns. The
sequence of being bright or dark forms a unique binary code for each
column in the projector. Although one could project different shades
of gray, using binary (i.e., all-or-nothing black or white) type of codes

BRIy

Fig. 1.5 A series of masks that can be projected for active stereo applications. Subsequent
masks contain ever finer stripes. Each of the masks is projected and for a point in the
scene the sequence of black/white values is recorded. The subsequent bits obtained that
way characterize the horizontal position of the points, i.e., the plane of intersection (see
text). The resolution that is required (related to the width of the thinnest stripes) imposes
the number of such masks that has to be used.
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is beneficial for robustness. Nonetheless, so-called phase shift methods
successfully use a set of patterns with sinusoidally varying intensities
in one direction and constant intensity in the perpendicular direction
(i.e., a more gradual stripe pattern than in the previous example).
Each of the three sinusoidal patterns has the same amplitude but is
120° phase shifted with respect to each other. Intensity ratios in the
images taken under each of the three patterns yield a unique position
modulo the periodicity of the patterns. The sine patterns sum up to a
constant intensity, so adding the three images yields the scene texture.
The three subsequent projections yield dense range values plus texture.
An example result is shown in Figure These 3D measurements have
been obtained with a system that works in real time (30 Hz depth +
texture).

One can also design more intricate patterns that contain local spa-
tial codes to identify parts of the projection pattern. An example
is shown in Figure The figure shows a face on which the sin-
gle, checkerboard kind of pattern on the left is projected. The pat-
tern is such that each column has its own distinctive signature. It
consists of combinations of little white or black squares at the ver-
tices of the checkerboard squares. 3D reconstructions obtained with
this technique are shown in Figure The use of this pattern only
requires the acquisition of a single image. Hence, continuous projection

Fig. 1.6 3D results obtained with a phase-shift system. Left: 3D reconstruction without
texture. Right: The same 3D reconstruction with texture, obtained by summing the three
images acquired with the phase-shifted sine projections.
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Fig. 1.7 Example of one-shot active range technique. Left: The projection pattern allowing
disambiguation of its different vertical columns. Right: The pattern is projected on a face.

Fig. 1.8 Two views of the 3D description obtained with the active method of Figure@

in combination with video input yields a 4D acquisition device that
can capture 3D shape (but not texture) and its changes over time. All
these approaches with specially shaped projected patterns are com-
monly referred to as structured light techniques.

1.4 Other Methods

With the exception of time-of-flight techniques, all other methods in the
taxonomy of Figure are of less practical importance (yet). Hence,



Full text available at: http://dx.doi.org/10.1561/0600000007

12 Introduction to 3D Acquisition

only time-of-flight is discussed to a somewhat greater length. For the
other approaches, only their general principles are outlined.

1.4.1 Time-of-Flight

The basic principle of time-of-flight sensors is the measurement of the
duration before a sent out time-modulated signal — usually light from a
laser — returns to the sensor. This time is proportional to the distance
from the object. This is an active, single-vantage approach. Depending
on the type of waves used, one calls such devices radar (electromag-
netic waves of low frequency), sonar (acoustic waves), or optical radar
(optical electromagnetic waves, including near-infrared).

A first category uses pulsed waves and measures the delay between
the transmitted and the received pulse. These are the most often used
type. A second category is used for smaller distances and measures
phase shifts between outgoing and returning sinusoidal waves. The low
level of the returning signal and the high bandwidth required for detec-
tion put pressure on the signal to noise ratios that can be achieved.
Measurement problems and health hazards with lasers can be allevi-
ated by the use of ultrasound. The bundle has a much larger opening
angle then, and resolution decreases (a lot).

Mainly optical signal-based systems (typically working in the near-
infrared) represent serious competition for the methods mentioned
before. Such systems are often referred to as LIDAR (LIght Detec-
tion And Ranging) or LADAR (LAser Detection And Ranging, a term
more often used by the military, where wavelengths tend to be longer,
like 1,550 nm in order to be invisible in night goggles). As these sys-
tems capture 3D data point-by-point, they need to scan. Typically a
horizontal motion of the scanning head is combined with a faster ver-
tical flip of an internal mirror. Scanning can be a rather slow process,
even if at the time of writing there were already LIDAR systems on the
market that can measure 50,000 points per second. On the other hand,
LIDAR gives excellent precision at larger distances in comparison to
passive techniques, which start to suffer from limitations in image res-
olution. Typically, errors at tens of meters will be within a range of
a few centimeters. Triangulation-based techniques require quite some
baseline to achieve such small margins. A disadvantage is that surface
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texture is not captured and that errors will be substantially larger for
dark surfaces, which reflect little of the incoming signal. Missing texture
can be resolved by adding a camera, as close as possible to the LIDAR
scanning head. But of course, even then the texture is not taken from
exactly the same vantage point. The output is typically delivered as a
massive, unordered point cloud, which may cause problems for further
processing. Moreover, LIDAR systems tend to be expensive.

More recently, 3D cameras have entered the market, that use
the same kind of time-of-flight principle, but that acquire an entire
3D image at the same time. These cameras have been designed to
yield real-time 3D measurements of smaller scenes, typically up to a
couple of meters. So far, resolutions are still limited (in the order of
150 x 150 range values) and depth resolutions only moderate (couple
of millimeters under ideal circumstances but worse otherwise), but this
technology is making advances fast. It is expected that the price of such
cameras will drop sharply soon, as some games console manufacturer’s
plan to offer such cameras as input devices.

1.4.2 Shape-from-Shading and Photometric Stereo

We now discuss the remaining, active techniques in the taxonomy of
Figure [}

‘Shape-from-shading’ techniques typically handle smooth, untex-
tured surfaces. Without the use of structured light or time-of-flight
methods these are difficult to handle. Passive methods like stereo may
find it difficult to extract the necessary correspondences. Yet, people
can estimate the overall shape quite well (qualitatively), even from a
single image and under uncontrolled lighting. This would win it a place
among the passive methods. No computer algorithm today can achieve
such performance, however. Yet, progress has been made under simpli-
fying conditions. One can use directional lighting with known direction
and intensity. Hence, we have placed the method in the ‘active’ family
for now. Gray levels of object surface patches then convey information
on their 3D orientation. This process not only requires information on
the sensor-illumination configuration, but also on the reflection char-
acteristics of the surface. The complex relationship between gray levels
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and surface orientation can theoretically be calculated in some cases —
e.g., when the surface reflectance is known to be Lambertian — but is
usually derived from experiments and then stored in ‘reflectance maps’
for table-lookup. For a Lambertian surface with known albedo and for
a known light source intensity, the angle between the surface normal
and the incident light direction can be derived. This yields surface nor-
mals that lie on a cone about the light direction. Hence, even in this
simple case, the normal of a patch cannot be derived uniquely from
its intensity. Therefore, information from different patches is combined
through extra assumptions on surface smoothness. Neighboring patches
can be expected to have similar normals. Moreover, for a smooth sur-
face the normals at the visible rim of the object can be determined
from their tangents in the image if the camera settings are known.
Indeed, the 3D normals are perpendicular to the plane formed by the
projection ray at these points and the local tangents to the boundary
in the image. This yields strong boundary conditions. Estimating the
lighting conditions is sometimes made part of the problem. This may
be very useful, as in cases where the light source is the sun. The light
is also not always assumed to be coming from a single direction. For
instance, some lighting models consist of both a directional component
and a homogeneous ambient component, where light is coming from all
directions in equal amounts. Surface interreflections are a complication
which these techniques so far cannot handle.

The need to combine normal information from different patches can
be reduced by using different light sources with different positions. The
light sources are activated one after the other. The subsequent observed
intensities for the surface patches yield only a single possible normal
orientation (not withstanding noise in the intensity measurements).
For a Lambertian surface, three different lighting directions suffice to
eliminate uncertainties about the normal direction. The three cones
intersect in a single line, which is the sought patch normal. Of course,
it still is a good idea to further improve the results, e.g., via smoothness
assumptions. Such ‘photometric stereo’ approach is more stable than
shape-from-shading, but it requires a more controlled acquisition envi-
ronment. An example is shown in Figure[I.9] It shows a dome with 260
LEDs that is easy to assemble and disassemble (modular design, fitting
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(a) (b)

(c) (d)

Fig. 1.9 (a) Mini-dome with different LED light sources, (b) scene with one of the LEDs
activated, (c¢) 3D reconstruction of a cuneiform tablet, without texture, and (d) the same
tablet with texture.

in a standard aircraft suitcase; see part (a) of the figure). The LEDs
are automatically activated in a predefined sequence. There is one over-
head camera. The resulting 3D reconstruction of a cuneiform tablet is
shown in Figure [1.9(c) without texture, and in (d) with texture.
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As with structured light techniques, one can try to reduce the num-
ber of images that have to be taken, by giving the light sources differ-
ent colors. The resulting mix of colors at a surface patch yields direct
information about the surface normal. In case 3 projections suffice, one
can exploit the R-G-B channels of a normal color camera. It is like
taking three intensity images in parallel, one per spectral band of the
camera.

Note that none of the above techniques yield absolute depths, but
rather surface normal directions. These can be integrated into full
3D models of shapes.

1.4.3 Shape-from-Texture and Shape-from-Contour

Passive single vantage methods include shape-from-texture and shape-
from-contour. These methods do not yield true range data, but, as in
the case of shape-from-shading, only surface orientation.
Shape-from-texture assumes that a surface is covered by a homo-
geneous texture (i.e., a surface pattern with some statistical or geo-
metric regularity). Local inhomogeneities of the imaged texture (e.g.,
anisotropy in the statistics of edge orientations for an isotropic tex-
ture, or deviations from assumed periodicity) are regarded as the result
of projection. Surface orientations which allow the original texture to
be maximally isotropic or periodic are selected. Figure shows an

Fig. 1.10 Left: The regular texture yields a clear perception of a curved surface. Right: The
result of a shape-from-texture algorithm.
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example of a textured scene. The impression of an undulating surface
is immediate. The right-hand side of the figure shows the results for
a shape-from-texture algorithm that uses the regularity of the pattern
for the estimation of the local surface orientation. Actually, what is
assumed here is a square shape of the pattern’s period (i.e., a kind
of discrete isotropy). This assumption suffices to calculate the local
surface orientation. The ellipses represent circles with such calculated
orientation of the local surface patch. The small stick at their center
shows the computed normal to the surface.

Shape-from-contour makes similar assumptions about the true
shape of, usually planar, objects. Observing an ellipse, the assumption
can be made that it actually is a circle, and the slant and tilt angles of
the plane can be determined. For instance, in the shape-from-texture
figure we have visualized the local surface orientation via ellipses. This
3D impression is compelling, because we tend to interpret the elliptical
shapes as projections of what in reality are circles. This is an exam-
ple of shape-from-contour as applied by our brain. The circle—ellipse
relation is just a particular example, and more general principles have
been elaborated in the literature. An example is the maximization of
area over perimeter squared, as a measure of shape compactness, over
all possible deprojections, i.e., surface patch orientations. Returning
to our example, an ellipse would be deprojected to a circle for this
measure, consistent with human vision. Similarly, symmetries in the
original shape will get lost under projection. Choosing the slant and
tilt angles that maximally restore symmetry is another example of a
criterion for determining the normal to the shape. As a matter of fact,
the circle—ellipse case also is an illustration for this measure. Regular
figures with at least a 3-fold rotational symmetry yield a single orien-
tation that could make up for the deformation in the image, except
for the mirror reversal with respect to the image plane (assuming that
perspective distortions are too small to be picked up). This is but a
special case of the more general result, that a unique orientation (up to
mirror reflection) also results when two copies of a shape are observed
in the same plane (with the exception where their orientation differs by
0° or 180° in which case nothing can be said on the mere assumption
that both shapes are identical). Both cases are more restrictive than
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skewed mirror symmetry (without perspective effects), which yields a
one-parameter family of solutions only.

1.4.4 Shape-from-Defocus

Cameras have a limited depth-of-field. Only points at a particular
distance will be imaged with a sharp projection in the image plane.
Although often a nuisance, this effect can also be exploited because it
yields information on the distance to the camera. The level of defocus
has already been used to create depth maps. As points can be blurred
because they are closer or farther from the camera than at the position
of focus, shape-from-defocus methods will usually combine more than
a single image, taken from the same position but with different focal
lengths. This should disambiguate the depth.

1.4.5 Shape-from-Silhouettes

Shape-from-silhouettes is a passive, multi-vantage approach. Suppose
that an object stands on a turntable. At regular rotational intervals
an image is taken. In each of the images, the silhouette of the object
is determined. Initially, one has a virtual lump of clay, larger than the
object and fully containing it. From each camera orientation, the silhou-
ette forms a cone of projection rays, for which the intersection with this
virtual lump is calculated. The result of all these intersections yields an
approximate shape, a so-called visual hull. Figure illustrates the
process.

One has to be careful that the silhouettes are extracted with good
precision. A way to ease this process is by providing a simple back-
ground, like a homogeneous blue or green cloth (‘blue keying’ or ‘green
keying’). Once a part of the lump has been removed, it can never be
retrieved in straightforward implementations of this idea. Therefore,
more refined, probabilistic approaches have been proposed to fend off
such dangers. Also, cavities that do not show up in any silhouette will
not be removed. For instance, the eye sockets in a face will not be
detected with such method and will remain filled up in the final model.
This can be solved by also extracting stereo depth from neighboring
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Fig. 1.11 The first three images show different backprojections from the silhouette of a
teapot in three views. The intersection of these backprojections form the visual hull of the
object, shown in the bottom right image. The more views are taken, the closer the visual
hull approaches the true shape, but cavities not visible in the silhouettes are not retrieved.

viewpoints and by combining the 3D information coming from both
methods.

The hardware needed is minimal, and very low-cost shape-from-
silhouette systems can be produced. If multiple cameras are placed
around the object, the images can be taken all at once and the capture
time can be reduced. This will increase the price, and also the silhouette
extraction may become more complicated. In the case video cameras
are used, a dynamic scene like a moving person can be captured in 3D
over time (but note that synchronization issues are introduced). An
example is shown in Figure [1.12] where 15 video cameras were set up
in an outdoor environment.

Of course, in order to extract precise cones for the intersection, the
relative camera positions and their internal settings have to be known
precisely. This can be achieved with the same self-calibration methods
expounded in the following sections. Hence, also shape-from-silhouettes
can benefit from the presented ideas and this is all the more interesting
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(c) (d)

Fig. 1.12 (a) Fifteen cameras setup in an outdoor environment around a person,(b) a more
detailed view on the visual hull at a specific moment of the action,(c) a detailed view on
the visual hull textured by backprojecting the image colors, and (d) another view of the
visual hull with backprojected colors. Note how part of the sock area has been erroneously
carved away.

as this 3D extraction approach is among the most practically relevant
ones for dynamic scenes (‘motion capture’).
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1.4.6 Hybrid Techniques

The aforementioned techniques often have complementary strengths
and weaknesses. Therefore, several systems try to exploit multiple tech-
niques in conjunction. A typical example is the combination of shape-
from-silhouettes with stereo as already hinted in the previous section.
Both techniques are passive and use multiple cameras. The visual hull
produced from the silhouettes provides a depth range in which stereo
can try to refine the surfaces in between the rims, in particular at the
cavities. Similarly, one can combine stereo with structured light. Rather
than trying to generate a depth map from the images pure, one can
project a random noise pattern, to make sure that there is enough tex-
ture. As still two cameras are used, the projected pattern does not have
to be analyzed in detail. Local pattern correlations may suffice to solve
the correspondence problem. One can project in the near-infrared, to
simultaneously take color images and retrieve the surface texture with-
out interference from the projected pattern. So far, the problem with
this has often been the weaker contrast obtained in the near-infrared
band. Many such integrated approaches can be thought of.

This said, there is no single 3D acquisition system to date that can
handle all types of objects or surfaces. Transparent or glossy surfaces
(e.g., glass, metals), fine structures (e.g., hair or wires), and too weak,
too busy, to too repetitive surface textures (e.g., identical tiles on a
wall) may cause problems, depending on the system that is being used.
The next section discusses still existing challenges in a bit more detail.

1.5 Challenges

The production of 3D models has been a popular research topic already
for a long time now, and important progress has indeed been made since
the early days. Nonetheless, the research community is well aware of
the fact that still much remains to be done. In this section we list some
of these challenges.

As seen in the previous subsections, there is a wide variety of tech-
niques for creating 3D models, but depending on the geometry and
material characteristics of the object or scene, one technique may be
much better suited than another. For example, untextured objects are
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a nightmare for traditional stereo, but too much texture may interfere
with the patterns of structured-light techniques. Hence, one would seem
to need a battery of systems to deal with the variability of objects —
e.g., in a museum — to be modeled. As a matter of fact, having to
model the entire collections of diverse museums is a useful application
area to think about, as it poses many of the pending challenges, often
several at once. Another area is 3D city modeling, which has quickly
grown in importance over the last years. It is another extreme in terms
of conditions under which data have to be captured, in that cities rep-
resent an absolutely uncontrolled and large-scale environment. Also in
that application area, many problems remain to be resolved.

Here is a list of remaining challenges, which we do not claim to be
exhaustive:

e Many objects have an intricate shape, the scanning of which
requires high precision combined with great agility of the
scanner to capture narrow cavities and protrusions, deal with
self-occlusions, fine carvings, etc.

e The types of objects and materials that potentially have to be
handled — think of the museum example — are very diverse,
like shiny metal coins, woven textiles, stone or wooden sculp-
tures, ceramics, gems in jewellery and glass. No single tech-
nology can deal with all these surface types and for some of
these types of artifacts there are no satisfactory techniques
yet. Also, apart from the 3D shape the material characteris-
tics may need to be captured as well.

® The objects to be scanned range from tiny ones like a needle
to an entire construction or excavation site, landscape, or
city. Ideally, one would handle this range of scales with the
same techniques and similar protocols.

e For many applications, data collection may have to be
undertaken on-site under potentially adverse conditions or
implying transportation of equipment to remote or harsh
environments.

® Objects are sometimes too fragile or valuable to be touched
and need to be scanned ‘hands-off’. The scanner needs to be
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moved around the object, without it being touched, using
portable systems.

® Masses of data often need to be captured, like in the museum
collection or city modeling examples. More efficient data cap-
ture and model building are essential if this is to be practical.

® Those undertaking the digitization may or may not be tech-
nically trained. Not all applications are to be found in indus-
try, and technically trained personnel may very well not
be around. This raises the need for intelligent devices that
ensure high-quality data through (semi-)automation, self-
diagnosis, and effective guidance of the operator.

e In many application areas the money that can be spent is
very limited and solutions therefore need to be relatively
cheap.

® Also, precision is a moving target in many applications and
as higher precisions are achieved, new applications present
themselves that push for going even beyond. Analyzing the
3D surface of paintings to study brush strokes is a case in
point.

These considerations about the particular conditions under which
models may need to be produced, lead to a number of desirable, tech-
nological developments for 3D data acquisition:

¢ Combined extraction of shape and surface
reflectance. Increasingly, 3D scanning technology is
aimed at also extracting high-quality surface reflectance
information. Yet, there still is an appreciable way to go
before high-precision geometry can be combined with
detailed surface characteristics like full-fledged BRDF
(Bidirectional Reflectance Distribution Function) or BTF
(Bidirectional Texture Function) information.

¢ In-hand scanning. The first truly portable scanning sys-
tems are already around. But the choice is still restricted,
especially when also surface reflectance information is
required and when the method ought to work with all types
of materials, including metals, glass, etc. Also, transportable
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here is supposed to mean more than ‘can be dragged between
places’, i.e., rather the possibility to easily move the system
around the object, ideally also by hand. But there also is the
interesting alternative to take the objects to be scanned in
one’s hands, and to manipulate them such that all parts get
exposed to the fixed scanner. This is not always a desirable
option (e.g., in the case of very valuable or heavy pieces), but
has the definite advantage of exploiting the human agility
in presenting the object and in selecting optimal, additional
views.

® On-line scanning. The physical action of scanning and the
actual processing of the data often still are two separate
steps. This may create problems in that the completeness and
quality of the result can only be inspected after the scanning
session is over and the data are analyzed and combined at the
lab or the office. It may then be too late or too cumbersome
to take corrective actions, like taking a few additional scans.
It would be very desirable if the system would extract the
3D data on the fly, and would give immediate visual feed-
back. This should ideally include steps like the integration
and remeshing of partial scans. This would also be a great
help in planning where to take the next scan during scanning.
A refinement can then still be performed off-line.

e Opportunistic scanning. Not a single 3D acquisition tech-
nique is currently able to produce 3D models of even a large
majority of exhibits in a typical museum. Yet, they often have
complementary strengths and weaknesses. Untextured sur-
faces are a nightmare for passive techniques, but may be ideal
for structured light approaches. Ideally, scanners would auto-
matically adapt their strategy to the object at hand, based
on characteristics like spectral reflectance, texture spatial
frequency, surface smoothness, glossiness, etc. One strategy
would be to build a single scanner that can switch strategy
on-the-fly. Such a scanner may consist of multiple cameras
and projection devices, and by today’s technology could still
be small and light-weight.
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® Multi-modal scanning. Scanning may not only combine
geometry and visual characteristics. Additional features like
non-visible wavelengths (UV,(N)IR) could have to be cap-
tured, as well as haptic impressions. The latter would then
also allow for a full replay to the public, where audiences can
hold even the most precious objects virtually in their hands,
and explore them with all their senses.

¢ Semantic 3D. Gradually computer vision is getting at a
point where scene understanding becomes feasible. Out of 2D
images, objects and scene types can be recognized. This will
in turn have a drastic effect on the way in which ‘low’-level
processes can be carried out. If high-level, semantic interpre-
tations can be fed back into ‘low’-level processes like motion
and depth extraction, these can benefit greatly. This strat-
egy ties in with the opportunistic scanning idea. Recognizing
what it is that is to be reconstructed in 3D (e.g., a car and
its parts) can help a system to decide how best to go about,
resulting in increased speed, robustness, and accuracy. It can
provide strong priors about the expected shape and surface
characteristics.

e Off-the-shelf components. In order to keep 3D modeling
cheap, one would ideally construct the 3D reconstruction sys-
tems on the basis of off-the-shelf, consumer products. At least
as much as possible. This does not only reduce the price, but
also lets the systems surf on a wave of fast-evolving, mass-
market products. For instance, the resolution of still, digital
cameras is steadily on the increase, so a system based on
such camera(s) can be upgraded to higher quality without
much effort or investment. Moreover, as most users will be
acquainted with such components, the learning curve to use
the system is probably not as steep as with a totally novel,
dedicated technology.

Obviously, once 3D data have been acquired, further process-
ing steps are typically needed. These entail challenges of their own.
Improvements in automatic remeshing and decimation are definitely
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still possible. Also solving large 3D puzzles automatically, preferably
exploiting shape in combination with texture information, would be
something in high demand from several application areas. Level-of-
detail (LoD) processing is another example. All these can also be
expected to greatly benefit from a semantic understanding of the data.
Surface curvature alone is a weak indicator of the importance of a shape
feature in LoD processing. Knowing one is at the edge of a salient, func-
tionally important structure may be a much better reason to keep it in
at many scales.

1.6 Conclusions

Given the above considerations, the 3D reconstruction of shapes
from multiple, uncalibrated images is one of the most promising
3D acquisition techniques. In terms of our taxonomy of techniques,
self-calibrating structure-from-motion is a passive, multi-vantage
point strategy. It offers high degrees of flexibility in that one can
freely move a camera around an object or scene. The camera can be
hand-held. Most people have a camera and know how to use it. Objects
or scenes can be small or large, assuming that the optics and the
amount of camera motion are appropriate. These methods also give
direct access to both shape and surface reflectance information, where
both can be aligned without special alignment techniques. Efficient
implementations of several subparts of such Structure-from-Motion
pipelines have been proposed lately, so that the on-line application
of such methods is gradually becoming a reality. Also, the required
hardware is minimal, and in many cases consumer type cameras will
suffice. This keeps prices for data capture relatively low.
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