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Abstract

This monograph describes the theory behind Raptor codes, and eluci-
dates elements of the processes behind the design of two of the most
prominent members of this class of codes: R10 and RaptorQ (RQ). R10
has already been adopted by a number of standards’ bodies, and RQ
is in the process of entering various standards at the time of writing of
this monograph.

The monograph starts with the description of some of the
transmission problems, which inspired the invention of Fountain codes.
Thereafter, Luby transform codes (LT codes) and Raptor codes are
introduced and insights are provided into their design. These codes are
currently the most efficient realizations of Fountain codes. Different
algorithms are introduced for encoding and decoding various versions
of these codes, including their systematic versions. Moreover, a hybrid
decoding algorithm called “inactivation decoding” is introduced, which
is an integral part of all modern implementations of Raptor codes.

The R10 and RQ codes have been continued and will continue to
be adopted into a number of standards and thus there are publicly
available specifications that describe exactly how to implement these
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codes. However, the standards’ specifications provide no insight into
the rationale for the design choices made. One of the primary purposes
of this document is to provide this design rationale.

We provide results of extensive simulations of R10 and RQ codes
to show the behavior of these codes in many different scenarios.
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1

Introduction

In theory, there is no difference between theory and
practice, but in practice there is.1

This monograph describes the theory, design, and practical realiza-
tion of Raptor codes. Section 2 describes conceptual design and analysis
tools that provide provably good Raptor code designs. Section 3
describes more detailed design and heuristic analysis tools that
provide constructions of practical Raptor codes. Based on their excel-
lent recovery properties and computational complexity, these practical
constructions have been standardized, implemented, and deployed.

In general and as seems to be universally typical, the performance
of the practical constructions far exceed what can be rigorously proven.
Although the theoretical tools and designs provide the big ideas and
insights, it is the more detailed and precise heuristic tools and meth-
ods that have been developed and honed over the years to become
precision instruments that were used to craft the design details of the

1 Written on the interior glass wall of the EPFL cafeteria in the Computer Science Build-

ing BC, just near Place Alan Turing. Wikipedia attributed to Johannes L. A. van de
Snepscheut and also to Yogi Berra.

1
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2 Introduction

practical Raptor codes, the R10 code and the RaptorQ (RQ) code. For
the R10 and RQ codes, their provable properties are even more real
than a theoretical proof: highly optimized software implementing the
R10 and the RQ codes has been developed, tested, and deployed in mis-
sion critical applications. The R10 and RQ codes decoding properties
have been verified again and again via tens of billions of simulations;
their computational complexity has been verified again and again on
different platforms with all kinds of parameter settings; their real-world
practicality has been demonstrated by their adoption in a variety of
commercial standards and by their deployment in commercial and gov-
ernment/defense markets. Thus, the R10 and RQ codes have achieved
something much more valuable than just a theoretical existence proof:
they have proven to be powerful, efficient, and flexible codes that pro-
vide a lot of practical value to a large variety of data communication
applications.

1.1 Data Transmission

Digital media have become an integral part of modern lives. Whether
surfing the web, making a wireless phone call, watching satellite TV,
or listening to digital music, a large part of our professional and leisure
time is filled with all things digital.

The replacement of analog media by their digital brethren and
the explosion of the Internet use has had a perhaps unintended
consequence. Whereas analog media were previously replaced by
digital media to preserve quality, the existence of high-speed com-
puter networks makes digital media available to potentially anyone,
anywhere, and at any time. This possibility is the basis for modern
scientific and economic developments centered around the distribution
of digital data to a worldwide audience. The success of web sites such
as Apple’s iTunes store or YouTube is rooted in the marriage of digital
data and the Internet.

Reliable transport of digital media to heterogeneous clients becomes
thus a central and at time critical issue. Receivers can be anywhere and
they may be connected to networks with widely differing fidelities.
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1.2 The Transmission Control Protocol 3

1.2 The Transmission Control Protocol

How are data commonly transported on a network such as the Internet?
The basic transmission protocol used by any Internet transmission is
the Internet Protocol, commonly known as IP [4]. The data to be trans-
mitted are subdivided into packets; these packets are given headers
with information pertaining to their origin and their destination; pretty
much like sending a regular letter, where we put the addresses of the
receiver and that of the sender on the envelope. Routers that take the
role of mail stations inspect these headers and forward the packets to
another router closer to the destination. To do this, they consult reg-
ularly updated routing tables, through which they can determine the
shortest path between them and the destination. Eventually, following
the path from one router to another, packets may be delivered to their
destinations.

In theory, this protocol is sufficient for data delivery; however, the
reality looks different. Routers tend to get overwhelmed at times by
incoming traffic, leading them to drop some of the incoming pack-
ets. These dropped packets will never reach their destination. To over-
come this problem, researchers proposed already in the early days of
the Internet the “Transmission Control Protocol,” commonly known
as TCP [5]. TCP has withstood the test of time, as it remains the
most widely used transmission protocol on the Internet. For example,
http (the protocol ubiquitously used for surfing the web), ssh (used for
establishing a secure connection to a host), sftp (the secure file transfer
protocol), and many other transmission protocols used today utilize
TCP as a basis.

How does TCP work? We give here a very simplified description
which has the advantage of clarifying the main mechanisms behind
the real TCP. In effect, for every packet sent, an acknowledgment
is expected from the receiver. If the acknowledgment is not received
after a prescribed period of time, the packet is considered lost and
counter mechanisms are initiated, with the most basic of these counter
mechanisms consisting of resending the missing packet. The other inte-
gral part of these countermeasures is the reduction of the transmission
rate, which is done in the following way: the real TCP does not await
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4 Introduction

acknowledgments of individual packets before sending the next one, but
instead has at any time a number of packets in transit. The acknowl-
edgment of a packet is only expected after all the packets sent previous
to the packet have been acknowledged. When a packet is lost, detected
at the server by received acknowledgments of packets sent after the lost
packet, the number of packets allowed to be in transit is reduced, which
effectively reduces the rate at which the packets are sent to the receiver
and provides a rate control mechanism. The reason for this reduction
in rate is the implicit assumption by TCP that losses have occurred
because intermediate routers have been overwhelmed. The reduction
of the sending rate is designed to reduce traffic on the routers and to
alleviate the burden on the network.

1.3 The User Datagram Protocol

Another transmission protocol of interest to us is the “User Datagram
Protocol” (UDP) [18]. Originally, this protocol was envisioned for short
messages without strict reliability requirements. Essentially, it is anal-
ogous to sending mail through the postal service: each UDP packet
contains a source address and a destination address, and the packet is
routed through the network toward its destination without any guar-
antees that it will arrive; the packet may, e.g., be lost enroute due to
a router buffer overflow, or to a wireless transmission error, etc. Fur-
thermore, each UDP packet is sent independently of all other UDP
packets, and a source may send a sequence of UDP packets at an arbi-
trarily high rate that can easily overload the network. Thus, UDP lacks
TCP’s higher-level reliability and rate control mechanisms. Because of
this, delivery protocols that use UDP are sometimes blocked by fire-
walls from entering corporate networks.

Nevertheless, in some situations using UDP can be quite use-
ful. For example, the destination address of a UDP packet can be
a group address instead of an individual receiver address. Thus, any
receiver that is part of the group can receive UDP packets sent to that
group, thus enabling UDP to be used effectively in conjunction with a
broadcast/multicast enabled network in a scalable way. For example,
broadcast file delivery and broadcast streaming applications often use
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1.4 Point-to-point Transmission 5

UDP because the sent packets can be delivered concurrently to many
receivers in a scalable way. In these types of applications, the packet
sending rate is fixed at the source according to the available capacity
of the network and/or the requirements of the application, e.g., real-
time delivery of a 4 mbps video stream of packets. In these types of
applications, adding a reliability protocol on top of UDP can be quite
valuable, and providing this reliability is one of the main applications
of Raptor codes.

1.4 Point-to-point Transmission

The simplest transmission scenario is point-to-point transmission. Here,
a sender transmits data to one receiver, as described in the following
figure in which a sender S is transmitting data to a receiver R:

If the distance between the sender and the receiver is not too large,
then TCP is a perfect transmission protocol. However, if the distance
is large, then TCP exhibits inefficiencies: during the time in which
acknowledgments are awaited, transmission is in an idle mode and
hence the real capacity of the network may not be achieved. The situ-
ation is compounded when there is loss on the network, i.e., the TCP
transmission rate slows down even more.

1.5 Point-to-multipoint Transmission

The second transmission scenario is the point-to-multipoint transmis-
sion. The situation is described in the figure below, in which a sender S
is transmitting data to receivers R0, . . . ,R7. A typical example is dis-
tributing live video over the Internet. Unless the number of receivers is
small, TCP turns out to have some scaling issues in this setting. The
reason is that the sender needs to keep track of the reception of every
individual receiver, and furthermore that each receiver needs to be sent
a separate stream of data. Therefore, the server load and the network
load increase with the number of receivers, and reliable transmission
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6 Introduction

becomes more challenging. Ironically, the more popular the content,
the more difficult it becomes to deliver it to all the receivers. This
phenomenon that is typically referred to as the “curse of popularity”
makes it difficult to provide a scalable broadcast service on the Inter-
net. However, in recent years such services have started to be deployed,
based on already deployed http caching server infrastructure.

What are sometimes used for point-to-multipoint are protocols
based on UDP, using the multicast/broadcast capabilities of UDP
to handle the delivery scalability issue when the network is multi-
cast/broadcast enabled, since all receivers in the destination group
can attempt to receive a UDP packet sent to that destination group.
However, as mentioned previously, UDP does not guarantee delivery
of packets; it is a best effort protocol where sent packets may be lost
for a variety of reasons, including wireless transmission noise that cor-
rupts packets beyond repair, or because of packet overflows within the
routers of the network due to intermittent congestion caused by other
sources. Raptor codes can be used to provide reliability in a scalable
way to UDP-based protocols.

1.6 Multipoint-to-point Transmission

Another scenario is multipoint-to-point transmission. Here, a group of
senders, each possessing a copy of the same data, wants to transmit this
copy to one receiver. The following figure shows an example in which
senders S0, . . . ,S7 are transmitting to a common receiver R. In addition
to problems discussed in the case of point-to-point transmission based
on TCP, multipoint-to-point solutions based on TCP leads to enormous
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1.7 Multipoint-to-multipoint Transmission 7

inefficiencies: the packets received from the various senders may not be
different if the senders are not coordinated. The reception of duplicate
packets is one of the principal sources of inefficient network usage in
this case.

The fountain code properties (described in Section 1.8) make Raptor
codes ideally suited for basing efficient solutions to the multipoint-to-
point transmission protocols, where either UDP or TCP may be the
underlying protocol onto which the usage of Raptor codes is layered.

1.7 Multipoint-to-multipoint Transmission

Another scenario is multipoint-to-multipoint transmission, depicted in
the following figure in which we have a group of senders denoted
S0,S1,S2, each possessing a piece of data, and a group of receivers
R0, . . . ,R5 each of which connects to a subset of the senders and receives
the data:

A good example of this transmission scenario is a peer-to-peer
network. All the problems discussed for the previous three transmis-
sion scenarios are also valid here. These problems are compounded if
senders and receivers are transient, as is the case in a large peer-to-
peer network. The fountain code properties (described in Section 1.8)
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8 Introduction

make Raptor codes ideally suited for usage in multipoint-to-multipoint
scenarios.

1.8 Fountain Code Overview

At the very core of our solution lies the concept of a fountain code.
We introduce the general use case for a fountain code, describe ideal
abstract properties of a fountain code, describe its application to the
scenarios described in the previous sections, and outline a randomized
approach for constructing codes that lead toward the realization of
practical fountain codes.

Suppose we have a block of data, hereafter called a source block,
that are to be reliably transmitted over a packet network. The source
block is typically partitioned into equal sized portions of data, hereafter
called source symbols, that are typically sized to fit into a packet. In
the following, we let k be the number of source symbols in the source
block.

An effective approach to reliably transmitting the source block is to
use an encoder at senders to generate encoded symbols from the source
symbols of the source block and then to use decoders at receivers to decode
the source symbols of the source block from received encoded symbols,
where typically each encoded symbol is the same size as a source sym-
bol. The basic idea is for senders to send encoded symbols in packets,
and then a receiver can use the encoded symbols received in packets to
try and decode the original source block even if some of the packets are
not received. There are a variety of reasons a receiver may not receive
some of the packets, examples of which include transmission over a wire-
less network that intermittently experiences enough interference or noise
to cause unrecoverable errors in packets that are then discarded at the
receiver, packet losses due to intermittent congestion that causes packet
buffer overflows in routers, the receiver being only intermittently sub-
scribed to the sessions in which packets are transmitted, and packets that
arrive too late at the receiver to be useful when there are time constraints
on consumption of the data in the source block.

Fountain codes in particular are especially effective codes that can
be used to provide reliable transmission. The ideal abstract properties
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1.8 Fountain Code Overview 9

of a fountain code are as follows [3]:

(1) A sender should be able to use a fountain encoder to gen-
erate as many encoded symbols as required from a source
block.

(2) A receiver that receives any subset of k encoded symbols
should (in most of the cases2) be able to use a fountain
decoder to decode an exact copy of the original source block,
independent of which subset of the generated encoded sym-
bols is received and independent of whether the subset was
generated by one sender or generated by more than one
sender from the original block of source data.

(3) The computation time for encoding and decoding should be
linear, i.e., the time to generate each encoded symbol should
be linearly proportional to its size, and similarly the time
to decode an original source block from encoded symbols
should be linearly proportional to the original source block
size.

These properties bring to mind a “fountain”: When filling a bucket
from a fountain of water, which particular drops fill the bucket doesn’t
matter, only the amount of water in the bucket matters. Similarly, with
a fountain code, which particular encoded symbols are received doesn’t
matter, only the number of encoded symbols received matters.

From this description, it should be clear that fountain codes with
these properties are very effective at providing reliable transmission
over packet networks for any of the scenarios described in previous
section. We now describe how fountain codes can be applied to these
scenarios in a bit more detail.

In the point-to-point scenario, the sender can generate encoded
symbols using a fountain encoder rom the source block and place the
encoded symbols into packets, which are transmitted via the UDP pro-
tocol, for example. In a real-time application, the packets can be sent
at any rate that is below the rate at which encoded symbols can be

2 It is easily seen that a fountain code over a finite alphabet will not allow decoding from k
received symbols in all the cases.
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10 Introduction

generated by the fountain encoder. Provided that this rate is very high,
there will essentially be no limit on the transmission speed. Reliabil-
ity of this transmission method is provided by the fountain property:
as soon as the receiver collects k encoded symbols, it can decode the
source symbols of the original source block. As k encoded symbols are
the absolute bare minimum the receiver needs to collect to be able to
decode the k source symbols, the transmission is optimal from an infor-
mation point of view. The question of rate control remains, and in some
cases it can be elegantly solved exploiting the fountain property [10, 11].

In the case of point-to-multipoint transmission, the sender generates
encoded symbols and places them into packets and transmits the pack-
ets via, for example, broadcast or multicast. The fundamental prop-
erties of the fountain code guarantee that each receiver is capable of
decoding the original data from reception of the minimal amount of
data possible. Thus, one sender is capable of efficiently and reliably
delivering to a potentially limitless number of receivers.

In the case of multipoint-to-point transmission, the various senders
use fountain encoders applied to the common copy of the source block
they each possess. The receiver collects encoded symbols from the var-
ious senders; by the properties of the fountain code, from the point of
view of the receiver the mix of senders from which it receives encoded
symbols does not matter. As soon as the receiver has collected k

encoded symbols from the combined set of encoded symbols from the
various senders, the original source block can be decoded.

The case of multipoint-to-multipoint transmission is solved in sim-
ilar fashion and we will not elaborate further.

1.9 Fountain Code Construction Outline

Now that we know that fountain codes provide an elegant solution to
various reliable transmission problem, we need to understand how to
construct them. We now outline an approach that eventually leads
to realizing almost ideal fountain codes. For a given vector (x1, . . . ,xk)
of source symbols, a fountain encoder produces a potentially limitless
stream of encoded symbols y1,y2, . . . . Here, a symbol refers to a bit or a
sequence of bits. In many applications, symbols are of the same size as
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1.9 Fountain Code Construction Outline 11

the payload of the transmitted packets, though this is not necessarily
the case. In general, the size of the symbols is often dictated by the
underlying application and requirements.

The fountain codes that we initially describe operate on 1-bit sym-
bols. Note that codes for larger symbols can be obtained using simple
parallel concatenation, i.e., to generate a code that operates on t-bit
symbols simply perform the same operations as would be performed on
1-bit symbols to each of the t positions of t-bit symbols in parallel.

These fountain codes are governed by a probability distribution D
on the vector space Fk2. The encoding procedure for generating encoded
symbol yj is as follows:

(1) Sample D to obtain a vector (a1, . . . ,ak) ∈ Fk2.
(2) Calculate yj =

∑
iaixi.

The samplings of the fountain encoder are independent from encoded
symbol to encoded symbol; this is extremely important as it induces
a uniformity property on the encoded symbols generated and ensures
that the code has the fountain properties. Note that when the encoded
symbols are placed into packets for transmission, typically (but not
always) an identifier is also placed in the header of each packet, called
an ESI (encoded symbol identifier), that uniquely identifies the encoded
symbols contained in that packet. The ESI is used by the decoder to
determine the vector (a1, . . . ,ak) corresponding to each encoded symbol
in the received packet.

The average computational cost for generating an encoded symbol is
simply the average weight of the vector (a1, . . . ,ak) ∈ Fk2 when sampled
from D multiplied by the computational cost of adding two symbols
together. Thus, it will be important to keep the average weight as
small as possible.

Decoding algorithms will be described later; however, for now it is
important to note that the following decoder performance metrics are
key, and in particular the design of the probability distribution D has
a large influence on these decoder performance metrics.

An important property we require of a fountain code is that it should
be possible to decode the source symbols with little reception overhead
with high probability. We say that the overhead is o if k + o encoded
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12 Introduction

symbols are used when decoding is attempted, and if the overhead is
written as a percent, i.e., x%, then it is the overhead as a percent of
the number of source symbols, i.e., x = 100 · o/k.

The fountain code constructions we provide all have the property
that encoded symbols are generated independently of one another. In
addition, we will assume that the set of received encoded symbols
is independent of the values of the encoded symbols in that set, an
assumption that is often true in practice. These assumptions imply
that for a given value of k, the probability of decoding failure is inde-
pendent of the pattern of which encoded symbols are received and only
depends on how many encoded symbols are received, i.e., the probabil-
ity of decoding failure depends only on the overhead. Thus, we define
the failure probability f(o) to be the probability that decoding fails at
a specified overhead o, i.e., the failure probability is a function of the
overhead, and typically the failure probability should decrease quickly
with increasing overhead. We call the set of pairs {(o,f(o)):o = 0,1, . . .}
the overhead-failure curve.

Often we analyze the failure probability at a small overhead of inter-
est as a function of k, i.e., for an overhead of ε(k) we provide upper
bounds on f(ε(k)), where both ε(k)/k and f(ε(k)) go to zero as k goes
to infinity. For example, it might be the case that ε(k) = ε · k for some
constant ε, 0 < ε� 1, and f(ε · k) = 1/kc for some positive constant c,
where preferably c > 1. In practice, what is important is that the failure
probability decreases as quickly as possible as a function of increasing
overhead, i.e., the overhead-failure curve is steep.

Equally important, the decoder should be computationally very
efficient.

1.10 The Random Binary Fountain

A natural fountain code to consider is the “random binary fountain
code,” where the distributionD is the uniform distribution on Fk2, where
k is the number of 1-bit (binary) source symbols in the source block. As
described previously, this can be extended to symbols of arbitrary size.

Let us give a qualitative analysis of a random binary fountain code.
The receiver collects N = k + o encoded symbols y1,y2, . . . ,yN . Each
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1.10 The Random Binary Fountain 13

of these symbols is a uniform random linear combination of the source
symbols x1, . . . ,xk. The relationship between the source and the col-
lected encoded symbols is described by a matrix, A ∈ FN×k2 , as

A ·

x1
...
xk

 =


y1

y2
...
yN

.
This matrix A is chosen uniformly at random from the set of binary
N × k matrices.

Recovery of the source symbols is possible iff the rank of A is k. A
simple analysis [20, Proposition 2] shows the following result:

Proposition 1.1. For a random binary fountain code operating on a
source block with k source symbols, the overhead-failure curve is point-
wise majorized by {(o,2−o):o = 0,1, . . .} with respect to the maximum-
likelihood decoder.

For example, at an overhead of c- log2(k), the failure probability is
1/kc. In fact, one can show that for not too small values of o, f(o) is
roughly 2−o.

As the above proposition describes, a random binary fountain code
has a quickly decreasing failure probability as a function of overhead,
i.e., the failure probability decreases by almost exactly a factor of two
for each increase by one in the overhead. For example, a failure proba-
bility of 10−10 can be achieved with an overhead of around 30 symbols,
regardless of k. For moderate values of k, say in the low thousands, this
overhead relative to k is smaller than 0.3%.

However, random binary fountain codes suffer from a large encod-
ing and decoding computational complexity. To assess this complexity,
we will distinguish between “symbol operations” and “bit operations.”
The former corresponds to XORs of symbols, whereas the latter corre-
sponds to XORs of bits. When the symbol size is large, a symbol size
operation may be significantly more computationally expensive than a
bit operation.
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On average, every encoded symbol will be the XOR of around half
the source symbols; hence, take around k/2 symbol operations to be
created.3

The decoding takes O(k3) bit operations and O(k2) symbol opera-
tions. To prove this, we proceed as follows: first, we determine a k × k-
submatrix B of A, which is invertible over F2, and we determine its
inverse B−1. This can be done using the Gaussian elimination, and
requires O(k3) bit operations.4 The matrix B is determined by k rows
of A, say rows 1, . . . ,k. Next, we multiply B−1 with the vector consist-
ing of y1, . . . ,yk. As B−1 has O(k2) entries equal to 1, the number of
symbol operations is O(k2).

Summarizing, the random binary fountain code achieves a good
overhead-failure curve; however, both encoding and decoding are com-
putationally complex. What we would like instead is a fountain code
that achieves similar or even an improved overhead-failure curve and
has computationally efficient encoding and decoding algorithms.

For future use in Section 3.3.1, we mention that the concept of a
random fountain is not limited to the field F2. More generally, we talk
about a “q-ary random fountain code,” or a “fountain code over Fq” if
the distribution D is chosen to be uniform over Fkq .

3 This is not full proof; it is conceivable that a faster algorithm is available than simply

XORing all the corresponding source symbols. Because of the random structure of the

random binary fountain code, this seems highly unlikely though.
4 There are faster algorithms based on fast matrix multiplication; however, they are not

practically relevant.
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