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Abstract

Econometric analysis of large dimensional factor models has been a
heavily researched topic in recent years. This review surveys the main
theoretical results that relate to static factor models or dynamic fac-
tor models that can be cast in a static framework. Among the topics
covered are how to determine the number of factors, how to conduct
inference when estimated factors are used in regressions, how to assess
the adequacy of observed variables as proxies for latent factors, how to
exploit the estimated factors to test unit root tests and common trends,

* We are grateful to an anonymous referee for careful reading and constructive com-
ments. This survey was presented by the second author as an invited lecture at the 2007

annual meeting of the Society of Computational Economics in Montreal. Financial sup-
port from the National Science Foundation (SES055127 and SES-0549978) is gratefully
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and how to estimate panel cointegration models. The fundamental
result that justifies these analyses is that the method of asymptotic
principal components consistently estimates the true factor space. We
use simulations to better understand the conditions that can affect the
precision of the factor estimates.
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1

Introduction

An inevitable fact as we move forward in time and as information tech-
nology improves is that data will be available for many more series and
over an increasingly long span. While the availability of more data pro-
vides the opportunity to understand economic phenomena and anoma-
lies better, researchers can also suffer from an information overload
without some way to organize the data into an easy to interpret man-
ner. In recent years, the analysis of large dimensional data has received
the attention of theoretical and empirical researchers alike. The early
focus has primarily been on the use of factor models as a means of
dimension reduction. But the volume of research, both at the empirical
and theoretical levels, has grown substantially. Empirical researchers
have found it useful to extract a few factors from a large number of
series in many forecasting and policy exercises. Theoretical researchers
have taken up the challenge to extend standard factor analysis to allow
the size of both dimensions of a panel data set to increase. The theo-
retical implications of using estimated factors in both estimation and
inference are now better understood. Factor analysis plays a role not
just in forecasting. In recent years, the factor structure has been incor-
porated into regression analysis to deal with cross-sectionally correlated
errors and endogeneity bias.

1
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2 Introduction

This review provides a survey of the main theoretical results for
large dimensional factor models, emphasizing results that have impli-
cations for empirical work. We focus on the development of the static
factor models, which are to be distinguished from dynamic factor mod-
els in ways to be made precise. Key results concerning large dynamic
factor models are given in Forni et al. (2000, 2004, 2005). Results con-
cerning the use of factors in forecasting are discussed in Stock and Wat-
son (2006), Banerjee et al. (2006), and Giannone et al. (2007). Here,
our focus will be on the use of estimated factors in subsequent estima-
tion and inference. While we survey many of the analytical results that
are of use to empirical researchers, a survey of empirical applications of
large factor models will not be included. Surveys with heavier empiri-
cal focus can be found in Breitung and Eickmeier (2005) and Reichlin
(2003). Suffice it to say that factor models have been used in forecasting
of the conditional mean by Stock and Watson (2002b), Cristadoro et al.
(2001), Artis et al. (2005), Marcellino et al. (2003), Schumacher (2005),
Forni et al. (2001), den Reijer (2005), and many others. Boivin and Ng
(2005) compared the use of dynamic and static factors in forecasting.
Anderson and Vahid (2007) used the factor model to forecast volatility
with jump components. A non-exhaustive list of policy analyses that
adopt a factor approach includes Bernanke and Boivin (2003), Gian-
none et al. (2005a,b), Favero et al. (2005), Stock and Watson (2005),
and Forni et al. (2003). Use of factors as conditioning information is
discussed in the conditional risk-return analysis of Ludvigson and Ng
(2007), and term structure analysis of Ludvigson and Ng (2005).

This survey, drawing heavily from our previous work, is organized
to serve three purposes. First, the results are presented under a coher-
ent and general set of assumptions. Situations that require stronger
assumptions will be made clear as we go along. Second, results for
stationary and non-stationary data are discussed separately, as they
involve different assumptions and are used in different contexts. Third,
consistent estimation of the factor space is fundamental to many of the
results. We use simulations to study what are the main aspects of the
data that affect the precision of the factor estimates.
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