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Abstract

Much of economists’ statistical work centers on testing hypotheses in
which parameter values are partitioned between a null hypothesis and
an alternative hypothesis in order to distinguish two views about the
world. Our traditional procedures are based on the probabilities of a
test statistic under the null but ignore what the statistics say about the
probability of the test statistic under the alternative. Traditional proce-
dures are not intended to provide evidence for the relative probabilities
of the null versus alternative hypotheses, but are regularly treated as
if they do. Unfortunately, when used to distinguish two views of the
world, traditional procedures can lead to wildly misleading inference.
In order to correctly distinguish between two views of the world, one
needs to report the probabilities of the hypotheses given parameter esti-
mates rather than the probability of the parameter estimates given the
hypotheses. This monograph shows why failing to consider the alter-
native hypothesis often leads to incorrect conclusions. I show that for
most standard econometric estimators, it is not difficult to compute the
proper probabilities using Bayes theorem. Simple formulas that require
only information already available in standard estimation reports are
provided. I emphasize that frequentist approaches for deciding between
the null and alternative hypothesis are not free of priors. Rather, the
usual procedures involve an implicit, unstated prior that is likely to be
far from scientifically neutral.

R. Startz. Choosing the More Likely Hypothesis. Foundations and Trends R© in
Econometrics, vol. 7, no. 2, pp. 119–189, 2014.
DOI: 10.1561/0800000028.
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1
Introduction

Much of economists’ statistical work centers on testing hypotheses
in which parameter values are partitioned between a null hypothesis
and an alternative hypothesis. In essence, we are trying to distinguish
between two views about the world. We then ask where the estimated
coefficient (or test statistic) lies in the distribution implied by the null
hypothesis. If the estimated coefficient is so far out in the tail of the
distribution that it is very unlikely we would have found such an esti-
mate under the null, we reject the null and conclude there is significant
evidence in favor of the alternative. But this is a terribly incomplete
exercise, omitting any consideration of how unlikely it would be for us
to see the estimated coefficient if the alternative were true. Pearson
[1938, p. 242] put the argument this way,1

[the] idea which has formed the basis of all the . . . researches
of Neyman and myself . . . is the simple suggestion that the
only valid reason for rejecting a statistical hypothesis is
that some alternative hypothesis explains the events with a
greater degree of probability.

1As quoted by Weakliem [1999a,b, p. 363].

2
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3

The principle that the probability of a realized coefficient under
the alternative matters is at once well-understood and near-universally
ignored by economists. What is less appreciated is the practical point:
Our standard procedure of stating whether a coefficient is statistically
significant (or equivalently whether the hypothesized value of a coef-
ficient lies outside the confidence interval, or equivalently whether the
p-value is small) can be a terribly misleading guide as to the odds favor-
ing the null hypothesis relative to the alternative hypothesis. I give
examples below to show just how misleading our usual procedures can
be. Of course, for practice to change, there needs to be a better way to
conduct inference. I present alternative procedures that can be easily
implemented in our most common hypothesis testing situations.

My goal here is to offer a perspective on how economists should
choose between hypotheses. While some of the points are original, many
are not. After all, much of the paper comes down to saying “remember
Bayes theorem,” which has likely been around since Bayes [1763]; or
according to the delightful account by McGrayne [2011], at least since
Laplace [1774]. While it is entirely clear that economists do choose
between hypotheses using statistical tests as if Bayes theorem does not
exist, it is not because we have not been reminded of the danger of
such practice. It seems the advice didn’t take. Leamer [1983a,b] laid
out much of the argument in the very first volume of the Handbook
of Econometrics. McCloskey [1992] reports a discussion in which Ken
Arrow said, “Statistical significance in its usual form is indefensible.” In
an influential article in the medical literature, Ioannidis [2005] reminds
medical researchers “. . . the probability that a research finding is indeed
true depends on the prior probability of it being true. . . , the statistical
power of the study, and the level of statistical significance.” Kass and
Raftery [1995] offer some of the theory behind what’s said below. The
discussion in this monograph is at least foreshadowed in Pearson [1938]
and Arrow [1960] and parts are pretty explicit in Leamer [1978, 1983a]
and Raftery [1986a, 1995]. The hope is that by (a) giving blunt exam-
ples of the consequences of ignoring Bayes theorem and (b) offering very
easy ways to adjust frequentist statistics to properly account for Bayes
theorem, econometric practice may change more than it has in the past.
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4 Introduction

This monograph is aimed primarily at the classical, frequentist,
econometrician who needs to choose between hypotheses. Most results
are illustrated in the context of the most simple econometric situation,
one where we have a normally distributed estimator, θ̂ ∼ N(θ, σ2

θ̂
), and

a null hypothesis θ = θ0 versus an alternative θ �= θ0. The canonical
example is a test of a regression coefficient. There are five major points.

1. The traditional use of classical hypothesis testing to choose
between hypotheses leads to misleading results. As a practical
matter, standard practice can be very, very misleading. It is
entirely possible to strongly reject the null in cases where the
null is more likely than the alternative, and vice versa.

2. Choosing between hypotheses requires invoking Bayes theorem.
For the most common empirical applications at least, those where
the estimated coefficients are approximately normal, applying
Bayes theorem is very easy.

3. Once one acknowledges that one wants to compare a null hypoth-
esis to an alternative, something has to be said about the likeli-
hood of particular values of the parameter of interest under the
alternative. Use of Bayes theorem does require specifying some
prior beliefs. Sometimes this can be done in a way in which the
specified priors take a neutral stance between null and alterna-
tive; sometimes a completely neutral stance is more difficult.

4. The notion that frequentist procedures specify a null and then
take a neutral stance with regard to parameter values under the
alternative is wrong. Frequentist decision rules are equivalent to
adopting an implicit prior. The implicit prior is often decidedly
non-neutral.

5. Economic hypotheses are usually best distinguished by some
parameter being small or large, rather than some parameter being
exactly zero versus non-zero. Application of Bayes theorem per-
mits the former, preferred, kind of hypothesis comparison by con-
sidering non-sharp nulls. The calculations required for choosing
between non-sharp hypotheses are straightforward.
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5

All of this is, obviously, related to frequentist versus Bayesian
approaches to econometrics. This paper is addressed to the frequen-
tist econometrician. Nothing addresses any of the philosophical dif-
ferences between frequentists and Bayesians. Some Bayesian tools are
used, although these are really just statements of probability theory
and should be uncontroversial. A succinct statement of the goal of the
monograph is this:

After running a regression, the empirical economist should be able
to draw an inference about the probability of a null versus an alternative
hypothesis that is both correct and easy to make.
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