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ABSTRACT

We propose a complete framework for data-driven difference-
in-differences analysis with covariates, in particular nonpara-
metric estimation and testing. We start with simultaneously
choosing confounders and a scale of the outcome along iden-
tification conditions. We estimate first heterogeneous treat-
ment effects stratified along the covariates, then the average
effect(s) for the treated. We provide the asymptotic and
finite sample behavior of our estimators and tests, bootstrap
procedures for their standard errors and p-values, and an
automatic bandwidth choice. The pertinence of our methods
is shown with a study of the impact of the Deferred Action
for Childhood Arrivals program on educational outcomes
for non-citizen immigrants in the US.
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1
Introduction

Arguably the most popular estimation technique to study treatment ef-
fects in a Rubin-Causal-Model (Holland, 1986) is the so-called difference-
in-differences (DiD) approach. Today, the literature on this and related
approaches is quite abundant.1 As with many methods for studying
causality, it originates from biometrics, in this case it is attributed to the
epidemiologist John Snow (*1813–†1858) who applied DiD for finding
the cause of the cholera outbreak of 1854 in London. In economics it was
made popular by Card and Krueger (1992) who employed this method
for studying the causal effect of a minimum wage rise in New Jersey (of
almost 20%) in 1992, comparing the developments of the labor markets
of New Jersey and Pennsylvania, concentrating on the low-income sector
(we call such intervention or similar event a ‘treatment’).

In our opinion, the most intensive and extensive discussion on this
topic was provided by Lechner (2011). He showed that the basic con-
cept for identifying the causal effect via DiD applies to more complex
situations than previously considered. In this monograph we limit our
considerations to the case of a single treatment and two groups (treat-

1For example, change-in-changes by Athey and Imbens (2006) shifts the problem
from mean to quantile regression which has many advantages like scale-independence,
but is less popular due to practical complications.

2
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3

ment group, D = 1 and control group, D = 0); extensions as discussed
by him work in principle the same way.

The DiD concept is feasible when a panel or repeated cross-sections
of observations of individuals are provided both before and after an
intervention has taken place. Although more often studied for panels,
we outline all methods first for the more general case of repeated cross-
sections (cohorts); but we show afterwards that the methods apply
equally well to balanced panels and actually give much more simplified
statistics and asymptotics. Notice that in its basic form, i.e., without
imposing further non-testable assumptions, the DiD approach identifies
the treatment effect on the treated. The primary assumption behind this
identification is that without such intervention (i.e., the treatment), the
outcome of interest Y experienced in both groups (treated and control
group) would have developed ‘similarly’ over time, where ‘similarly’
for mean-regression refers to ‘in-the-mean’ but in quantile regression
(change-in-changes) refers to the quantiles. This is also known as the
‘common trend’ or ‘parallel path’ condition. This insinuates that there
had been only a constant difference between the two groups without
the treatment under consideration.

Often it is unlikely that this difference is independent of other factors
like age distribution or infrastructure. The fear is that, for instance,
differences in age structure predict different developments of Y , or
that certain infrastructure changes impact, while neither originate from
treatment itself. In the former case you can think of an interaction
between a (pre-)condition and time, and in the latter of an exogenous
change of conditions over time. These fears can be mitigated by proper
conditioning, say by including confounders X. While for identification a
common trend, conditional or unconditional, is only required for a given
period around treatment, it seems reasonable to assume that this should
also hold for the period(s) before the intervention. The same could be
said about periods after treatment only if the treatment simply shifts
the development of Y |X by a constant (an unnecessary assumption).
Again, as in practice we typically look at means (or say, are interested
in average treatment effects), all statements about the development of
Y or its conditional version Y |X refer simply to the mean. If we are
interested in changes in higher-order moments like variance, skewness
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4 Introduction

or kurtosis, we would either directly compare the entire distributions
of both groups before and after the treatment or estimate these higher
moments. As for the latter, the general procedure and ideas remain
basically the same; we concentrate here on the estimation of the average
treatment effect on the treated.

1.1 Central Equation

For the considerations above, we focus on the DiD of conditional means

{E[Yt|x, d1] − E[Yt|x, d0]} − {E[Yt−1|x, d1] − E[Yt−1|x, d0]}, (1.1)

where we define E[Ys|x, d] := E[Ys|Xs = x, Ds = d] for the outcome Y

in time s, given conditions x, and belonging to treatment group d. In the
literature you may see different notations and orders of terms (taking
first the differences inside the same groups and afterwards between).
The idea is usually to condition the expectation of Y on the set of
confounders X and treatment status D in period s. For simplicity we
consider d ∈ {0, 1}, i.e., treatment group (d = 1) and control group
(d = 0).

When treatment takes place between periods t − 1 and t, expression
(1.1) gives the conditional treatment effect on the treated from which we
can obtain average effects. Identification of a causal impact of treatment
on Y is based on the assumption that without treatment, (1.1) had
been zero almost surely for all x of the common support defined below
(Section 2.1.1). To identify a causal effect, we work with a scale for
Y and a set of covariates X such that (1.1) is zero (noting that both
choices have consequences for interpretation). Using this statistic can
turn a bane into a boon: while it may be difficult to convince others
that this assumption is fulfilled, an appropriate statistic can guide you
data-adaptively.

For simplicity, we will mostly assume we have data on three time
periods t = −1, 0 and 1 and consider the case where the treatment
occurs between periods 0 and 1. Given that we have data in an additional
period to treatment (t = −1), we can check if (1.1) is zero for a given
X prior to treatment (the development between t = −1 and t = 0).

Full text available at: http://dx.doi.org/10.1561/0800000046



1.2. What Does it Mean to be Model-Free? 5

We emphasize that while this is not the (non-testable) identification
condition needed, it empirically supports its credibility.

The DiD expression (1.1) is far more useful than being used to
estimate an average treatment effect on the treated (TT). We study its
estimation, including heterogeneous TT, its sample average (i.e., the
average TT itself), and the analogue of its squares (i.e., test statistics).
In each case, we study the asymptotic and finite sample properties.
In practice, it is likely preferable to rely on bootstrap methods than
on estimates of complex asymptotics, but the latter help to better
understand the performance of the statistics. For approximating the p-
value of the tests that we will introduce, a challenge is to find procedures
that generate data under the null hypothesis.

1.2 What Does it Mean to be Model-Free?

Without covariates, the nonparametric TT estimator reduces to the
classic DiD estimator which simply subtracts averages of the observed Y .
In this situation, the four means can be estimated without a statistical
model; the only model we use is the causality model (i.e., the supposition
that the difference of differences would identify the TT). However,
when including covariates, which is unavoidable in the presence of
confounders, the specification of the mean functions matters. This is
also true if we are only interested in the average (over all x) of (1.1)
(see also Meyer (1995) for more discussion). Then, in order to avoid a
bias due to misspecification, we would prefer avoiding the specification
of a statistical model for the mean functions, and use nonparametric
estimation instead.2 The only model we use is the causality model
(i.e., the supposition that (1.1) would identify the causal effect). Our
procedure is certainly not model-free regarding the causality model;
we are only model-free regarding the estimation of (1.1). This way of
thinking is somewhat different from the classical econometrics literature
on identification as there the identification was largely or fully interwoven
with the parametric specification of the structural equations. Here we
distinguish between the causality model for identification, and the

2In the econometrics literature, Heckman et al. (1997) were perhaps the first
who mentioned the non- or semiparametric extension of DiD to include covariates.
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6 Introduction

statistical model for estimation and testing. When the latter is done
nonparametrically, we speak of nonparametric identification of causality
since it does not depend on the parametric specification.

Nonparametric estimation is often avoided for fear of the curse
of dimensionality, its interpretation, implementation or the complex
inference (like non-standard calculus of standard errors and p-values).
Although the provision of user-friendly software has improved a lot, it
is true that in many situations the latter can still be the bottleneck.
This is why in this monograph we also describe the implementation,
explain and provide our R-code, and discuss issues the practitioner
is confronted with. Interpretation will become more involved when
exploring heterogeneity of the treatment effects along several covariates
simultaneously. Lastly, while the curse of dimensionality can be real, in
many situations, it is not an issue. For example, in the presence of only
discrete regressors, Ouyang et al. (2009) show that the nonparametric
conditional expectation estimator is estimated at the parametric (i.e.,
root-n) rate without asymptotic bias. Unless the number of variables
increases with the sample size (and then it is also an issue for parametric
estimation), only continuous confounders count for the curse. If the
unconditional treatment effect is of interest, you need to have more
than three continuous variables to be affected asymptotically. Even
then, imposing higher smoothness conditions allows for bias reduction
such that we end up with the parametric rate again.3

In practice, many variables can be discrete, and many continuous
variables are measured or recorded discretely (e.g., years of education).
For this reason it is often argued in the applied economics literature that
parametric methods would be sufficient almost always, as we could con-
struct a saturated model. We will later discuss why this is rarely the case
(Appendix B.1). Therefore we argue that if most applications contain a
continuous covariate or discrete ones with many values, nonparametric
methods are the better option for causal analysis in most cases. In fact,

3Even though this is standard practice in econometric theory, one may criticize
that these conditions impose non-testable restrictions. However, they simply exclude
discontinuities in derivatives of higher-orders, and it is not clear to what extent a
potential oversmoothing of them would affect the final estimates. In any case, those
smoothness conditions are far milder than any parametric approach would require.
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1.2. What Does it Mean to be Model-Free? 7

nonparametric regression is at least as reasonable as a parametric one
even when all confounders are discretely measured. Moreover, in our ap-
plication we show that this also holds true computationally. We should
mention here that it is relatively straightforward to employ parametric
or semiparametric versions of our methods if desired. However, those
strict parametric assumptions may or may not be justified by prior
knowledge like economic theory, and a misspecification of functional
forms easily leads to biased and inconsistent estimates.

As said, we are not much concerned about a potential curse of
dimensionality (see also Appendix B.1) because the case of facing mainly
(or only) discrete regressors is indeed quite common in economics. For
example, solely looking at the American Economic Journal: Applied
Economics, examples include Ang (2019), who looks at the impact of
the Supreme Court in 2013 striking down parts of the Voting Rights
Act on long-run voter turnout. His model regresses voter turnout (a
continuous variable) on year indicators interacted with treatment group
dummies, county and state-by-year fixed-effects as well as a dummy for
elections that were subject to bilingual requirements in a given year.
Panhans (2019) looks for adverse selection in the Affordable Care Act
health insurance exchanges. A supplemental section of his paper uses
DiD with a set of fixed effects which are not exhaustive and hence are
not identical to nonparametric estimates. McKenzie et al. (2014) look at
migration patterns of Filipinos when there is a binding minimum wage
change in the country of origin. They use a host of fixed effects and
an indicator for whether or not the individual was a domestic helper.
Jayachandran et al. (2010) use a host of specifications solely with
discrete right-hand-side variables to study the impact of surfa drugs on
mortality rates. Regarding our data analysis, Kuka et al. (2020) examine
human capital responses to the availability of the Deferred Action for
Childhood Arrivals (DACA) program. In addition to having all binary
right-hand-side variables (some are discrete information transformed to
dummies), their outcome variables are binary. Nonetheless, as authors
usually have a mix of discrete and continuous variables, we consider
this rather general setting, and argue that empirical researchers should
be more concerned about systematic biases and inconsistency due to
model specification than potential issues with model-free estimation.

Full text available at: http://dx.doi.org/10.1561/0800000046



8 Introduction

1.3 Structure of the Monograph

The plan is to introduce a complete framework for model-free DiD based
causal analysis under the potential presence of confounders. To do so
we start by presenting a data-driven procedure to find an appropriate
scale of Y with a set of confounders compounded in a vector X that
(both together) prove to have some credibility to identify the treatment
effects via the ‘parallel path’. As this cannot be done for the period of
interest itself, we will study the parallel path for previous periods (i.e.,
not the actual assumption but an indicator for its plausibility). Then we
estimate the identified effects on the treated. The procedure is concluded
by the introduction of nonparametric tests for significant treatment
effects. Modified versions of the simultaneous test for significance of
conditional effects can be used for testing heterogeneity of effects or the
credibility of identification assumptions.

The next section will provide the analytical developments with tech-
nical details which are afterwards completed by simulations. These show
the usefulness of all methods even for moderate and small samples.
As it is uncommon for nonparametric estimators to be estimated at
parametric rates,4 it is particularly interesting to see their performance
with very small samples. We will see that, a bit surprisingly, the per-
formance of our scale and covariate selector, our estimators and tests
are admirable, even in these small sample settings. The simulations
will be followed by the various issues in practice, namely the discussion
of implementation, bandwidth choice, details on bootstrap procedures,
presentation of R functions, and further miscellaneous.

To highlight the usefulness and relevance of our approach, we re-
examine the results of Kuka et al. (2020) in the last section. We find
mixed evidence that their set of confounders satisfy the ‘parallel path’
assumption. Regarding their treatment effect estimates, their models
underestimate the positive impact that DACA had on the rate at which
14-18 year old students stayed in school and the positive impact of
DACA on high school completion (either via graduation or obtaining a
GED). Moreover, they fail to identify the negative impact of DACA on

4The logic here is similar to that for (kernel estimated) average derivative
estimators (Härdle and Stoker, 1989).
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1.3. Structure of the Monograph 9

school attendance of college aged individuals (19-22). With respect to
enrolling in college, we can confirm that these effects are insignificant.

Beyond the replication, we also look at hetereogeneity in treatment
effects. For example, we find that DACA had a positive and significant
impact on the rate at which 14-18 year old male students stayed in
school, but an insignificant impact on female students. We also find
significant effects only for Hispanic, Black and White students. The
impact also increased by age. There was no economically or statistically
significant impact for 14 or 15 year olds, but statistically significant
and monotonically increasing impacts with age for 16, 17 and 18 year
olds. We conclude our application by stating that there are far more
questions that should be addressed in this literature beyond an average
treatment effect on the treated.

We conclude this introduction with a remark on a recently much
discussed inference problem. You could ask about post-selection (or
pretesting) inference as we propose a procedure that allows you to
select between different covariates and scales of Y , or to test for bias
stability before treatment started. However, our problem differs from
the post-selection inference typically considered (cf. Rolling and Yang
(2014) for the treatment effect estimation context and Kuchibhotla et al.
(2022) for a general recent review). Intuitively, Taylor and Tibshirani
(2015) describe the standard problem as follows: “Having mined a set
of data to find potential associations, how do we properly assess the
strength of these associations? The fact that we have cherry-picked, i.e.,
searched for the strongest associations means that we must set a higher
bar for declaring significant the associations that we see.”

Our criterion is not the covariates contribution to a regression, but
the maximization of bias stability (i.e., checking the identifying assump-
tions necessary for causal conclusions). However, as this is infeasible for
the period of interest, it has to be done for a prior period. That is, there
is no cherry-picking for significance or finding the strongest treatment
effect; we rather try to maximize the conditional independence. More-
over, doing this for periods prior to the one of interest suggests that we
apply a strategy similar to sample splitting. Notice also that standard
literature on post-selection inference recommends to condition on the
applied pretests (calling it selective inference), whereas the literature
related to our context advises against such conditioning (Roth, 2022).
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A
Proofs

This appendix includes the main proofs of the monograph. It begins
with the asymptotics for the test statistics and ends with giving the
influence functions for our treatment effect estimators.

A.1 Asymptotics of the Test Statistics

Here we give all the main steps of the technical proof. For calculation of
the bias and variance, we partly follow Vilar-Fernández and González-
Manteiga (2004) and Dette and Neumeyer (2001). They consider the
problem of nonparametric comparisons of regression curves, say H0 :
m1 = m2 = · · · = mK for mk(x) = E[Y |X = x], k = 1, . . . , K which
correspond to different populations. The former considered this for
autocorrelated data, while the latter considered this for independent
data, but with different statistics. We decompose

T1 =
1∑

d,t=0
Γdt + 2

∑
mix(dt,ks)

(−1)d+k+t+sΓdt,ks + oP

( 1
n11

√
h

)
, (A.1)

77
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78 Proofs

where for Wdt(xit) := 1
ndthW{(xit − x)/h}/fdt(x)

Γdt =
ndt∑

Di=d:i=1

ndt∑
Dj=d:j=1

∫
Wdt(xit)Wdt(xjt)dF11(x) uitujt

Γdt,ks =
ndt∑

Di=d:i=1

nks∑
Dj=k:j=1

∫
Wdt(xit)Wks(xjs)dF11(x) uitujs,

where we first interchanged the sums, and then approximated the
average 1

n11

∑n11
Di=1:i=1 by

∫
dF11(x). Due to the independence of the

uit, an assumption we relaxed for balanced panels (for repeated cross
sections it is less problematic), the expectation of Γdt,ks is zero, and
so is the expectation of all mixed terms of Γdt. Taking the expectation
of the remaining

∑ndt
Di=d:i=1

∫
W 2

dt(xit)dF11(x) u2
it leads us (after some

calculations that are standard in kernel regression) to the stated bias.
To obtain the variance, we need to consider the expectation of the

square (A.1), but suppressing in Γdt the
∑ndt

Di=d:i=1
∫

W 2
dt(xit)dF11(x) u2

it.
That is, we consider the Γdt,ks and

Γ′
dt = 2

ndt∑
Di=d:i=1

∑
Dj=d:j<i

∫
Wdt(xit)Wdt(xjt)dF11(x) uitujt.

The independence of these terms follows from the independence of the
uit (as we consider cohorts of independent observations), so that we
can calculate the variance of each term separately. From the related
literature on nonparametric testing, it is well known that the variance of
the Γ′

dt gives the first part of V/(n2
11h) with the sum over the four groups.

The errors uit belonging to group (dt) are independent not only within
this group, but also from those of any other group (ks); all additive
terms in Γdt,ks are independent from each other. Taking expectation,
the second part of V/(n2

11h) containing all mixtures mix(dt, ks) is
E[Γ2

dt,ks]

= 1
n2

dtn
2
ksh4 E

 ndt∑
Di=d:i=1

nks∑
Dj =k:j=1

{∫
Wdt(xit)Wks(xjs)dF11(x)

}2

u2
itu

2
js


= 1

n2
dtn

2
ksh2 E

[
ndt∑

Di=d:i=1

nks∑
Dj =k:j=1

(
K ∗ K

(
xit − xjs

h

))2
×

Full text available at: http://dx.doi.org/10.1561/0800000046



A.2. Influence Functions 79

f11(xit)f11(xjs)u2
itu

2
js

f2
dt(xit)f2

ks(xjs)

]

= 1
ndtnksh2 E

[(
W ∗ W

(
xit − xjs

h

))2
×

f11(xit)f11(xjs)σ2
dt(xit)σ2

ks(xjs)
f2

dt(xit)f2
ks(xjs)

]
,

which gives us the second part of the variance. The central limit theorem
follows directly from Vilar-Fernández and González-Manteiga (2004) or
Dette and Neumeyer (2001).

A.2 Influence Functions

The influence functions for TTa (for pdt(x) = Pr(D = d, T = t|x)) can
be written as

φa(X) = DT
E[DT ] [m11(X) − m10(X) − {m01(X) − m00(X)} − TTa]

+ DT
E[DT ]{Y − m11(X)} − D(1−T )

E[DT ]
p11(X)
p10(X){Y − m10(X)}

− (1−D)T
E[DT ]

p11(X)
p01(X){Y − m01(X)}

+ (1−D)(1−T )
E[DT ]

p11(X)
p00(X){Y − m00(X)} + Rh,n11(X),

where Rh,n11(X) is a remainder term due to the nonparametric estimates
m̂dt(·). Here we have used that

E[D(1 − T )p11(X)p−1
10 (X)] = E[(1 − D)Tp11(X)p−1

01 (X)]
= E[(1 − D)(1 − T )p11(X)p−1

00 (X)] = E[DT ] .

Noting that n11 = n E[DT ], we immediately get the seemingly simpler
(compared to the one given in Proposition 2.2) variance representation

V ar(T̂ T a) = E

[{
{m11(X) − m10(X) − m01(X) + m00(X) − T Ta}2

+σ2
11(X) + p11(X)

p10(X) σ2
10(X) + p11(X)

p01(X) σ2
01(X) + p11(X)

p00(X) σ2
00(X)

}
p11(X)
E[DT ]

]
1

n11
.
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It is not very hard to see how this changes when we consider TTb. In
that case it is helpful to define the propensity score p(x) = Pr(D = 1|x).
Then the influence function for TTb can be written as

φb(X) = D
E[D] [m11(X) − m10(X) − {m01(X) − m00(X)} − TTb]

+ DT
E[DT ]{Y − m11(X)} − D(1−T )

E[D(1−T )]{Y − m10(X)}

− (1−D)T
E[DT ]

p(X)
1−p(X){Y − m01(X)}

+ (1−D)(1−T )
E[D(1−T )]

p(X)
1−p(X){Y − m00(X)} + Rh,n1(X).

Consequently, n1 = n11 + n10 replaces n11 and the variance expression
becomes

V ar(T̂ T b) = E

[
p(X)

E2[D] {m11(X) − m10(X) − m01(X) + m00(X) − TTb}2

+ p11(X)
E2[DT ] σ

2
11(X) + p10(X)

E2[D(1−T )] σ
2
10(X) + p01(X)

E2[DT ]
p2(X)

{1−p(X)}2 σ2
01(X)+

p00(X)
E2[D(1−T )]

p2(X)
{1−p(X)}2 σ2

00(X)
]

1
n ,

where n = n11 + n10 + n01 + n00. As n1 = n E[D], we see how the
convergence rate of the variance changes from n−1

11 to (n11 + n10)−1.
Another difference is that the first term of the variance is more affected
by changing from T̂ T a to T̂ T b than the other four terms. The reason is
that we use essentially the same information for the prior steps, but the
final average from which results the first term of the variance(s) is in
case T̂ T b taken over all members of the treatment group, but for T̂ T a

only over the treated observed in t = 1. This difference can be seen
more easily when also for the cohorts we suppose D ⊥ T |X. In that
case the first variance term of T̂ T a differs from that of V ar(T̂ T b) by
the factor 1/P (T = 1). If we have n11 = n10, it means that this term is
twice as big for T̂ T a; exactly what intuition would tell us.

It should be clear that the expressions simplify if D ⊥ T |X which is
unfortunately not guaranteed by the standard assumption D ⊥ T if X is
allowed to vary over time. If X does not change over time, then X ⊥ T

and D ⊥ T |X follows from D ⊥ T . To see how much this simplifies for
instance V ar(T̂ Tb), note that p1t(x) = p(x) Pr(T = t|D = 1, x) and
p0t(x) = {1 − p(x)}Pr(T = t|D = 0, x), E[DT ] = E[D] · E[T ], etc.
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Let us consider the special case of the simplified variance for balanced
panels with all covariate values fixed to the observations in t = 0, cf.
Corollary 2.2 also for notation. It is not hard to see that it can be
written along the above expressions as

1
n1 E

[
p(X)
E[D]{m11(X) − m10(X) − m01(X) + m00(X) − T̃ T}2

+p(X)
E[D]σ

2
1(X) + p2(X)

E[D]{1−p(X)}σ2
0(X)

]
,

which again coincides with the efficiency bounds of Sant’Anna and Zhao
(2020).
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B
Additional Discussion and Final Thoughts

This appendix discusses the alternative of a parametric estimation
based on fully saturated parametric models and how they relate to a
nonparametric approach. We also append concluding remarks, including
a discussion about the post-selection inference problem.

B.1 Nonparametric versus Parametric Saturated Models

In the economics literature, there does not appear to be a consistent
definition of a saturated model. It is common to refer to it in order to
justify the use of a parametric model, sometimes without specifying
which definition is applied. A popular definition is that a model is
saturated when the number of parameters is equal to the number of
data points. Another popular alternative is to say a saturated model
perfectly reproduces all of the variances, covariances and means of the
observed variables. For the regression context, you may think of an
interpolation where the curve or surface passes through each point,
i.e., an exact fitting model. In a (generalized) linear regression model,
‘parameters’ refer to ‘coefficients’. If the covariates can only take a
limited number of values, thinking e.g., only of discrete variables with
finite support, such a model can easily become overparametrized, and a

82
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re-definition is needed. We would then call any model saturated if it
reproduces the same fit as the overparametrized one.

In the regression context this is easy to illustrate and understand:
imagine a case in which you have a relatively small number of discrete
covariates X that split the sample into few groups (cells) of identical
information regarding X.1 For regression, compute the respective re-
sponse means of Y within each cell and weight them (or their differences
when looking at deviations from the overall mean) with the proportion
of each particular cell in the sample. This means transforming all co-
variates into complete sets of dummy variables, and taking all possible
interactions of the highest-order between all dummies. Equivalently,
instead of taking all the highest-order interaction terms, you take a
set of the same number of terms out of the full set of dummies and
interactions but fulfilling the full rank condition. It is not hard to see
that you can calculate the coefficients of one model out the coefficients
of such an alternative model. Clearly, this is only feasible if (a) all
covariates are discrete, (b) having a finite support, and (c) each cell
contains a reasonably large number of observations. This is actually
equivalent to the use of nonparametric regression with λ = 1 (or, if
using W for all covariates, when taking bounded kernels with h close to
zero). In case you have at least one continuous covariate, this strategy
cannot provide you a saturated model. However, even when all X are
discrete with a finite support, in practice you may find several cells
that are either empty or contain only a few observations. This problem
increases dramatically with both, the number of covariates and/or their
support(s). Even if the sample is sufficiently large such that this is a
minor problem, you then reach computational limitations due to the size
of the projection matrix. This was clearly an issue in the (parametric
replication portion of our) DACA application.

Some people switch to what is sometimes also called a ‘reasonably’
saturated model, which is even less clearly defined. In practice, its choice
is either subjective or random; in either case it risks approximation bias
which to some extent corresponds to the smoothing bias in nonpara-

1For instance, if all information you have is sex assigned at birth (bi-variate) and
one of four educational levels, the sample splits at most in eight cells.
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metrics. The advantage in nonparametrics is threefold then: (1) this
choice corresponds to the bandwidth choice and can easily be done in a
data-driven way, (2) we understand the risk and know the smoothing
bias so that we can deal with it, and (3) computationally it is essentially
always feasible as we do not need to split the categorical variables into
dummies.

The problem of no or few observations in a cell is not just a question
of overparametrization for saturated models, it is thereby related to the
question of optimal estimation (or prediction) in the sense of minimal
mean-squared-errors. This is exactly how the nonparametric approach
deals with it: looking for the optimal balance between approximation
bias and overparametrization. Consequently, while asymptotically taking
a saturated model (if possible, i.e., only discrete covariates with finite
support are included) is equivalent to nonparametric regression, in finite
samples, doing the latter will result in a smaller mean squared error
which is the main objective we should have in this context.2

Commonly raised concerns against nonparametrics in this context
are the slower rate of convergence and the curse of dimensionality.
We have contested this criticism by emphasizing that both issues only
concern (i) the conditional treatment effects if heterogeneity is explored
over a continuous variable, i.e., if one conditions on a continuous x,
and (ii) more generally, if one included more than three continuous
covariates without applying bias reducing methods like higher-order
polynomials. Without denying that criticism, nor weakening our replies,
the above outlined considerations can give us further insight to these
issues.

Regarding the convergence rate: unless your parametric model is
correctly specified, a ‘reasonably’ saturated model requires you to in-
crease, for increasing sample size, the cells generated by a continuous
covariate (or by a discrete covariate with infinite support). The optimal

2Remember that your estimate is just a realized random variable; unbiasedness
only says that the average of a many those estimates converges to the true value, but
the mean square error approach aims on minimizing the distance of your estimate
to the true value in probability. Moreover, in the parametric world, ‘unbiasedness’
only means to have such convergence towards the projection of the real world on
your model which can be biased or even meaningless; we know nothing about the
distance to the ‘truth’.

Full text available at: http://dx.doi.org/10.1561/0800000046



B.2. Concluding Remarks 85

rate at which their number increases corresponds to (the inverse of) the
bandwidth rate such that the convergence rate of the estimator in a
‘reasonably’ saturated model equals the one of nonparametric estimation
(as said, in the optimal case, else it converges slower than the nonpara-
metric one). Even the argument that a parametric approximation would
do equally well if one were only interested in the average is an illusion:
suppose x is a univariate continuous covariate, and we are indeed only
interested in the population or sample average of ∂E[Y |x = xi]/∂x.
Thinking of E[Y |x = xi] = βixi, then the β of a linear model is the
average of the βi only if the latter are uncorrelated with xi (which is a
strong assumption), whereas we do not need anything similar for their
nonparametric counterparts ∂E[Y |x = xi]/∂x.

Regarding the curse of dimensionality: for simplicity, suppose all
potential covariates were discrete with each having a support of cardi-
nality K. Then a saturated model with k covariates has Kk cells. For
both parametric and nonparametric models, increasing k (or K) can
become a problem. While it is true that in theory K and k are fixed
while the sample size increases, in practice you face even more prob-
lems with parametric estimation (unless you significantly simplify your
model), risking serious approximation biases whose size and direction
you don’t know. Note that for fixed k, K, none of the methods suffer
asymptotically from decreasing rates. Unfortunately, this is only the
case for asymptotic theory.

B.2 Concluding Remarks

We suggest a complete framework for causal analysis (with covariates)
via model-free DiD estimation and testing. We show how to automati-
cally select confounders and the scale of the outcome variable, estimate
TTs, choose bandwidths and construct standard errors and confidence
intervals. We also present model-free testing for significance and hetero-
geneity of treatment effects. Importantly, we also provide a bootstrap
test for credibility of the identification assumptions. These results can
be used in many common situations and result in robust analysis. We
provide asymptotic theory for both cohorts and panels, for time-varying
and for time constant covariates. The finite sample performance has
been verified by simulation studies under rather complex designs.
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We apply our techniques to study the impact of DACA on human
capital decisions. We compare our results to Kuka et al. (2020). If their
models were correctly specified, we would expect that we get similar
results. As in their paper, we find a positive (but larger) impact of
DACA on high school attendance and high school completion, but
we also find that they were unable to identify the negative impact of
DACA on school enrollment of college aged individuals. Our findings
are closer to what intuition suggests. We also examined heterogeneity
of our treatment effects. These results uncovered several interesting
findings that were masked by looking at average effects. For example,
we found that the effects were positive and significant for males, but
insignificantly different from zero for females.

We proposed a selection of scale and covariates along (2.8), (2.9)
and (2.10) in the spirit of the non-testable identifying Assumption I. If
we want to address the post-selection inference problem, we suggested
an equivalent to the sample splitting approach (Kuchibhotla et al.,
2022). Alternatively, to account for all variation of the entire statistical
analysis, we could apply an outer bootstrap loop that runs over all
steps of the analysis until the final estimate. In practice this would
be extremely costly and may also give unreasonably large standard
errors. In our context (i.e., given the objective of the first steps), it is
questionable if the practitioner should be interested in such variance.
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