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Abstract

Federated search (federated information retrieval or distributed infor-
mation retrieval) is a technique for searching multiple text collections
simultaneously. Queries are submitted to a subset of collections that
are most likely to return relevant answers. The results returned by
selected collections are integrated and merged into a single list. Fed-
erated search is preferred over centralized search alternatives in many
environments. For example, commercial search engines such as Google
cannot easily index uncrawlable hidden web collections while feder-
ated search systems can search the contents of hidden web collections
without crawling. In enterprise environments, where each organization
maintains an independent search engine, federated search techniques
can provide parallel search over multiple collections.

There are three major challenges in federated search. For each query,
a subset of collections that are most likely to return relevant docu-
ments are selected. This creates the collection selection problem. To
be able to select suitable collections, federated search systems need to
acquire some knowledge about the contents of each collection, creating
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the collection representation problem. The results returned from the
selected collections are merged before the final presentation to the user.
This final step is the result merging problem.

The goal of this work, is to provide a comprehensive summary of the
previous research on the federated search challenges described above.
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1

Introduction

Internet search is one of the most popular activities on the web. More
than 80% of internet searchers use search engines for finding their infor-
mation needs [251]. In September 1999, Google claimed that it received
3.5 million queries per day.1 This number increased to 100 million in
2000,2 and has grown to hundreds of millions since.3 The rapid increase
in the number of users, web documents and web queries shows the
necessity of an advanced search system that can satisfy users’ informa-
tion needs both effectively and efficiently.

Since Aliweb [150] was released as the first internet search engine
in 1994, searching methods have been an active area of research, and
search technology has attracted significant attention from industrial
and commercial organizations. Of course, the domain for search is not
limited to the internet activities. A person may utilize search systems
to find an email in a mail box, to look for an image on a local machine,
or to find a text document on a local area network.

1 http://www.google.com/press/pressrel/pressrelease4.html, accessed on 17 Aug 2010.
2 http://www.google.com/corporate/history.html, accessed on 17 Aug 2010.
3 http://www.comscore.com/Press Events/Press Releases/2010/8/comScore Releases
July 2010 U.S. Search Engine Rankings, accessed on 17 Aug 2010.

1
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2 Introduction

Commercial search engines use programs called crawlers (or spiders)
to download web documents. Any document overlooked by crawlers
may affect the users perception of what information is available on
the web. Unfortunately, search engines cannot easily crawl docu-
ments located in what is generally known as the hidden web (or deep
web) [206]. There are several factors that make documents uncrawlable.
For example, page servers may be too slow, or many pages might be
prohibited by the robot exclusion protocol and authorization settings.
Another reason might be that some documents are not linked to from
any other page on the web. Furthermore, there are many dynamic
pages — pages whose content is generated on the fly — that are
crawlable [206] but are not bounded in number, and are therefore often
ignored by crawlers.

As the size of the hidden web has been estimated to be many times
larger than the number of visible documents on the web [28], the volume
of information being ignored by search engines is significant. Hidden
web documents have diverse topics and are written in different lan-
guages. For example, PubMed4 — a service of the US national library
of medicine — contains more than 20 million records of life sciences and
biomedical articles published since the 1950s. The US census Bureau5

includes statistics about population, business owners and so on in the
USA. There are many patent offices whose portals provide access to
patent information, and there are many other websites such for yellow
pages and white pages that provide access to hidden web information.

Instead of expending effort to crawl such collections — some of
which may not be crawlable at all — federated search techniques
directly pass the query to the search interface of suitable collections and
merge their results. In federated search, queries are submitted directly
to a set of searchable collections — such as those mentioned for the
hidden web — that are usually distributed across several locations.
The final results are often comprised of answers returned from multiple
collections.

4 http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed, accessed on 17 Aug 2010.
5 http://www.census.gov, accessed on 17 Aug 2010.
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From the users’ perspective, queries should be executed on servers
that contain the most relevant information. For example, a government
portal may consist of several searchable collections for different organiza-
tions and agencies. For a query such as ‘Administrative Office of the US
Courts’, it might not be useful to search all collections. A better alter-
native may be to search only collections from the www.uscourts.gov

domain that are likely to contain the relevant answers.
However, federated search techniques are not limited to the web and

can be useful for many enterprise search systems. Any organization with
multiple searchable collections can apply federated search techniques.
For instance, Westlaw6 provides federated search for legal professionals
covering more than 30,000 databases [59, 60, 61]. The users can search
for case law, court documents, related newspapers and magazines, pub-
lic records, and in return, receive merged results from heterogeneous
sources. FedStats7 is an online portal of statistical information pub-
lished by many federal agencies. The crawls for the original centralized
search in FedStats could be updated only every three months. There-
fore, a federated search solution was requested and this was the main
focus of the FedLemur project [13].8 FedStats enables citizens, busi-
nesses, and government employees to find useful information without
separately visiting web sites of individual agencies.

Federated search can be also used for searching multiple catalogs
and other information sources. For example, in the Cheshire project,9

many digital libraries including the UC Berkeley Physical Sciences
Libraries, Penn State University, Duke University, Carnegie Mellon
University, UNC Chapel Hill, the Hong Kong University of Science and
Technology and a few other libraries have become searchable through a
single interface at the University of Berkeley. Similarly, The European
Library10 provides a federated search solution to access the resources
of 47 national libraries.

6 http://www.thomsonreuters.com/products services/legal/legal products/393832/
Westlaw, accessed on 17 Aug 2010.

7 http://search.fedstats.gov, accessed on 17 Aug 2010.
8 FedStats search is currently powered by google.com.
9 http://cheshire.berkeley.edu/, accessed on 17 Aug 2010.
10 http://search.theeuropeanlibrary.org/portal/en/index.html, accessed on 17 Aug

2010.
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4 Introduction

1.1 Federated Search

In federated search systems,11 the task is to search a group of inde-
pendent collections, and to effectively merge the results they return for
queries.

Figure 1.1 shows the architecture of a typical federated search
system. A central section (the broker) receives queries from the users
and sends them to collections that are deemed most likely to con-
tain relevant answers. The highlighted collections in Figure 1.1 are
those selected for the query. To route queries to suitable collections,
the broker needs to store some important information (summary or
representation) about available collections. In a cooperative environ-
ment, collections inform brokers about their contents by providing

Fig. 1.1 The architecture of a typical federated search system. The broker stores the rep-

resentation set (the summary) of each collection, and selects a subset of collections for the
query. The selected collections then run the query and return their results to the broker,
which merges all results and ranks them in a single list.

11 Also referred to as distributed information retrieval (DIR).
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1.1 Federated Search 5

information such as their term statistics. This information is often
exchanged through a set of shared protocols such as STARTS [111] and
may contain term statistics and other metadata such as collection size.
In uncooperative environments, collections do not provide any informa-
tion about their contents to brokers. A technique that can be used to
obtain information about collections in such environments is to send
sampling (probe) queries to each collection. Information gathered from
the limited number of answer documents that a collection provides in
response to such queries is used to construct a representation set ; this
representation set guides the evaluation of user queries and ranking
collections. The selected collections receive the query from the broker
and evaluate it on their own indexes. In the final step, the broker ranks
the results returned by the selected collections and presents them to
the user.

Federated search systems therefore need to address three major
issues: how to represent the collections, how to select suitable
collections for searching; and how to merge the results returned from
collections.12 Brokers typically compare each query to representation
sets — also called summaries [138] — of each collection, and estimate
the goodness of the collection accordingly. Each representation set may
contain statistics about the lexicon of the corresponding collection.
If the lexicon of the collections is provided to the central broker —
that is, if the collections are cooperative — then complete and accurate
information can be used for collection selection. However, in an uncoop-
erative environment such as the hidden web, the collections need to be
sampled to establish a summary of their topic coverage. This technique
is known as query-based sampling [42] or query probing [116].

Once the collection summaries are generated, the broker has suf-
ficient knowledge for collection selection. It is usually not feasible to
search all collections for a query due to time constraints and band-
width restrictions. Therefore, the broker selects a few collections that
are most likely to return relevant documents based on their summaries.
The selected collections receive the query and return their results to
the broker.

12 We briefly describe other common challenges such as building wrappers in Section 2.
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6 Introduction

Result merging is the last step of a federated search session. The
results returned by multiple collections are gathered and ranked by the
broker before presentation to the user. Since documents are returned
from collections with different lexicon statistics and ranking features,
their scores or ranks are not comparable. The main goal of result merg-
ing techniques is computing comparable scores for documents returned
from different collections, and ranking them accordingly.

1.2 Federated Search on the Web

The most common forms of federated search on the web include vertical
search, peer-to-peer (P2P) networks, and metasearch engines. Vertical
search — also known as aggregated search — blends the top-ranked
answers from search verticals (e.g., images, videos, maps) into the web
search results. P2P search connects distributed peers (usually for file
sharing), where each peer can be both server and client . Metasearch
engines combine the results of different search engines in single results
lists. Depending on the query, metasearch engines can select different
engines for blending.

1.2.1 Vertical (aggregated) Search

Until recently, web search engines used to only show text answers in
their results. Users interested in other types of answers (e.g., images,
videos, and maps), had to directly submit their queries to the special-
ized verticals.

In 2000, the Korean search engine Naver13 introduced comprehen-
sive search and blended multimedia answers in their default search
results. In May 2007, Google launched aggregated search (universal
search) “to break down the walls that traditionally separated [their]
various search properties and integrate the vast amounts of informa-
tion available into one simple set of search results”.14 In aggregated
search, the top-ranked answers from other information sources (e.g.,
image vertical) are merged with the default text results. Universal

13 http://www.naver.com, accessed on 17 Aug 2010.
14 http://googleblog.blogspot.com/2007/05/universal-search-best-answer-is-still.

html, accessed on 17 Aug 2010.
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1.2 Federated Search on the Web 7

Fig. 1.2 The outputs of three major search engines for the query “dog”. The top-ranked
answers from the image vertical are blended in the final results.

search substantially increased the traffic of Google’s non-text search
verticals. For instance, the traffic of Google Maps increased by more
than 20%.15 Since then, all other major search engines such as Yahoo!16

and Bing have adopted aggregated search techniques. Figure 1.2 shows
the results returned by three major search engines for the query “dog”.
It can be seen that all search engines merge some image answers along
with their text results.

An aggregated search interaction consists of two major steps: verti-
cal selection and merging. In the first step, the verticals relevant to the
query are selected. A few examples of common verticals that are uti-
lized by current search engines are: images, videos, news, maps, blogs,
groups and books. The answers returned from the selected verticals are
integrated with the default web results in the merging step.

Aggregated search was discussed in a workshop at SIGIR 2008 [191]
as a promising area of research. Less than a year after, Diaz [77] pro-
posed a click-based classifier for integration of news answers into web
search results — as the first large-scale published study on aggregated

15 http://searchengineland.com/070608-091826.php, accessed on 17 Aug 2010.
16 Yahoo! has recently launched a new website (http://au.alpha.yahoo.com/) that applies

aggregated search on a greater number of data sources.
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8 Introduction

search that won the best paper award at WSDM 2009.17 Arguello
et al. [9] proposed a classification-based method for vertical selection.
The authors trained a classifier with features derived from the query
string, previous query logs, and vertical content. They tested their tech-
niques on a framework of 18 verticals, for which they won the best paper
award at SIGIR 2009.18 Diaz and Arguello [78] showed that integrating
users feedback such as clicks can significantly improve the performance
of vertical selection methods.

Aggregated search is a new area of research, and has opened several
directions for future work; what search verticals shall be selected for a
query? How can the results of different verticals be merged into a single
list? Do users prefer aggregated search results? How aggregated search
changes users’ search behaviors?

1.2.2 Peer-to-peer Networks

Lu [168] showed that the search task in a peer-to-peer network is
closely related with the research topic of federated search. A peer-to-
peer network (P2P) consists of three main types of objects: informa-
tion providers, information consumers, and a search mechanism that
retrieves relevant information from providers for consumers.

The P2P network architectures can be divided into four categories:
broker-based P2P networks (e.g., the original Napster music file-sharing
system19) have a single centralized service that also contains docu-
ment lists shared from peer nodes. The centralized service responds
to queries from consumers by returning the pointers of relevant docu-
ments. In Decentralized P2P architectures such as Gnutella v0.420 each
peer node can serve as both provider and consumer. Hierarchical P2P
architectures such as, Gnutella v0.621, Gnutella222, BearShare23 and

17 http://www.wsdm2009.org, accessed on 17 Aug 2010.
18 http://sigir2009.org, accessed on 17 Aug 2010.
19 http://www.napster.com, accessed on 17 Aug 2010.
20 http://rfc-gnutella.sourceforge.net/developer/stable/index.html, accessed on 17

Aug 2010.
21 http://rfc-gnutella.sourceforge.net/src/rfc-0 6-draft.html, accessed on 17 Aug

2010.
22 http://g2.trillinux.org/index.php?title=Main Page, accessed on 17 Aug 2010.
23 www.bearshare.com, accessed on 17 Aug 2010.
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1.2 Federated Search on the Web 9

Swapper.NET24 utilize local directory services that often work with
each other for routing queries and merging search results. Structured-
based P2P networks such as CAN [209] and Chord [252] often use
distributed hash tables for searching and retrieving files.

Peer-to-peer search has to address similar problems to federated
search; specifically, representing useful contents of peer nodes and local
search directories (collection representation), routing queries to rele-
vant nodes or directories (collection selection), and combining search
results (result merging). Early P2P networks focused on simple query
routing methods such as flooding and simple merging methods based
on the frequency of term matching or content-independent features.
More recent studies [168, 170, 171] explored full-text representations
with content-based query routing and relevance-based results integra-
tion. Therefore, improving collection representation, collection selection
and result merging in federated search can have a direct impact on the
quality of search in P2P networks.

1.2.3 Metasearch Engines

Metasearch engines provide a single search portal for combining the
results of multiple search engines [186]. Metasearch engines do not usu-
ally retain a document index; they send the query in parallel to multiple
search engines, and integrate the returned answers. The architecture
details of many metasearch engines such as Dogpile,25 MetaCrawler
[219, 220], AllInOneNews [164], ProFusion [103, 104], Savvysearch [81],
iXmetafind [120], Fusion [249], and Inquirus [108, 158] have been pub-
lished in recent years.

Figure 1.3 shows the answers returned by Metacrawler [220] for the
query “federated search”. It can be seen that the presented results are
merged from different search engines such as Yahoo! and Google, Ask
and Bing.

Compared to the centralized search engines, metasearch engines
have advantages such as broader coverage of the web and better search
scalability [185]. The index and coverage of commercial search engines

24 http://www.revolutionarystuff.com/swapper, accessed on 17 Aug 2010.
25 http://www.dogpile.com/dogpile/ws/about? IceUrl=true, accessed on 17 Aug 2010.
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10 Introduction

Fig. 1.3 The results of the query “federated search” returned from Metacrawler [220]

metasearch engine. It can be seen that the results are merged from different sources such

as Google, Yahoo! and Bing search engines.

are substantially different. Many of the pages that are indexed by one
search engine may not be indexed by another search engine. Bar-Yossef
and Gurevich [22] suggested that the amount of overlap between the
indexes of Google and Yahoo! is less than 45%.

1.3 Outline

This paper presents a comprehensive summary of federated search tech-
niques. This section provides a road map for the remaining sections.

In Section 2, we compare the collection representation sets (sum-
maries) in cooperative and uncooperative environments. We also dis-
cuss several approaches for improving incomplete summaries, including
the previous research on estimating the size of collections from sampled
documents. We end this section by describing wrappers, the programs
used for interacting with the interfaces of hidden-web collections, and
summarizing available techniques for evaluating the quality of collec-
tion summaries.

Full text available at: http://dx.doi.org/10.1561/1500000010



1.3 Outline 11

In Section 3, we compare different collection selection methods by
categorizing the current techniques into two main groups; lexicon-based,
and document-surrogates. The former group mainly consists of tech-
niques that are more suitable for cooperative environments, while the
latter group includes collection selection methods based on incomplete
sampled documents. We also provide an overview of previous work on
query-classification in the context of federated search. In the last sec-
tion of this section, we discuss the common metrics for evaluating the
effectiveness of collection selection methods.

In Section 4, we discuss several federated search merging techniques.
We also provide a brief summary of commonly used blending techniques
in closely related areas of data fusion and metasearch.

In Section 5, we discuss common datasets used for evaluating the
federated search techniques. This is important because relative per-
formance of federated search methods can vary significantly between
different testbeds [86, 242].26

Finally, in Section 6 we present our conclusions and discuss
directions for future work.

26 We use the term testbed to refer to a set of collections that are used together for federated
search experiments (collection selection and result merging).
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