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This chapter presents the development of a pattern-driven approach for guarantee-
ing Security, Privacy, Dependability and Interoperability (SPDI) properties in the
IoT domain. The chapter details how SPDI patterns can be introduced to guaran-
tee multi-layer end-to-end properties, and how the enforcement of the patterns can
help and satisfy the requirements for network dependability guarantees. Moreover,
it briefly evaluates the presented approach and thus demonstrates how the appli-
cation of patterns offers a solution to semantic interoperability challenges in IoT
environments.

7.1 Introduction

While the fifth generation (5G) of mobile communications is already dawning
upon us, the next steps in their evolution will be key in supporting this soci-
etal transformation, while also leading to a fourth industrial revolution that will
impact multiple sectors. Next-generation networks, such as the Internet of Things
(IoT), aim to create open and global networks for connecting smart objects, net-
work elements, applications, web services, and end users. Research and industry

121



122 Pattern-driven Security and Privacy in IoT

attempt to integrate this evolving technology and the exponential growth of IoT
by overcoming significant hurdles such as dynamicity, scalability, heterogeneity,
and end-to-end security and privacy. The introduction of digital technologies in
economic and societal processes is key to addressing economic and societal chal-
lenges such as aging of population, ensuring societal cohesion, and sustainable
development. IoT appears to be an important pillar of 5G. Global networks like
IoT create enormous potential for new generations of IoT applications, by leverag-
ing synergies arising through the convergence of consumer, business, and industrial
internet, and creating open, global networks connecting people, data, and things.
A series of innovations across the IoT landscape have converged to make IoT prod-
ucts, platforms, and devices technically and economically feasible. However, despite
these advances, significant business and technical hurdles must be overcome before
the IoT’s potential can be realized.

Some important challenges and complexities include:

• Sustaining massively generated, ever-increasing, network traffic with hetero-
geneous requirements

• Adaptation of communication technologies for resource-constrained virtual-
ized environments

• Provision of networking infrastructures featuring end-to-end connectivity,
security, and resource self-configuration

• Trusted information sharing between tenants and host systems.

Overcoming these challenges requires the implementation and deployment stack
of IoT applications. The overall aim of SEMIoTICS1 proposes the development of
a pattern-driven framework [1, 2], built upon existing IoT platforms, to enable and
guarantee secure and dependable actuation and semi-autonomic behavior in IoT
and Industrial Internet of Things (IIoT) applications. The SEMIoTICS frame-
work supports cross-layer intelligent dynamic adaptation, including heterogeneous
smart objects, networks, and clouds. To address the complexity and scalability needs
within horizontal and vertical domains, SEMIoTICS develops and integrates smart
programmable networking and semantic interoperability mechanisms.

The SEMIoTICS architectural framework (Figure 7.1) has been envisaged and
developed for efficient interconnectivity of smart objects. Each layer contains spe-
cific developed modules able to handle different aspects and guarantee different
properties. More specifically, Software Defined Networking (SDN) Orchestration
layer provides data and control plane decoupling resulting in a cloud computing

1. SEMIoTICS: Smart End-to-end Massive IoT Interoperability, Connectivity and Security: http://www.
semiotics-project.eu

http://www.semiotics-project.eu
http://www.semiotics-project.eu
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Figure 7.1. SEMIoTICS envisaged and developed architecture.

approach that facilitates network management and enables programmatically effi-
cient network configuration meeting different IoT application requirements related
to security, bandwidth, latency, and energy efficiency, using semantic information.
Network Function Virtualization (NFV) Orchestration layer provides a flexible,
programmable, dynamic, and scalable networking paradigm, making it ideal for
satisfying the Quality of Service (QoS) demands of SEMIoTICS use cases. Field
layer is responsible for hosting all types of IoT devices such as sensors and actua-
tors as well as IoT gateway, which provides common way for communication and
ensures enforcement of SPDI patterns in this layer. Finally, Application Orchestra-
tion layer consists of all applications receiving the communication from field layer.

This chapter is organized as follows: Section 7.2 presents the IoT challenges
and the background of security, privacy, dependability and interoperability (SPDI)-
related issues. The main concept and the key building blocks of the proposed
pattern-driven IoT service orchestration solution are detailed in Section 7.3. Sec-
tion 7.4 provides a glimpse on the proposed SPDI patterns. Finally, Section 7.5
features the concluding remarks and pointers to future work.

7.2 Background and Challenges

The background of the SPDI properties and the necessity for the usage of pat-
terns to drive the fulfillment of the end users’ goals in the directions of security,
privacy, dependability and interoperability for the IoT are provided in this section.
Furthermore, the IoT challenges stemming from each of the four domains are also
briefly mentioned in order to highlight that being able to address them system-wide
and in a by-design-fashion is of paramount importance in industrial or larger IoT
environments.
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7.2.1 IoT Security

Smart objects, IoT applications, and their enabling platforms are often vulnerable
to security attacks and changing operating and context conditions that can compro-
mise their security [3]. This is exacerbated by the fact that they typically generate,
make use of, and inter-relate massive personal data in ways that can potentially
breach legal and privacy requirements. Preserving security and privacy properties
remains a particularly challenging problem, due to the difficulty of: (a) analyzing
vulnerabilities in the complex end-to-end compositions of heterogeneous smart
objects; (b) selecting appropriate controls for smart objects with heterogeneous
resources/constraints (e.g., different schemes for ID and key management, differ-
ent encryption mechanisms); and (c) preserving end-to-end security and privacy
under dynamic changes in IoT applications and security incidents, in the context
of the ever-evolving IoT threat landscape [4]. In this context, basic security tasks
such as mutual authentication, encryption, and data integrity remain challenging
in IoT, with a variety of lightweight solutions proposed [5]. Confidentiality and
integrity protection mechanisms also require strong authentication and authoriza-
tion mechanisms. Existing solutions requiring user involvement [6] or certificates
[7] lack scalability and support for dynamic IIoT networks. Security and privacy at
the IoT back-end, e.g., the cloud and centralized servers, requires distribution of
data and processing, which necessitates the use of new distributed and/or collabo-
rative paradigms of cloud computing [8]. To ensure that the most sensitive private
data remain secure from source to end user and only accessible to authorized enti-
ties, one of the solutions is to encrypt data based on policies for access control,
in addition to using secure communication channels. Thus, specific research areas
such as Attribute-based Encryption (ABE) need to be improved in order to make
them more efficient and scalable [9].

7.2.2 Privacy Invasion

With an increased consumer awareness by privacy invasions on general media or
on industrial IoT applications, the need for privacy protection becomes immanent.
From a business perspective, the problem of privacy comes framed as the problem
to protect companies trade secrets. Additionally, privacy legislation can be a major
concern in certain markets more than in others. Lately, the legal concerns have
been fueled by heightened fines for privacy violations introduced in data protection
laws, especially Europe’s GDPR [10, 11]. The GDPR [10] requires among other
things that personal data may be gathered only for a precisely specified purpose. It
also requires to minimize the amount of collected data [12] and the data subject.
Moreover, the individual person who’s personal data are handled needs to give their
informed consent a priori to the data gathering and must be able to intervene.
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Further to being a legal or business challenge, privacy could also be seen as a human
right in either way privacy matters in the IoT domain and as such we discuss some
privacy challenges which have to be taken care of at the architectural level:

• Handle IoT devices as first-class citizens: Unsuspicious information com-
municated within the IoT could too easily be used by attackers to extract
companies trade secrets or infringe the human right to protect personal infor-
mation. Privacy requires to tackle the privacy problems already at the field
level, i.e., already deploy sensors and actuators which are capable of tackling
privacy problems [13]. As a minimum step, this requires to protect confiden-
tiality of any data that is communicated, i.e., by encrypting traffic [14].

• Minimize transferred data: Data minimization can be achieved in many
ways, by simple aggregation of data, but SEMIoTICS is even smarter and
performs intelligent analytics locally [15].

• Provision of privacy enhancing mechanisms and services Required to
implement in practical IoT deployments the technological advances that
allow to provide data with certain quality guarantees while still containing
less private information [16–18].

• Specify privacy requirements: A device that is communicating might leak,
i.e., even encrypted traffic may still be vulnerable to being analyzed for length
of packets, frequency of communication, and other observable communi-
cation meta-data. Thus, achieving unobservability of communication [19]
would be the highest goal for IoT privacy [20]. To achieve privacy holisti-
cally and deploy the right mechanisms correctly, privacy must become part
of the engineering framework [21].

• Monitor potential privacy breaches: The patterns approach allows to
address and specify privacy requirements. But, the potential of design pat-
terns for privacy goes beyond a single policy language cause; they allow com-
munication between different actors in different domains. Finally, they are
ideal for enabling information privacy into information systems [22].

The latter mentioned challenge of monitoring allows the data subject to exercise
some form of oversight, which adds to the transparency of the data processing.

7.2.3 Network Dependability

Dependability is the ability of a system to deliver its intended level of service to
its users [23]. The main attributes which constitute dependability are reliability,
availability, safety, and maintainability. Dependable systems impose the necessity
to provide higher fault and intrusion tolerance. The satisfaction of these attributes
can avoid threats such as faults, errors, and failures offering fault prevention; fault
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tolerance; and fault detection. More specifically, dependability in SEMIoTICS is
focused on three major attributes such as reliability, availability, and fault tolerance
as follows:

• Reliability is the ability of a system to perform a required function under
stated conditions for a specified period of time [24]. It is an attribute of sys-
tem dependability, and it is also correlated with availability. For hardware
components, the property is usually provided by the manufacturer. This is
calculated based on the complexity and the age of the component. Reliability
can be classified into two main categories: the deterministic models and the
probabilistic ones.

• Availability guarantees that information is available when it is needed [24].
The lack of availability in network transmissions has a severe influence on
both the security and the dependability of network. More specifically, net-
work availability is the ability of a system to be operational and accessible
when required for use. Moreover, availability in networks is the probability
of successful packet reception [25]. Other factors which affect the availabil-
ity of a link are the transmission range of the signal strength, noise, fading
effects, interference, modulation method, and frequency.

• Fault Tolerance is the ability of a system or component to continue nor-
mal operation despite the presence of hardware or software faults [24]. Net-
work fault tolerance appears to be a critical topic for research [26]. The most
common solutions to guarantee fault tolerance and avoid single point of fail-
ure include the replication of paths forwarding traffic in parallel, the use of
redundant paths, and the ability to switch in case of failure (failover) and traf-
fic diversity. Fault tolerance mechanisms exist in all layers of field, network,
and back-end/cloud. In the field layer, failures involve the drop of sensors
or actuators and the gateways. More specifically, fault tolerance in network
architectures requires the design of a network able to guarantee avoidance of
single or multiple link failures, faulty end hosts and switches, or attacks. The
key technical solution of the problem includes the creation of a fault toler-
ance mechanism to provide open-flexible design where existing fault tolerance
solutions are not effective.

Dependability analysis of an IoT system includes whether non-functional
requirements such as availability, reliability, safety, and maintainability are pre-
served. The conditions depend on the respective dependability property that the
system guarantee. The satisfiability of a property can be defined by a Boolean value
(i.e., true, false), an arithmetic measure (i.e., delay), or probability measure (i.e.,
reliability/uptime availability).
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7.2.4 IoT Interoperability

Interoperability gives an ability to a system or a product to connect and work with
other systems or products. Interoperability is defined as a characteristic of a product
or system, whose interfaces are completely understood, to work with other products or
systems, present or future, in either implementation or access, without any restrictions
[27]. The following types of interoperability can be distinguished and are covered
in SEMIoTICS [28]:

• Technological interoperability enables seamless operation and cooperation
on heterogeneous devices that utilize different communication protocols.
Technological interoperability still remains a significant barrier in IoT set-
tings as up to 60% of the overall potential value is currently locked due to
lack of compatible solutions [29].

• Syntactic interoperability can establish clearly defined formats for data,
interfaces, and encoding. In terms of syntactic interoperability, IoT vendors
typically claim to utilize standardized and widely used technologies and plat-
forms in order to increase the acceptance of their products. Nevertheless, the
variety of common choices, such as the Constrained Application Protocol
(CoAP), eXtensible Messaging and Presence Protocol (XMPP), Advanced
Message Queuing Protocol (AMQP), MQ Telemetry Transport (MQTT),
Devices Profile for Web Services (DPWS), and Universal Plug and Play
(UPnP), leads to a fragmented landscape [30]. Mechanisms for resolving this
issue include gateway proxies for the messaging protocols [31], but again their
presence cannot be assumed in all environments and their introduction leads
to increased complexity in interactions and additional costs.

• Semantic interoperability settles commonly agreed information models
and ontologies for the used terms that are processed by the interfaces or
are included in exchanged data. It is materialized by including informa-
tion regarding the data (metadata) and linking each element to a commonly
shared vocabulary. As IoT integrates an extremely large amount of heteroge-
neous entities, these entities need to be consistently and formally represented
and managed. The Open Geospatial Consortium (OGC) [32] and Semantic
Web Activity of the World Wide Web Consortium (W3C) [33] help provide
enhanced descriptions and meaning to sensor data. Several semantic frame-
works like Semantic Sensor Network (SSN) ontology [34] and IoT-Lite [35]
have been proposed in the international literature. One of the main concerns
leading to poor adoption of IoT semantic descriptions is that semantic tech-
niques increase the complexity and processing time, and therefore, they are
unsuitable for dynamic and responsive environments such as the IoT.
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• Organizational interoperability cross-domain service integration and
orchestration through common semantic and programming interfaces. The
common interpretation of semantic information in a globally shared ontology
could be useful in enabling cross-domain and cross-organization interac-
tions. However, this is not always the case. Although several local sys-
tems may utilize popular or standardized ontologies, eventually they extend
them and establish their own semantics and interfaces. The use of Seman-
tic Information Broker (SIBs) is proposed the literature [36], while other
approaches focus on providing common and generic Application Program-
ming Interfaces (APIs) between the different IoT middleware platforms,
towards a marketplace of applications and services (e.g., BIG IoT [37]
project).

7.2.5 Achieving Security, Privacy, Dependability
and Interoperability by Design

Research and industry communities alike stress the need to adopt a by design
approach as the most effective means of addressing the above challenges, i.e., con-
sidering these early from the design phase. In this context, the pattern-driven
approach of SEMIoTICS follows the security-by-design concept, which aims to guar-
antee system-wide security properties by virtue of the design of the involved systems
and their subsystems. This is leveraged to provide orchestration-level SPDI guaran-
tees, while encompassing all involved components and entities which are composed
to create the orchestrations (e.g., physical devices and software). A key capability
required in security-by-design is the ability to verify the desired security properties
as part of the design process. A typical way to achieve this is using model-based
techniques [38–40], whereby software component and service compositions are
modeled using formal languages, and the required security properties are expressed
as properties on the model [41]. The satisfiability of the required properties is based
on model checking [42, 43]. Other approaches focus on software service workflows
using business process modeling languages (e.g., Sec-MoSC [44]). Pino et al. [45]
use Secure Service Orchestration (SSO) patterns to support the design of service
workflows with required security properties, leveraging pattern-based analysis to
verify security properties. This avoids full model checking that is computation-
ally expensive and non-scalable to larger systems, such as the IoT. Moreover, some
model-based approaches (e.g., [45]) support the transformation of security require-
ments to code for automated checking of the required properties, both at design
and at run time.

The SEMIoTICS pattern-driven framework’s operation is inspired by the many
works that have successfully used design patterns as a mean to communicate across
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different stakeholder domains and to reuse proven solutions for problems which
occur over and over again. The initial works date back to the 1977 book “A Pat-
tern Language: Towns, Buildings, Construction” by Alexander et al. [46], where
the concept of reusable design solutions for architectural problems was intro-
duced. The pattern approach has ever since been successfully applied in other
domains, e.g., software design [47], security [48], privacy [49]. Here, SEMI-
oTICS, especially, builds upon ideas from similar pattern-based approaches used
in service-oriented systems [50, 51], cyber-physical systems [52], and networks
[53, 54], covering more aspects in addition to Security, and especially privacy
[55, 56] and also providing guarantees and verification capabilities that span both
the service orchestration and deployment perspectives, as detailed in Section 7.3
above.

7.3 SPDI Patterns

To enable the pattern-driven approach, it is necessary to develop a language for
specifying the components that constitute IoT applications along with their inter-
faces and interactions. In this context, the definition of the various functional and
non-functional properties of IoT components and their orchestrations is required
in the form of a model. The defined model appears in Figure 7.2 and is presented
in detail in [2]. A model with such characteristics effectively serves as a general
“architecture and workflow model” of the IoT application.

Figure 7.2. IoT orchestrations system model.
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7.3.1 Pattern Language

Once defined, this model is used to derive a language which will allow the defini-
tion of pattern rules and facts which, consequently, enable the reasoning required
for verifying SPDI and QoS properties in specific IoT applications and subse-
quently enable different types of adaptations. The derived language for defining
IoT application models adopts an orchestration-based approach. An orchestration
of activities may be of different types depending on the order in which the dif-
ferent activities involved in it must be executed (e.g., sequence, parallel, choice,
merge). Moreover, an orchestration involves orchestration activities. The imple-
mentation of an activity in an IoT application orchestration may be provided by
a software component, software service, network component, an IoT sensor, actu-
ator or gateway, as well as a sub-orchestration of IoT application activities of the
previous types. These types of IoT application activity implementers are grouped
under the general concept of a placeholder, which is accessible through a set of
interfaces.

Overall, this language: (i) provides constructs for expressing and encoding
dependencies between SPDI properties at the component and at the compo-
sition/orchestration level; (ii) is structural, without prescribing exactly how the
functions should be executed nor, e.g., how the ports ensure communication; (iii)
supports the static and dynamic verification of SPDI properties, and; (iv) can be
automatically processable by the SEMIoTICS framework so that IoT applications
can be adapted at run time.

Patterns expressed in the above-defined language enable the pattern-based IoT
application management process followed in SEMIoTICS, in which patterns are
used to: design IoT applications that satisfy required SPDI properties; verify that
existing IoT applications satisfy required SPDI properties at design time, prior to
the deployment of the application; and enable the adaptation of IoT applications
or partial orchestrations of components within them at run time in a manner that
guarantees the satisfaction of required SPDI properties.

To fulfill the above, SPDI patterns encode proven dependencies between
security, privacy, dependability and interoperability properties of individual
components of IoT applications and corresponding properties of orchestra-
tions of such components. More specifically, a pattern encodes relationships of
the form:

P1 ∧ P2 ∧ . . . ∧ Pn −→ Pn + 1 (7.1)

In the above, Pi (i= 1,…,n) are properties of individual components, and Pn+1
is a property of the orchestration of these components. The relation encoded by a
pattern is an entailment relation.
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The run-time adaptations that can be enabled by SPDI patterns may take three
forms: (a) to replace particular components of an orchestration; (b) to change the
structure of an orchestration; and (c) a combination of (a) and (b).

7.3.2 Machine-processable Pattern Encoding

An important requirement for implementing the SPDI pattern-driven manage-
ment and adaptation of the IoT infrastructure is to support the automated pro-
cessing of developed patterns. To achieve this, the SPDI patterns can be expressed
as Drools [57] business production rules, and the associated rule engine, by applying
and extending the Rete algorithm [58]. The latter is an efficient pattern-matching
algorithm known to scale well for large numbers of rules and datasets of facts, thus
allowing for an efficient implementation of the pattern-based reasoning process.
A Drools production rule has the following generic structure:

rule name
<attributes>*
when <conditional element>*
then <action>*
end

7.3.3 Reasoning Components

Pattern-related components are present in all layers of the SEMIoTICS framework
(Figure 7.3), in line and towards realizing the SEMIoTICS vision of embedded
intelligence across all layers of the IoT deployment.

In more detail, these components are:

• Pattern Orchestrator: Module featuring an underlying semantic reasoner able
to understand IoT Orchestrations and workflows, as received from the Recipe
Cooker module, and transform them into composition structures (orchestra-
tions) to be used by architectural patterns to guarantee the required prop-
erties. The Pattern Orchestrator is then responsible to pass said patterns to
the corresponding Pattern Engine (as defined in the back-end, network and
field layers), selecting for each of them the subset of these that refer to compo-
nents under their control (e.g. passing network-specific patterns to the Pattern
Engine present in the SDN controller).

• Backend Pattern Engine: Features the pattern engine for the SEMIoTICS
back-end, along with associated subcomponents (knowledge base, reason-
ing engine). It is able reason on the SPDI properties of aspects pertaining
to the operation of the SEMIoTICS back-end. Moreover, at run time the
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Figure 7.3. Pattern reasoning engines at all layers of the SEMIoTICS architecture.

Backend Pattern Engine may receive fact updates from the individual Pattern
Engines present at the lower layers (Network & Field), allowing it to have an
up-to-date view of the SPDI state of said layers and the corresponding com-
ponents

• Network Pattern Engine: Integrated in the SDN controller to enable the capa-
bility to insert, modify, execute, and retract network-level patterns at design
or at run time. It is supported by the integration of all required dependencies
within the network controller, as well as the interfaces allowing entities that
interact with the controller to be managed based on SPDI patterns at design
and at run time.

• Field Layer Pattern Engine: Typically deployed on the IoT/IIoT gateway, able
to host design patterns as provided by the Pattern Orchestrator. Since the
compute capabilities of the gateway can be limited, the module is able to host
patterns in an executable form compared to the pattern rules as provided in
the other layers.
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7.4 Pattern Enforcement’s and Evaluation in SEMIoTICS
Use Cases

Patterns in SEMIoTICS framework are enforced to satisfy SPDI properties on
the different use cases. In the next subsections, a demonstrated scenario to enable
pattern-driven IoT orchestration to satisfy QoS requirements is presented. More-
over, the policy enforcement through the pattern engine to monitor privacy viola-
tions is provided. Finally, the service function chaining patterns are also described to
enable the classification and forward traffic through the respective security service
functions in the SEMIoTICS pattern framework.

7.4.1 Pattern-enabled IoT Orchestrations

A demonstration scenario that relies on the SEMIoTICS pattern-driven network
interface and its capabilities was designed and developed in industrial IoT environ-
ments and more specifically oil leakage detection in wind turbines through video
monitoring. The overarching aim of the scenario is to distribute a complex applica-
tion (composed of multiple tasks) to a network of IoT device and specify constraints
(through patterns) on the network orchestration. In this context, the developed sce-
nario leverages a user-friendly design and deployment of IoT orchestrations. The
two key research innovation of the scenario and associated demonstration relate to:
(1) True distribution of application flows over multiple devices and representing
the network perspective and (2) Automated enforcement of network orchestration
constraints by defining them as SEMIoTICS patterns.

In the above, other than the user-friendly, graphical interface and distributed
nature of defining the IoT orchestrations involved (including where/on which
devices parts of a flow are deployed), we also want to define SPDI and QoS between
these deployments. Focusing on the network aspects, while maintaining the high-
level abstractions needed for user-friendliness, a “Network Link” node enables
direct communication between distributed Node-RED instances. Said “Network
Link” node enables definition of QoS constraints (e.g., minimum bandwidth,
latency) and the whole orchestration specification (a “Recipe”) [59, 60], and the
QoS constraints are translated into the SEMIoTICS pattern language and sent
to Pattern Orchestrator [61, 62]. From the latter, the information is relayed to
the network (SDN) Pattern Engine. A high-level view of this process is shown in
Figure 7.4.

7.4.2 Security and Privacy Policy Enforcement Patterns

The main storyline is focused on a patient living in a smart home environment.
In this environment, the patient’s information is kept confidential by default;
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Figure 7.4. Pattern enforcement QoS [61].

Figure 7.5. Interaction security manager and pattern engine.

however, in the event of an emergency, e.g., a patient fall, this information needs
to be available to a selected set of authorized users, e.g., in this case medical per-
sonnel. The process, also depicted in Figure 7.5, includes a doctor’s initial request
to a service where the request is checked for validity by a policy enforcement point
(PEP). Asking a SEMIoTICS component called Security Manager is only needed if
the service would be exposed by the field level and after the synchronization and
evaluation of the Security Manager. Based on this information, the PEP will then
decide if the request or the response will be granted or not.

With respect to the scope of privacy, the SEMIoTICS Security Manager as
depicted in Figures 7.3 and 7.5 acts to ensure that the privacy properties imposed by
the pattern are technically enforced. In detail, this happens by enabling the interac-
tion of a Security Manager located in the back-end with the Pattern Engine through
the associated privacy pattern rule as depicted in Figure 7.5. The goal is that the
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Pattern Engine is able to check if the current policy used to make the decisions
inside the Backend Security Manager is conforming to the SPDI Patterns as speci-
fied by the application. The Pattern Engine thus periodically makes requests to the
Security Manager to obtain the necessary information to judge the quality of the
currently enforced policy. For example, to check that no one has access to a patient’s
location, it queries to obtain a list of entity that would be granted access. Based on
the response, the appropriate pattern rule expressing the SPDI pattern can reason
on the answers received from the Security Manager. For example, under normal
health conditions of all patients that response shall be an empty list. By reasoning
over the response, the Pattern Engine is able to identify if the policy being enforced
in SEMIoTICS is compliant with the privacy pattern; this is done without having
to check the actual technical enforcement (e.g., the access control policy as specified
in the PEP), but rather by checking its effectiveness; further, it is able to reflect this
to the outside via an API call that will allow other components to retrieve the SPDI
status.

7.4.3 Service Function Chaining and SPDI Patterns

E-health monitoring systems situated at homes can facilitate the monitoring of
patients’ activities and enable the remote provision of healthcare services. They
improve the quality of elder population well-being in a non-obtrusive way, allow-
ing greater independence, maintaining good health, preventing social isolation
for individuals, and delay their placement in institutions such as nursing homes
and hospitals. One of the scopes of SEMIoTICS is to provide security guarantees
through the traffic forwarding via different network security functions by applying
the Service Function Chaining (SFC). The main focus of scenario is to support
the traffic classification based on the predefined SFC for providing secure chains
to forward the different kind of traffic of this use case. SEMIoTICS framework
can be applied in order to support the SFC mechanism to guarantee security and
dependability based on the defined SPDI patterns instantiating the required (i)
Virtual Network Function (VNFs) and (ii) SFC for assuring the SPDI require-
ments. Traffic classification is based on the predefined SFC for providing secure
chains to forward the different kinds of traffic of this use case. The procedure of
instantiation and the identification of the respective SFCs and the VNFs based
on the patterns are depicted in the Figure 7.6. Considering the different types
of traffic reaching the back-end where the chaining of services will take place, a
variety of intricacies can be observed such as of low trust and low priority, low
bandwidth and latency, medium trust but high priority, medium trust and of low
priority, and finally high trust and high priority, as low latency and relatively high
bandwidth.
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Figure 7.6. Pattern enforcement service function chains.

The design of an efficient control flow mechanism is required to be used not
only to verify SFC and VNFs but also to instantiate them for assuring the SPDI
requirements based on the enforcement of the respective SPDI patterns. When an
SFC cannot be verified, the required VNFs are requested by the Virtual Infrastruc-
ture Manager (VIM) via NFV Orchestrator to identify them or to instantiate them
if they do not exist. The procedure of instantiation and the identification of the
respective SFCs and the VNFs based on the patterns are depicted in the Figure
7.6 including the following interactions with the components of the SEMIoTICS
architecture. Pattern Orchestrator forwards a specific chain request to the pattern
engine for forwarding the traffic between entities through a specific chain of func-
tions. Pattern engine forwards this request to the SFC manager which is located
in the SDN controller responding to the pattern engine whether the chain exist
or not. If the chain exists, then a respond of the chain satisfaction is returned to
the Pattern Orchestrator. If the chain does not exist, then a request is forwarded
to the VIM asking whether the service functions exist or not. If functions exist in
the VIM, then the chain can be instantiated in the SFC Manager and a respond of
the chain satisfaction is returned to the Pattern Orchestrator. If functions do not
exist in the VIM, then a function instantiation request is forwarded to the NFV
Orchestrator, which is responsible to instantiate them in the VIM. Then, the chain
can be instantiated in the SFC Manager, and a respond of the chain satisfaction is
returned to the Pattern Orchestrator. Based on the provided dynamic instantiation
of service chains and service functions through the pattern engine, the potentiality
within this use case can be increased and extended by the support of additional ser-
vice chains to enable traffic classification through different combinations of service
functions to guarantee different secure end-to-end traffic forwarding.
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7.5 Conclusion

This chapter presented a pattern-driven framework addressing the often very
diverse and complex and not well-scaling requirements of commercial, societal,
and industrial IoT applications. The work presented the SEMIoTICS frame-
work’s approach towards the development of patterns for orchestration of smart
objects and IoT platform enablers in IoT applications with guaranteed security,
privacy, dependability and interoperability properties. The definition of the pat-
tern language and its development was also presented. Moreover, the chapter show-
cased the usefulness of a pattern-driven approach by describing how it works to
increase the security, privacy, interoperability and dependability in very differ-
ent and specific application scenarios. With this approach, the very diverse and
system-spanning goals of even large-scale IoT deployments also for industrial IoT
can be defined and securely and reliably orchestrated to meet the required SPDI
properties.
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