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Foreword by 6G Infrastructure Association


Modern telecommunication networks play a critical role in all aspects of everyday life. During the 2010s, the world witnessed a dramatic improvement in telecommunication services with the arrival of 4th generation (4G) networks. Since the early 2010s, scientists and organizations worldwide have laboured to design and deploy 5G networks. In addition to enhanced mobile broadband, the target was to provide an advanced set of new services that would lay the foundations for the digital transformation of various vertical markets (e.g., smart industry, energy, automotive, transportation and logistics, health, media, gaming, etc.). The 5G story is still near its beginning, and it will remain the key mobile network technology for many years to come. However, due to the complexity and long lead time, research on 6G has already started.

The book you hold (or digitally explore) contains the latest results from the European Research Community on 6G networks. This work includes the research outcomes for beyond 5G and 6G architectural design from a significant number of research projects in the context of European Union (EU) activities. The first group of projects has been working for the long-term vision of 6G networks and the realization of pervasive mobile virtual services. The second group has been building the foundation of beyond 5G/6G networks. Among this group of projects,
the Hexa-X project has acted as the European flagship, leading the European 6G research activities.

The editorial team has successfully compiled the outcome from all these projects into a coherent book that provides the reader with essential information about 6G networks. The editors and authors have carefully selected all the technical areas where 6G networks will be different compared to previous generations and presented them in a comprehensive way. More specifically, the book analyses the key strategic goals and requirements to develop 6G networks and discusses what effect these will have on the overall architecture. Notably, the role of sustainability in 6G networks is elevated in a dedicated chapter. Key topics like the further evolution of the access network, the expected importance of accurate positioning solutions, the native support of Artificial Intelligence/Machine Learning (AI/ML) in the network, and the expansion of programmability in telecommunication functions are presented in detail. Moreover, as security and privacy are expected to play a fundamental role in 6G networks, the book authors explain how this can be achieved while also focusing on important aspects like the trustworthiness of these solutions.

Each chapter provides information on current solutions and future research trends. Overall, I expect that this book, written by several top professionals of the European information and communications technology (ICT) sector, will be a reference point for the future research activities on 6G networks and thus extremely useful for professionals and academics.

Dr. Colin Willcock, Chairman of the Board, 6G Infrastructure Association
Recent years have shown us the importance of resilient and high-speed communications infrastructure. Trust and acceptance in connectivity infrastructure have grown, as global societies have discovered their benefits. Indeed, it offers possibilities not only for remote working but also for citizens’ daily lives. Also, businesses have understood the critical importance of high-speed networks and technologies in maintaining operations and processes.

These developments illustrate both the potential that 5th Generation (5G) networks have to provide in terms of the connectivity basis for the digital and green recovery in the short to mid-term, and the need to build technology capacities for the following generation – 6th Generation (6G) – in the long term.

5G technology and standards will evolve in several phases over the next few years as deployment advances. Operators worldwide have launched commercial 5G networks with a focus on cities. This early deployment builds on 4th Generation (4G) networks and primarily aims to enhance mobile broadband services for consumers and businesses. Huge investments need to be unlocked for a more comprehensive deployment covering all urban areas and major transport paths by 2025.

5G networks have already started employing “standalone” 5G core networks, enabling gigabit speeds and industrial applications, such as connected and automated mobility (CAM) and Industry 4.0. These will be a first step towards digitising and greening our entire economy. The growth potential in economic activity enabled by 5G and later 6G networks and services has been estimated to be in the order of €3 trillion by 2030 (McKinsey Global Institute, 2/2020). For such critical services, we need to ensure that 5G networks will be sufficiently secure.

Research & Innovation (R&I) initiatives focusing on 6G technologies have been kicked off in leading regions worldwide. The first products and infrastructure are
expected at the end of this decade. 6G systems will offer a new step change in performance, moving us from gigabit towards terabit capacities and sub-millisecond response times. This will enable new critical applications, such as real-time automation or extended reality ("Internet of Senses"), by collecting and providing the sensor data for nothing less than a digital twin of the physical world.

Moreover, new smart network technologies and architectures will be needed to drastically enhance the energy efficiency of connectivity platforms despite major traffic growth, and keep electromagnetic fields under safe limits. They will form the technology base for a human-centric next-generation internet, and they will address sustainable development goals, such as accessibility and affordability of technology.

All parts of the world are starting to be heavily engaged in 6G developments. There will be opportunities and challenges concerning new business models and players through software networks with architectures, such as Open-RAN, for more open and interoperable interfaces in radio access networks (RAN). This is part of the convergence with new technologies in the areas of cloud and edge computing, Artificial Intelligence (AI), and components and devices beyond smartphones.

Success in 6G will first depend on the extent to which regions succeed in building a solid 5G infrastructure, on which 6G technology experiments and, later, 6G deployments can be built. In this context, building 5G ecosystems will be of key importance. Furthermore, we must bear in mind that industry R&I investments tend to relocate to where markets are more advanced.

Secondly, 6G will require taking a broader value chain approach, ranging from connectivity to components and devices beyond smartphones. This includes devices that make up the Internet of Things (IoT) and connected objects like cars or robots. They also exist on the service side, with edge computing integrated into connectivity platforms and cloud computing enabling advanced service provisioning, e.g., for big data and AI.

One important success factor in creating and seizing such opportunities is that Europe is a standard-setter in 6G and related technology fields. Both future users and suppliers need to shape key technology standards in the field of radio communications but also in next-generation network architecture. This will ensure the delivery of advanced service features while meeting energy-efficiency requirements, for example, through the effective use of software technologies and open interfaces.

Spectrum resources are another key factor that will determine success in 6G. Bands currently allocated for mobile communications will be reused for 6G; new frequency bands will be identified and harmonized. Industry and governments need to identify the opportunities related to spectrum that can be suitable for 6G and be made available with the potential to be harmonized at a global level.

6G technology has the potential to take a further step towards a multi-purpose service platform replacing legacy radio services for dedicated applications. This
could help progress in defragmenting the radio spectrum and drastically enhance spectrum efficiency that will in turn free up new bands for 6G or other purposes.

Such outcomes in global standardization and spectrum harmonization need to be prepared by proactive and effective international cooperation at government and industry levels. This includes regular dialogues with leading regions and possible focused joint initiatives in R&I, standardization, or regulation.

The issues at stake call for a strategic R&I roadmap to be set out and followed by a critical mass of European actors. So, we have created the Smart Networks and Services Joint Undertaking (SNS JU) to implement research activities on 6G technology under Horizon Europe. Commission funding of €900 million is to be matched by the same amount through co-funding by the industry.

Other world regions are moving; there is no time to waste. In Europe, a first set of 6G projects\(^1\) was launched in 2021, and we recently scaled up the 6G research portfolio\(^2\) to activities worth around €300 million in total.

The Hexa-X project is part of this portfolio and a good illustration of its potential. The flagship is developing the first 6G system concept, imagining the technology of the future with near-instant and unrestricted wireless connectivity to enable embedding ourselves in entirely virtual or digital worlds. One possible vision is an x-enabler fabric of empowered connected intelligence, networks of networks, and sustainability aspects to address the major challenges of our society, with trustworthiness ingrained as a fundamental design principle.

Furthermore, the 5G public–private partnership (5G PPP) Initiative has established working groups (WGs) that provide collaboration platforms for the European projects to attain a joint view on the key technology areas. In this regard, the overall goal of the Architecture WG is to consolidate the main technology enablers and leading-edge design trends in the context of the architecture. As a result, it provides a consolidated view of the architectural efforts developed in the European projects and other research efforts, including standardization. This effort serves not only to review the current state of the art, but also to identify promising trends towards the next generation of mobile and wireless communication networks, namely, 6G. For instance, since October 2020, 45 Phase III 5G PPP projects have contributed to the evolving architecture discussions over the various editions of the white paper\(^3\) prepared by the WG.

\(^1\) [https://smart-networks.europa.eu/5g-innovations-and-beyond-5g-calls/](https://smart-networks.europa.eu/5g-innovations-and-beyond-5g-calls/)


\(^3\) [https://5g-ppp.eu/white-papers/](https://5g-ppp.eu/white-papers/)
This current book, as a joint effort between the Hexa-X project and the Architecture WG, is the culmination of the European architecture work as a whole. It highlights the latest requirements on the future architecture along with the architectural design principles to respond to technical, economical, and societal needs. Moreover, it elevates the perspective from the long-term evolution of the 5G technologies towards the introduction of the 6G system. It thus provides a reference point for future 6G architecture work to continue in the SNS JU.

We count on the Hexa-X flagship as well as collaborative facilities under the 5G PPP and SNS JU, such as the Architecture WG, to continue creating the critical mass in Europe towards this vision.

I am looking forward to the creativity and ambition of the global research and innovation community to shape the new generation of communication technology throughout this decade.

Peter Stuckmann
Head of Unit, Future Connectivity Systems, European Commission
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<td>Complementary Metal-Oxide-Semiconductor</td>
<td>97</td>
</tr>
<tr>
<td>cMTC</td>
<td>critical Machine Type Communication</td>
<td>17</td>
</tr>
<tr>
<td>CN</td>
<td>Core Network</td>
<td>2, 4, 5, 14, 15, 23, 25, 35, 63, 64, 78, 81, 110, 277</td>
</tr>
<tr>
<td>CNF</td>
<td>Cloud-native Network Function</td>
<td>35, 180, 182, 241, 242, 279</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional Neural Network</td>
<td>205, 206, 225, 226</td>
</tr>
<tr>
<td>CoCoCoCo</td>
<td>Connect-Compute-Control Co-design</td>
<td>261</td>
</tr>
<tr>
<td>CoT</td>
<td>Chain of Trust</td>
<td>345</td>
</tr>
<tr>
<td>CP</td>
<td>Control Plane</td>
<td>29</td>
</tr>
<tr>
<td>CPE</td>
<td>Customer Premises Equipment</td>
<td>81</td>
</tr>
<tr>
<td>CPM</td>
<td>Constant Phase Modulation</td>
<td>101</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit</td>
<td>43–45, 47, 48, 50–52, 56, 180, 192, 194, 216, 217, 256–260, 296, 344, 346</td>
</tr>
<tr>
<td>CQI</td>
<td>Channel Quality Indicator</td>
<td>199, 216</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel State Information</td>
<td>40, 46, 51, 71, 132, 147, 212, 244, 245, 348</td>
</tr>
<tr>
<td>CSMF</td>
<td>Consumer Service Management Function</td>
<td>35, 180</td>
</tr>
<tr>
<td>CSP</td>
<td>Cloud Service Provider</td>
<td>244, 274, 288, 346, 361</td>
</tr>
<tr>
<td>CU</td>
<td>Centralised Unit</td>
<td>45, 51, 63, 64, 216, 217</td>
</tr>
<tr>
<td>CZF</td>
<td>Centralized Zero-Forcing</td>
<td>57, 58</td>
</tr>
<tr>
<td>D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D-DRL</td>
<td>Decentralized Deep Reinforcement Learning</td>
<td>191</td>
</tr>
<tr>
<td>D-MIMO</td>
<td>Distributed Multiple-Input Multiple-Output</td>
<td>7, 24, 41–43, 45–53, 55, 56, 63, 67, 69, 109</td>
</tr>
<tr>
<td>D2D</td>
<td>Device-to-device</td>
<td>70, 86</td>
</tr>
<tr>
<td>DA</td>
<td>Decision Agents</td>
<td>218, 220, 221</td>
</tr>
</tbody>
</table>
**DAC** - Digital to Analogue Converter. 51, 61, 62, 91, 93, 96, 200

**DDoS** - Distributed Denial of Service. 185, 330

**DDQN** - Double Deep Q-Learning. 222

**DE** - Decision Engines. 178, 191, 218, 224, 227

**DE-S** - Decision Engines Sublayer. 181

**DePF** - DNN-assisted Particle Filter. 137

**DFP** - Dynamic Function Placement. 164–166, 168

**DLIRL** - Deep Learning Integrated Reinforcement Learning. 126

**DMO** - Domain Management Orchestrator. 180, 181

**DMRS** - Demodulation Reference Signal. 40, 204

**DNN** - Deep Neural Network. 125, 126, 137, 138, 172, 196, 212–214, 222, 226, 227, 288

**DNS** - Domain Name System. 242, 331

**DoA** - Direction of Arrival. 125

**DoD** - Direction of Departure. 125

**DPD** - Digital Pre-Distortion. 200, 202

**DRAM** - Dynamic Random Access Memory. 345

**DRL** - Deep Reinforcement Learning. 191, 199, 218, 221, 222

**DRL-NN** - Deep Reinforcement Learning-Neural Network. 125

**DRX** - Discontinuous Reception. 247

**DS-OMP** - Double-structured Orthogonal Matching Pursuit. 210

**DSF** - Domain Shared Functions. 180, 181

**DSP** - Digital Signal Processing. 47, 94, 100

**DT** - Digital Twin. 16, 17

**DTX** - Discontinuous Transmission. 247

**DU** - Distributed Unit. 45, 51, 55, 63, 64, 173, 216
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DZF  - Distributed Zero Forcing. 57

E


EC  - European Commission. 4, 310

ECDF - Empirical Cumulative Density Function. 217

EDR  - Endpoint Detection and Response. 330

EIRP - Equivalent Isotropic Radiation Power. 49, 90

ELPC  - Extremely Low-Power Communications. 18, 251, 252

EM  - Electromagnetic. 70

eMBB - Enhanced Mobile Broadband. 17, 81, 131, 172, 294

EMC - Electromagnetic Compatibility. 361

EMF  - Electric and Magnetic Field. 14, 246, 247, 258–261, 365

eMMC  - Embedded MultiMediaCard. 341

ENI  - Enhanced Network Management Interface. 178, 215

ESPRIT - Estimation of Signal Parameters via Rational Invariance Techniques. 138


EU  - European Union. 360, 361, 365, 366

eURLLC  - extremely Ultra-Reliable and Low-Latency Communications. 18, 251, 252

EVM  - Error Vector Magnitude. 99, 202

F

F-DRL - Federated Deep Reinforcement Learning. 191

Faas  - Function-as-a-Service. 188

FDD  - Frequency Division Duplex. 43
FeMBB - *Further enhanced Mobile BroadBand*. 18, 251, 252

FER - *Frame Error Rate*. 95

FHPPP - *Finite Homogeneous Poisson Point Process*. 65


FlexRIC - *Flexible RAN Intelligent Controller*. 293

FMCW - *Frequency Modulated Continuous Wave*. 122

FoM - *Figure Of Merit*. 94

FW - *Firmware*. 30

G

GA - *Genetic Algorithm*. 68

GaAS - *Gallium-Arsenide*. 97

GCN - *Graph Convolutional Networks*. 226

GDF - *Gaussian density functions*. 138, 139

GDP - *Gross Domestic Product*. 13

GDPR - *General Data Protection Regulation*. 332

GeSI - *Global Enabling Sustainability Initiative*. 236

GHG - *Green House Gases*. 237

GHz - *Gigahertz*. 108

gNB - *gNodeB (5G base station)*. 45, 83, 124–126, 254, 258, 274

GPS - *Global Positioning System*. 148, 152, 154, 155

gRPC - *Google Remote Procedure Call*. 185

GTP - *Geometrical Theory of Propagation*. 125

H

HERO - *Heuristic for Energy-efficient VNF placement, traffic Routing and user association*. 254–257

HetNet - *Heterogeneous Network*. 24, 42, 79
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPBW</td>
<td>Half Power Bandwidth</td>
<td>106, 145</td>
</tr>
<tr>
<td>HW</td>
<td>Hardware</td>
<td>30</td>
</tr>
<tr>
<td>I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I/O</td>
<td>Input/Output</td>
<td>341, 344</td>
</tr>
<tr>
<td>IAB</td>
<td>Integrated Access and Backhaul</td>
<td>7, 41, 42, 62–69, 109</td>
</tr>
<tr>
<td>IADZF</td>
<td>Interference Aware Distributed Zero-Forcing</td>
<td>57, 58</td>
</tr>
<tr>
<td>IBN</td>
<td>Intent-Based Network</td>
<td>275, 312, 313, 315, 316</td>
</tr>
<tr>
<td>ICNIRP</td>
<td>International Commission on Non-Ionizing Radiation Protection</td>
<td>14, 365</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and Communications Technology</td>
<td>4, 13, 236, 237, 243, 362, 363, 366</td>
</tr>
<tr>
<td>ICT 20</td>
<td>Information and Communication Technologies 20</td>
<td>4</td>
</tr>
<tr>
<td>ID</td>
<td>Identifier</td>
<td>141</td>
</tr>
<tr>
<td>IDM</td>
<td>Infrastructure Domain Manager</td>
<td>181</td>
</tr>
<tr>
<td>IDMO</td>
<td>Inter-Domain Manager and Orchestrator</td>
<td>180, 181</td>
</tr>
<tr>
<td>IDSM</td>
<td>Inter-Domain Slice Manager</td>
<td>180</td>
</tr>
<tr>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
<td>352, 361</td>
</tr>
<tr>
<td>IF</td>
<td>Intermediate Frequency</td>
<td>98</td>
</tr>
<tr>
<td>IFFT</td>
<td>Inverse Fast Fourier Transform</td>
<td>205</td>
</tr>
<tr>
<td>IL</td>
<td>Insertion Loss</td>
<td>93</td>
</tr>
<tr>
<td>IMT</td>
<td>International Mobile Telecommunications</td>
<td>67, 362</td>
</tr>
<tr>
<td>InP</td>
<td>Indium-Phosphide</td>
<td>97, 332</td>
</tr>
<tr>
<td>IOMF</td>
<td>Infrastructure Orchestrated Management Functions</td>
<td>181</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of things</td>
<td>15, 70, 110, 123, 192, 219, 242, 243, 307, 326, 335, 336, 338, 349</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
<td>80, 176, 281</td>
</tr>
<tr>
<td>IQ</td>
<td>In phase / Quadrature</td>
<td>91, 95</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
<td>Page(s)</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared</td>
<td>129</td>
</tr>
<tr>
<td>ISAC</td>
<td>Integrated Sensing And Communication</td>
<td>24</td>
</tr>
<tr>
<td>ISG</td>
<td>Industry Specification Group</td>
<td>291, 292, 363</td>
</tr>
<tr>
<td>ISM</td>
<td>In-Slice Management</td>
<td>181</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
<td>352, 361</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
<td>108, 109, 236, 237, 243, 362–364</td>
</tr>
<tr>
<td>ITU-R</td>
<td>International Telecommunication Union Radiocommunication Sector</td>
<td>18, 362</td>
</tr>
<tr>
<td>J</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>JCAS</td>
<td>Joint Communication and Sensing</td>
<td>24, 124, 147, 148, 154, 155</td>
</tr>
<tr>
<td>JT-CoMP</td>
<td>Joint Transmission Coordinated Multi-Point</td>
<td>43</td>
</tr>
<tr>
<td>JU</td>
<td>Joint Undertaking</td>
<td>7, 365, 366</td>
</tr>
<tr>
<td>K</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>kHz</td>
<td>Kilohertz</td>
<td>152</td>
</tr>
<tr>
<td>KVI</td>
<td>Key Value Indicator</td>
<td>21, 235, 236, 246, 260</td>
</tr>
<tr>
<td>KVM</td>
<td>Kernel-based Virtual Machine</td>
<td>341</td>
</tr>
<tr>
<td>L</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>L-BRF</td>
<td>Linearized BRF</td>
<td>136, 137</td>
</tr>
<tr>
<td>LADN</td>
<td>Local Area Data Network</td>
<td>239</td>
</tr>
<tr>
<td>LCA</td>
<td>Life Cycle Assessment</td>
<td>243</td>
</tr>
<tr>
<td>LCM</td>
<td>Life Cycle Management</td>
<td>177–181</td>
</tr>
<tr>
<td>LD</td>
<td>Location Database</td>
<td>140</td>
</tr>
<tr>
<td>LDHMC</td>
<td>Long-Distance and High-Mobility Communications</td>
<td>18, 251, 252</td>
</tr>
<tr>
<td>LDPC</td>
<td>Low-Density Parity-Check</td>
<td>201</td>
</tr>
</tbody>
</table>
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LED - Light Emitting Diode. 129, 130
LIDAR - Laser/Light Imaging, Detection and Ranging. 29, 122, 124, 140, 141, 151
LL - Low-Layer. 80
LLR - Log Likelihood Ratio. 201
LMMSE - Linear Minimum Mean Square Error. 206
LNA - Low Noise Amplifier. 91–93, 97, 98
LNaaS - logical network-as-a-service. 280, 288
LO - Local Oscillator. 93, 95, 98
LoS - Line of Sight. 46, 68, 72, 76, 89, 102, 103, 124, 137, 138, 154, 155
LP - Low Pass. 91
LS - Location Server. 141
LSCPA - Large Scale Cooperative Predictor Antenna. 147
LTE - Long Term Evolution. 43
LTI - Linear-Time-Invariant. 262
LTV - Linear-Time-Variant. 262
M
M&O - Management and Orchestration. 7, 12, 27, 30, 32, 33, 35, 36
MA-DRL - Multi-Agent Deep Reinforcement Learning. 191, 194, 196–198
MA-RL - Multi-Agent RL. 195
MaaS - Management as a Service. 181
MAC - Medium Access Control. 45, 85, 180
MAE - Mean Absolute Error. 189
MANO-MS - MANO Monitoring System. 181, 182
MAP - Multi Antenna Processing. 53
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPE</td>
<td>Monitor-Analyse-Plan-Execute. 178, 181</td>
</tr>
<tr>
<td>MAPE-K</td>
<td>Monitor-Analyze-Plan-Execute over a shared Knowledge. 173, 174</td>
</tr>
<tr>
<td>MARL</td>
<td>Multi-Agent Reinforcement Learning. 248</td>
</tr>
<tr>
<td>MBS</td>
<td>Macro Base Station. 63, 68</td>
</tr>
<tr>
<td>MCS</td>
<td>Modulation and Coding Scheme. 87, 88, 90, 201</td>
</tr>
<tr>
<td>MDP</td>
<td>Markov Decision Process. 195, 196</td>
</tr>
<tr>
<td>ME</td>
<td>Mobile Edge. 239</td>
</tr>
<tr>
<td>MEAO</td>
<td>Mobile Edge Application Orchestrator. 240, 242</td>
</tr>
<tr>
<td>MEC</td>
<td>Multi-access Edge Computing. 70, 123, 140, 188, 239–242, 245, 246, 253, 258, 287</td>
</tr>
<tr>
<td>MEO</td>
<td>MEC Orchestrator. 239, 242</td>
</tr>
<tr>
<td>MEPM</td>
<td>MEC Platform Manager. 242</td>
</tr>
<tr>
<td>MHz</td>
<td>Megahertz. 58</td>
</tr>
<tr>
<td>MILP</td>
<td>Mixed-Integer Linear Programming. 172</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple Input Multiple Output. 40–43, 63, 69, 87, 95, 100, 132, 147, 199, 203, 212, 248</td>
</tr>
<tr>
<td>MISO</td>
<td>Multiple Input Single Output. 244</td>
</tr>
<tr>
<td>MJLS</td>
<td>Markov Jump Linear System. 262</td>
</tr>
<tr>
<td>mMIMO</td>
<td>Massive MIMO. 40, 42, 43, 52, 53, 69, 155</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Squared. 207, 208</td>
</tr>
<tr>
<td>mMTC</td>
<td>Massive Machine-Type Communications. 17, 131, 294</td>
</tr>
<tr>
<td>mmWave</td>
<td>millimeter Wave. 24, 41, 50, 63, 64, 86, 92, 110, 121, 123, 125, 129, 140, 141, 143, 144, 146, 151, 210, 254</td>
</tr>
<tr>
<td>MNO</td>
<td>Mobile Network Operator. 3, 32, 33, 332, 348, 350</td>
</tr>
<tr>
<td>MPC</td>
<td>Multipath Component. 136, 149</td>
</tr>
</tbody>
</table>
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MPTCP - Multi-Path Transmission Control Protocol. 79–85

MRF - Media Resource Function. 35

MS - Monitoring System. 178, 181, 216, 217, 221, 224, 225

MS-S - Monitoring System Sublayer. 181

MSE - Mean Square Error. 189

MSLE - Mean Squared Logarithmic Error. 189

MT - Mobile Termination. 64

MTTF - Mean Time to Failure. 263, 264

MU - Mobile Unit. 136, 137

MUSIC - Multiple Signal Classification. 137, 138

MVNO - Mobile Virtual Network Operator. 332, 333, 348, 350

N

N-MAPE-K - Network MAPE-K. 174

N3IWF - Non-3GPP Interworking Function. 81, 277

NAS - Non-Access Stratum. 283, 286

NBI - Northbound API. 180

NCC - Network Centric Clustering. 53

Near-RT RIC - Near-Real Time RAN Intelligent Controller. 53, 55

NEF - Network Exposure Function. 176, 287, 307, 308


NFV MANO - Network Functions Virtualization Management and Orchestration. 175

NFVI - Network Functions Virtualization Infrastructure. 180, 181, 239

NFVO - Network Functions Virtualization Orchestrator. 35, 180, 239, 251
NG - Next Generation. 283
NI - Network Intelligence. 6, 160, 161, 170–175, 181, 182, 184–186, 189, 190, 228
NIF - Network Intelligence Function. 161, 171–177, 186–188
NIF-C - NIF Component. 174–176
NIO - Network Intelligence Orchestrator. 171, 175
NIP - Network Intelligence Plane. 171, 189
NIS - Network Intelligence Service. 171–173, 175–177
NIST - National Institute of Standards and Technology. 352
NLoS - Non Line of Sight. 50, 68, 102, 103, 137, 138, 155, 210
NMSE - Normalized Mean Square Error. 208, 211
NN - Neural Network. 175, 201, 203, 207, 208, 210, 211, 222, 226, 227
NNRT - Non-Near Real-Time. 168
NP - Non-deterministic Polinomial. 192
NPN - Non-Public Network. 15, 276, 277
NR - New Radio. 2, 64, 81, 302
NRF - Network Registry Function. 176
NRT - Near-Real-Time. 168, 220
NS - Network Service. 23, 25, 27, 33, 319
NSA - Non-Standalone. 2, 239
NSaaS - Network Slice as a Service. 239
NSB - Network Slicing Broker. 334
NSD - Network Service Descriptor. 180
NSI - Network Slice Instance. 224, 318
NSM - Network Service Mesh. 165
NSMF - Network Slice Management Function. 180, 224
NSSMF - Network Sub-Slice Management Function. 180
NST - Network Slice Template. 180
NTN - Non-Terrestrial Network. 24, 87
NWDAF - Network Data Analytics Function. 171, 176
O
O-DU - Open Distributed Unit. 51–53, 55, 109, 127
O-RAN - Open RAN. 9, 170–172, 176, 220, 320, 363, 364
O-RU - Open Radio Unit. 51–53, 55, 109, 127
OAM - Operation Administration and Maintenance. 165
OCI - Open Container Initiative. 340
OFDM - Orthogonal Frequency-Division Multiplexing. 101, 122, 124, 127, 133, 151, 154, 205, 206, 247
OPEX - Operational Expenditure. 173, 237, 254
OS - Operating System. 339
OSM - Open-Source Management and Orchestration. 309, 315, 316, 318, 319
OSS - Operations Support System. 180, 184, 224, 315
OTFS - Orthogonal Time Frequency Space. 122, 124, 132, 133
OTT - Over-The-Top. 239, 318
OVS - Open vSwitch. 293, 294
OWC - Optical Wireless Communications. 121, 123, 129, 140, 143, 144
P
PA - Power Amplifier. 96
PA - Predictor Antenna. 49, 58, 90–98, 147, 200–202, 204–206
PAPR - Peak to Average Power Ratio. 100, 101
PCR - Platform Configuration Register. 344
PE - Positioning Error. 131
PEF - Protected Execution Facility. 345
PF - Particle Filter. 137
PGM - Particle Gaussian Mixture. 137–139
PHY - Physical Layer. 45, 103
PL - Path Loss. 244
PN - Pseudo Random Noise. 127
PNF - Physical Network Function. 35, 180
PPDP - Privacy Preserving Data Publishing. 327
PPP - Public Private Partnership. 33, 65
PRB - Physical Resource Block. 216, 217, 220, 221, 252
ps - Pico seconds. 127
PSO - Particle Swarm Optimization. 348
Q
QAM - Quadrature amplitude modulation. 88, 206
QoE - Quality of Experience. 32, 315, 316, 325, 332
R
RA - Receive Antenna. 147
RAM - Random Access Memory. 344
RANO - Radio Access Network Orchestrator. 180
RE - Resource Element. 204
REM - Radio-Environment Map. 265, 266

RFC - Request For Comments. 80

RFIC - Radio-Frequency Integrated Circuit. 94

RIC - RAN Intelligent Controller. 52, 79, 220, 252, 284

RIS - Reconfigurable Intelligent Surface. 6, 7, 41, 42, 69–78, 110, 147, 199, 208, 210, 211

RISA - RIS Actuator. 71

RISC - RIS Controller. 71

RISO - RIS Orchestrator. 71

RL - Reinforcement Learning. 125, 126, 194–198, 222, 249, 252, 319

RLC - Radio Link Control. 45

RMF - Risk Management Framework. 352

RNTI - Radio Network Temporary Identifier. 128

ROM - Read Only Memory. 344

RoT - Root of Trust. 344, 345

RRH - Remote Radio Head. 42

RRM - Radio Resource Management. 212, 348

RSS - Received Signal Strength. 121–124, 129, 140, 154

RSSI - Received Signal Strength Indicator. 130

RT - Ray Tracing. 125, 126, 143–146, 168, 170, 185, 196, 197, 219, 220

RTT - Round Trip Time. 83

RU - Remote Unit. 45, 51, 53, 55, 63, 87, 125, 126, 252

Rx - Receiver. 105

S

SA - Standalone. 2, 363
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**SaaS** - Sensing as a Service. 24

**SAI** - Securing Artificial Intelligence. 352

**SBA** - Service-Based Architecture. 14, 239, 278, 287, 307

**SBL** - Sparse Bayesian Learning. 135

**SBS** - Small Base Station. 63, 65, 66, 68

**SBTi** - Science Based Targets initiative. 236

**SC** - Small Cell. 254

**SC-FDE** - Single-Carrier Frequency Domain Equalization. 101

**SCP** - Service Communication Proxy. 167, 280

**SD** - Secure Digital card. 341

**SDG** - Sustainable Development Goal. 13, 21, 235, 236, 366

**SDK** - Software Development Kit. 9, 293, 305, 320


**SDO** - Standards Developing Organization. 289, 361–364

**SE** - Spectral Efficiency. 58–60

**SEV** - Secure Encrypted Virtualization. 345

**SFC** - Service Function Chain. 253, 254, 256

**SFL** - Slice Functional Layer. 180, 181

**SiGe** - Silicon-Germanium. 97

**SINR** - Signal to Interference plus Noise Ratio. 55, 58, 59, 125, 256, 257

**SISO** - Single-Input Single-Output. 42

**SLA** - Service-Level Agreement. 189, 215, 217, 218, 220, 224, 312

**SLAM** - Simultaneous Localisation and Mapping. 16, 121, 123, 149

**SmartNICs** - Smart Network Interface Cards. 285

**SME** - Small and Medium-sized Enterprises. 6
Glossary

SML - Slice Management Layer. 180, 181
SNR - Signal to Noise Ratio. 57, 64, 87–90, 93–95, 99–101, 126, 149, 201, 206
SNS - Smart Networks and Services. 7, 365, 366
SNS JU - Smart Networks and Services Joint Undertaking. 360, 366
SoC - System-on-Chip. 47
SOD - Slice Orchestration Domain. 180
SRTT - Smooth Round Trip Time. 80
stdev - Standard deviation. 127
StFL - Statistical Federated Learning. 217, 218
SW - Software. 30, 300, 301
SWO - Software Ontology. 187
T
TaaS - Trust as a Service. 326, 349, 350
TCG - Trusted Computing Group. 338
TCO - Total Cost of Ownership. 237
TCP - Transmission Control Protocol. 80, 81, 83
TDD - Time Division Duplex. 44, 49, 58, 63, 64, 92
TDoA - Time Difference of Arrival. 123, 124, 136, 140
TDX - Trust Domain Extensions. 345
TEE - Trusted Execution Environment. 338, 344–346
TFS - TeraFlowSDN. 183, 185, 289, 291
THz - Terahertz. 122, 123
TNSaaS - Transport Network Slice as a Service. 288, 289
ToA - Time of Arrival. 121, 122, 124, 126, 127, 133, 136, 149
ToF - Time of Flight. 124, 125
TPM - Trusted Platform Module. 338, 343, 344
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
<th>Page Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRP</td>
<td>Transmission/Reception Point</td>
<td>216</td>
</tr>
<tr>
<td>TSN</td>
<td>Time-Sensitive Networking</td>
<td>276, 278</td>
</tr>
<tr>
<td>Tx</td>
<td>Transmitter</td>
<td>106</td>
</tr>
<tr>
<td>U</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned Aerial Vehicle</td>
<td>29, 70, 77, 78, 110, 133, 264–266</td>
</tr>
<tr>
<td>UCC</td>
<td>User Centric Clustering</td>
<td>53</td>
</tr>
<tr>
<td>UDM</td>
<td>Unified Data Management</td>
<td>350</td>
</tr>
<tr>
<td>UEFI</td>
<td>Unified Extended Firmware Interface</td>
<td>342</td>
</tr>
<tr>
<td>UMi</td>
<td>Urban Micro</td>
<td>206</td>
</tr>
<tr>
<td>umMTC</td>
<td>Ultra-massive Machine-Type Communications</td>
<td>18, 251, 252</td>
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1.1 Architecting the 6th Generation of Mobile and Wireless Communications System

Since early generations, mobile and wireless communications systems have played a crucial role in the establishment of essential connectivity. This has enabled easy access to information from anywhere and anytime and, thus, has fostered accelerated knowledge build-up and timely value-adding actions based on that beyond telecommunications ecosystems in all sectors of society. The COVID-19 pandemic has additionally proven the importance of the wireless communication infrastructure during these challenging times and has supported global stability as well as faster recovery via maintaining a stable technological environment and seamless societal connection despite quarantine regulations.

Considering such critical role and importance, the relevant technological advancements within and for the telecommunications ecosystem are captured by a non-backward-compatible set of features specified in a new generation of mobile and wireless communications systems. As advancing from a previous generation to the new one requires significant efforts, the need for a new generation shall be

¹ The full list of chapter authors is provided in the Contributing Authors section of the book.
justified factoring in the technical, societal, and economical drives (see Figure 1.1). These drives are not mutually independent, i.e., one boost in any of the drives can accelerate the whole process. For instance, the need for attaining new business areas also implies the need for supporting a diverse set of induced requirements.

Accordingly, the development of mobile and wireless networks has followed around a 10-year cycle, where, up to the 5th generation (5G), previous generations have been designed for particular use case categories. With 5G, an inherent flexibility has been introduced, and the target customer space has been extended from mobile broadband users towards vertical industries with diverse requirements [1]. The framework of network slicing has been introduced to cope with such different requirements. The commercial deployments of the 5G system have been underway since 2019 with an original focus on non-standalone (NSA) architecture, while more and more standalone (SA) architecture has been employed globally. The NSA deployment implies that 5G new radio (NR) is anchored with the 4th generation (4G) system, and the 4G core network (CN) is in use. In the case of the SA deployments, where 5G NR connects to the 5G CN, the full potential of the 5G system can be unleashed, e.g., by means of the utilization of the network slicing. Moreover, 5G-Advanced enhancements, e.g., extended reality (XR) optimizations, are already being specified in the 3rd Generation Partnership Project (3GPP) Release 18 [2].
While 5G deployments and 5G-Advanced standardization are progressing well, as highlighted in Chapter 9, research into the new generation of mobile and wireless communications systems, i.e., the 6th Generation (6G), has already started. Like in the case for other generations, the creation of 6G has started with the identification as well as prediction of the use cases and the associated requirements (see Section 2.1). An illustration of the evolution of use case families is shown in Figure 1.2. As depicted, digital twinning of objects is already supported by a 5G system, and this support can be expanded via 5G-Advanced. Nevertheless, it is foreseen that a wide-area synchronous digital twinning can be possible only during the 6G era. Accordingly, it can be stated that 5G-Advanced provides the stepping stone towards 6G, where 6G will enable new use cases as well as existing use cases at scale. It is worth noting that the wireless networks are designed to be flexible to address the requirements of new use cases that may not be predicted today.

On this basis, a three-phase approach is being followed to realize the complete value chain of the 6G system, as depicted in Figure 1.3. These phases are outlined in the following.

**Pre-X Phase:** This is the exploratory research phase, where X can refer to competition or standardization. During this phase, the key stakeholders, e.g., academia, vendors, diverse industries, and mobile network operators (MNOs), come together...
to set the vision, design guidelines, and the foundation for the 6G system. The main motivation for such a phase is the build-up and expansion of the 6G ecosystem. This phase is essential for rapid and efficient standardization process that will follow.

**Standardization Phase:** In this phase, a well-rounded feature portfolio is specified, e.g., radio access network (RAN) and CN by 3GPP, that shall respond to the business and societal needs, as highlighted in Figure 1.1, which have been identified during the Pre-X Phase as well as the standardization phase. It is expected that, differently from 5G specification, many architecture options shall be avoided to enable the full potential of 6G already in the early deployments. Moreover, to make use of the economies of scale and the proven benefits of previous generations, a global 6G standard should be aimed for.

**Commercialization Phase:** Based on the established standardization, which is envisioned to be 3GPP Release 21, the first commercial 6G deployments can be seen around 2030. It should be noted that the 6G system will be designed at least for the full next decade (2030s) and even beyond.

With the seamless execution of all three phases, the promises of the 6G system on the integration of digital, physical, and human worlds can be realized, which can transform the world while maximizing human potential. The details on the standardization and regulatory processes are provided in Chapter 9.

### 1.2 Approach and Timing of the Book

This book is a result of the collaborative work performed at European level during the Pre-X phase of the 6G system’s creation. In particular, the main content of the book has been provided by the 5G Public Private Partnership (5G PPP) Phase 3 research projects [3]. 5G PPP Phase 3 projects are categorized under different calls that pertain to specific requirements set by the European Commission (EC); see the corresponding book preface. Among the Phase 3 calls, the most relevant ones for the scope of the book have been the information and communication technologies 20 (ICT 20) and ICT 52 calls, where the former has comprised projects that work on the longer-term vision of 5G, i.e., 5G evolution [4], and the latter has comprised projects that work on the foundation of the beyond 5G/6G system [5]. As part of the ICT 52 call, the Hexa-X project is the system flagship project [6]. Yet, since various enhancements considered for the 5G system by other Phase 3 projects could be employed by 6G with its full potential, such enhancements are also captured herein.
Moreover, a key part of the 5G PPP framework is a set of cross-project working groups (WGs). The outcome of the work from these groups is presented in white papers [7]. As highlighted in the prefaces of this book, the Architecture WG brings the research projects together to build a consolidated view of the architectural efforts, including the overall architecture of mobile and wireless communications networks across different network domains, such as RAN, Transport, and CN, as well as cloud or edge infrastructure.

The outcome of the Architecture WG has been published in a series of white papers and presented during various technical workshops at international conferences and webinars. As shown in Figure 1.4, the latest white paper of the WG is “The 6G Architecture Landscape – European Perspective” [8], which is Version 6.0. The first version of the architecture white paper from the Architecture WG was back in July 2016. Since then, this effort has continuously captured the technology trends as developed by the different phases of 5G PPP projects: the first phase (Phase 1) laid the foundation of the network slicing-aware operations we are seeing these days; the second phase (Phase 2) provided the first proof of concepts; and the third phase (Phase 3) has targeted the first large-scale platforms. All these efforts were captured in the subsequent releases of the white paper (Version 2 in January 2018, Version 3 in February 2020, and Version 4 in November 2021). It is worth noting that Version 6.0 is intentionally the next version after Version 4.0 as an indication of the focus on 6G.

Capitalizing on the Version 6.0 of the white paper, this book is a joint effort by the Architecture WG and the Hexa-X project, extending significantly the concise content of the published white paper [8]. Within the framework of the Architecture WG and the joint work, the content of the book has been based on the following projects (in alphabetical order) [3]:

- **5G-COMPLETE**, which aims at revolutionizing beyond 5G architecture, by efficiently combining compute and storage resource functionality over a unified, ultra-high capacity converged digital/analogue Fiber-Wireless (FiWi) RAN.

- **5G-CLARITY**, which brings forward the design of a system beyond 5G private networks to address challenges in spectrum flexibility, delivery of critical services, and autonomic network management using heterogeneous wireless access that integrates 5G, Wi-Fi, and LiFi technologies managed through novel Artificial Intelligence (AI)-based autonomic networking.
- **5G ERA**, which aims at providing third-party application developers with an experimentation facility as a playground to test and qualify their applications.
- **5GASP**, which aims at shortening the idea-to-market process through the creation of a European testbed for Small and Medium-sized Enterprises (SMEs) that is fully automated and self-service, in order to foster rapid development and testing of new and innovative 5G network applications.
- **6G BRAINS**, which brings reinforcement learning into radio-light network for massive connections.
- **AI@EDGE**, which develops a connect-compute fabric – specifically leveraging the serverless paradigm – for creating and managing resilient, elastic, and secure end-to-end slices.
- **ARIADNE**, which proposes to exploit bandwidth-rich D-band, the capabilities of Reconfigurable Intelligent Surfaces (RIS), and powerful Machine Learning (ML) tools in order to realize a novel Communication Theory framework beyond Shannon and design suitable technology enablers for highly reliable and reconfigurable 6G connectivity.
- **DAEMON**, which develops and implements innovative and pragmatic approaches to Network Intelligence (NI) design that enable high performance, sustainability, and an extremely reliable zero-touch network system.
- **DEDICAT 6G**, which addresses techniques for achieving and maintaining efficient dynamic connectivity and intelligent placement of computation in the mobile network.
- **EVOLVED-5G**, which designs and develops an open facility for the long-term support of third-party applications that interact with the network core.
- **Hexa-X**, which is the European 6G flagship research project, defining the vision, and developing technological enablers for connecting the physical, digital, and human worlds.
- **MARSAL**, which targets the development of a complete framework for the management and orchestration of network resources in 5G and beyond, by utilizing a converged optical wireless network infrastructure in the access and fronthaul/midhaul segments.
- **MonB5G**, which targets zero-touch management and orchestration in support of network slicing at massive scales for 5G evolution and beyond.
- **REINDEER**, which develops a new smart connect-compute platform with a capacity that is scalable to quasi-infinite, and that offers perceived zero latency and interaction with an extremely high number of embedded devices.
- **RISE 6G**, which aims at investigating innovative solutions that capitalize on the latest advances in the emerging technology of RISs and offers dynamic and goal-oriented radio wave propagation control, enabling the concept of the wireless environment as a service.
• **TeraFlow**, which aims to deliver a new generation open-source cloud-native Software-Defined Networking (SDN) controller to provide smart connectivity services to beyond 5G networks.

### 1.3 Scope and Structure of the Book

This book highlights the related research work of the contributing 5G PPP Phase 3 projects and presents all the key elements and key architecture enablers and solutions of future 6G network design – a design that is deeply rooted in real needs and can profoundly benefit humanity in the mid-to-long term. Specifically, a high-level view of the 6G End-to-End (E2E) architecture as well as a functional view of the 6G reference architecture are introduced, taking into consideration the new stakeholders in the mobile network ecosystem and how the architectural work is taking into account their requirements in all the domains of the network. The key architecture enablers, which will form the backbone of future sustainable and trustworthy 6G network architecture, include all the related technological solutions for building intelligent, flexible, energy efficient, secure, programmable networks and enabling versatile radio technologies, localization, and sensing in the 6G networks.

As 5G PPP Phase 3 consists of the last calls of the Horizon 2020 programme, this book is aimed to lay the architectural foundation for the next European programme towards 6G, i.e., smart networks and services (SNS) joint undertaking (JU).

The rest of this book is structured into the following eight chapters.

**Chapter 2 – Architecture Landscape** draws the envisioned system view of the overall 6G architecture associated with a functional view. The presented architecture is built up considering the key design principles that are populated based on the envisioned use cases, requirements, and trends as highlighted in Section 2.1. The discussions on the management and orchestration (M&O) as well as security and privacy architecture complete the big picture. A brief overview of the architectural enablers is also captured, which sets the guidance for the following detailed chapters enumerated from three to eight.

**Chapter 3 – Towards Versatile Access Networks** presents the envisioned enhancements for the wireless networks, including the efficient utilization of 3GPP and non-3GPP access networks. Such enhancements include the distributed multiple-input multiple-output (D-MIMO) implementation, integrated access and backhaul (IAB) deployments, RIS, multi-access connectivity, and sub-THz access. It is argued that for the limitless connectivity requirement of 6G, D-MIMO can provide expected macro diversity, design flexibility, and interference management; IAB can offer cost-efficient densification without the need of fibre to connect the
small cell sites; and RIS can provide means to fine-tune the wireless configuration environments. Multi-access multi-connectivity will remain an important feature for 6G to enhance the wireless link’s throughput, reliability, or even latency. In addition, sub-THz bands can help fulfill the requirements of the high data rate applications in short distances or can offer wireless connectivity for the backhaul.

Chapter 4 – Towards Joint Communications and Sensing presents the incorporation of sensing capabilities into the mobile networks. These capabilities can be separated into three different categories. First, the 6G network can efficiently collect, store, and analyse sensing data from various different sensors, and provide localization, sensing, and mapping information to applications and users to enhance different 6G services. Second, the localization, sensing, and mapping information can be provided to the radio network itself to improve the communication, e.g., through location or environment-aware beamforming or pre-emptive handover if an impending obstacle is detected. Finally, the purpose of the radio interface itself is reimagined, where the radio signals are used for both communication and sensing, either simultaneously or only using common hardware, potentially providing access to a plethora of transmitters and receivers in a more densified network that can sense and map the environment in a radar-like fashion without the need for dedicated hardware deployment.

Chapter 5 – Towards Natively Intelligent Networks presents the recent efforts in the design of an architecture that is natively capable of incorporating all the elements required by network functions empowered by Artificial Intelligence (e.g., data gathering, representation, decision enforcement), as well as some examples of such Network Intelligence Functions and their application in different domains of the network, such as the radio access and the orchestration.

Chapter 6 – Towards Sustainable Networks presents targeted metrics as well as the main technological enablers towards ensuring high sustainability in next-generation networks. The chapter focuses on two main principles, “sustainable 6G,” i.e., how to make the 6G networks sustainable, and “6G for sustainability,” i.e., how 6G can be leveraged so as to ensure sustainability in other markets and value chains. In this context, a broad analysis of the key network sustainability enablers is provided spanning across different levels, i.e., from enablers that include architectural or hardware innovations, and enablers at management/orchestration level or at service/application level that target at network operation efficiency maximization to cross-layer sustainability enablers, which include innovations in more than two layers.

Chapter 7 – Towards Continuously Programmable Networks presents design principles and technology enablers towards realizing programmability frameworks,
i.e., frameworks that abstract the underlay network infrastructure and capabilities so that the network is dynamically controlled and configured. Standardized solutions and research enablers for such abstraction are indicated, organized in three levels, namely, service/application provisioning level, network and resource management level, as well as network deployment and connectivity level. Indicative approaches include the deployment of common Application Programming Interface (API) managers, the exploitation of P4-programmable switches, the usage of open interfaces of Open-RAN (O-RAN), and the design of Software Development Kits (SDKs) for providing network slices as a service.

Chapter 8 – Secure, Privacy-Preserving, and Trustworthy Networks presents aspects related to network privacy and security for information sharing among different tenants and cloud-stored data, as well as end-users’ network security. Moreover, it investigates the application of blockchain-based platforms for network slicing by using smart contracts, as well as for industrial Internet of Things networks. Finally, it focuses on trusted execution, trust-as-a-service, as well as trustworthy ML/AI.

Chapter 9 – 6G Outlook and Timeline presents the most recent picture about European perspectives on the current status of 6G in terms of standardization, research and regulation initiatives. This final chapter presents also concluding remarks of the book.
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Architecture Landscape

By Mårten Ericson, Bahare Masood Khorsandi, et al.¹

2.1 Introduction

The network architecture evolution journey will carry on in the years ahead, driving a large scale adoption of 5th Generation (5G) and 5G-Advanced use cases with significantly decreased deployment and operational costs, and enabling new and innovative use-case-driven solutions towards 6th Generation (6G) with higher economic and societal values. The goal of this chapter, thus, is to present the envisioned societal impact, use cases and the End-to-End (E2E) 6G architecture. The E2E 6G architecture includes summarization of the various technical enablers as well as the system and functional views of the architecture.

The design of the 6G architecture is based on the analysis of the societal, economic, regulatory, and technological trends, which are discussed in Section 2.1.2. A summary of the use cases envisioned for 6G is also introduced in Section 2.1.3. Accordingly, a set of architectural principles has been drawn, upon which the presented architecture is built. Herein, the main highlights of the 6G system design are provided, while the details on the various network domains are given in the subsequent chapters.

¹ The full list of chapter authors is provided in the Contributing Authors section of the book.
In Section 2.2, the overall architecture description discusses the new stakeholders in the mobile network ecosystem, and how the architectural work is taking into account their requirements in all the domains of the network. Specific design principles that need to be factored in for the new architecture are also described. Section 2.3 discusses the components of the security architecture, which are required and must be applied to have security as a design principle for the 6G architecture. A deep dive into the Management and Orchestration (M&O) architecture is then presented in Section 2.4. Section 2.5 outlines the summary of this chapter and presents the outlook.

2.1.1 The Societal Impact of 6G

Since the invention of mobile telephony half a century ago, wireless network technology has undoubtedly transformed the everyday lives of billions of people on the planet, and profoundly shaped the economy and the evolution of human society to date. The mobility of communication and of access to information has allowed completely new ways of interacting, working, and evolving our communities. For each generation of wireless technology, the applications and usages have become increasingly ingrained in our societies and have become an established backdrop to our modern lives. 6G will continue to impact our societies and will enable that communication is always possible and information is always available.

2.1.2 Trends and Evolution Towards 6G

Today, when the world is facing several unprecedented challenges in parallel and the prosperity of human society and the long-term survival of mankind are in peril, access to information and the possibility to communicate everywhere are a must. From climate change to global pandemics, social inequalities, misinformation, and distrust in democracy, addressing any challenge that impacts today’s global economic, societal, and political agendas requires further and sustainable digitalization of the global economy and society. Infused by emerging and disruptive digital technologies on the horizon, wireless networks are and will be the keystone for enabling such a transformation. The network evolution during this and the next decade will enable a large scale adoption of use cases to sustainably combat our challenges and enable higher economic and societal values at a significantly decreased operational cost.

As the Internet revolution played out over the past decades, with mobile broadband altering our interactions, professions, and habits in unforeseen ways, the true social impact of 6G can only be ascertained in hindsight. Nevertheless, the kernel of its potential can be considered through the current societal and economic trends
towards 2030 and beyond, which will be analysed in the following sections. In addition, regulatory and technological trends that are critical for the design and deployment of future networks will be discussed, ensuring the vision and the research work encompass all the essential elements and will lead to a future network design that is deeply rooted in reality and profoundly benefits humanity in the mid-to-long term.

**Societal trends towards 2030 and beyond**

In 2015, 17 interlinked Sustainable Development Goals (SDGs) were collectively identified by the General Assembly of the United Nations (UN) [1]. Since then, all sectors of society have been called for working towards and delivering on these goals with a timeframe of 2030 and beyond. The Information and Communication Technology (ICT) and wireless network industries have positively contributed to many of the goal areas so far (e.g., to combat poverty and CO₂ emissions), and the potential of further contributing and successfully progressing towards the goals is huge. In developing future networks towards 2030, there is a consensus among major stakeholders from industry, academia, and policy makers around the world: network technology shall support and further accelerate this change for a better and sustainable world, and the network industry will increase its share of contributions and responsibilities to society, enabling significantly increased efficiency in the use of resources and facilitating new and sustainable ways of living in the next decades [2–9].

**Economic trends towards 2030 and beyond**

Wireless network technology has long been regarded as an important engine for driving global economic growth. As projected in [10], network technology that encompasses 5G and beyond will potentially trigger $13.2 trillion in global sales across ICT industry sectors by 2035, representing 5% of global real Gross Domestic Product (GDP), while 6G value chain will be able to generate 22.3 million jobs globally by 2035. This estimation did not even include the impact of connectivity on non-ICT sectors. As recognized in [11], “the next era of industry will be one where the physical, digital and human worlds are coming together,” facing great economic and societal challenges towards 2030. Future networks will be a key enabler for such a revolution with advanced technological capability and human-centric design. New use cases will offer new growth opportunities assuming existing business models, and they can also drive and inspire new business models in an evolving revenue ecosystem.

**Regulatory trends towards 2030 and beyond**

While the telecommunications sector has been liberalized and privatized in the 1990s, sector regulation continues to be important in conjunction with efficient
spectrum access rules, aspects of electromagnetic field (EMF), and assurance of level playing field with platform and cloud operators beyond telco context. Towards 2030, this trend will continue. For example, spectrum management is at the heart of future networks and any wireless technology development, and governments and regulators will have new opportunities due to a wide variety of spectrum bands with highly distinct deployment characteristics and spectrum access models with different levels and needs of spectrum sharing. Another rising issue is EMF exposure. The deployment of 5G technology has started in different areas of the world, and in some regions (including Europe), concerns over EMF exposure fuel the opposition of the public to its rollout [12, 13]. The exposure to EMF is and will be regulated, based on guidelines from the International Commission on Non-Ionizing Radiation Protection (ICNIRP) [14]. Since the beginning of telephony, regulations have played an important role in shaping innovation and the operation of the telecommunications industry, for example, setting the industry to be monopolies in the 1960s, liberalizing the sector with privatization in the 1990s, and setting up new regulations for 5G local and private networks. Future networks will likely combine a range of radio access network (RAN) technologies from macro cells to small cells with very high-capacity short-range links. This calls for refining regulations to resolve inconsistent local approval processes and frequency band assignments to enable dense small cell deployments.

Technological trends towards 2030 and beyond

Previous generations of mobile networks have incessantly increased the performance and capacity to connect and communicate, facilitating global mobile communication and an intertwined global economy accessible at our fingertips. The efficiency gains provided to industries facilitate complex global logistics chains, and the interactive media have engendered a plethora of novel services and industries. This trend is not foreseen to abate in the foreseeable future but is rather expected to expand and encompass even further aspects of our societies.

Technology evolution towards cost reduction and improved efficiency

- **Reimagined network architecture:** As the applications grow more demanding and diverse, the complexity of the deployments and management of the system increases, and the possibility to flexibly and dynamically scale and control the network resources in an efficient way becomes more important. In 5G, the core network (CN) was reimagined into a service-based architecture (SBA), which leverages the virtualization of network functions to only instantiate the functions needed at each instance. Current trends in network architecture point to an extension of the SBA further out into the RAN allowing more flexible and autonomous operation of the network. A new
network architecture paradigm for the 6G era is driven by a decomposition of the architecture into platform, functions, orchestration, and specialization aspects [15]. Future network platform will be associated with an open, scalable, elastic, and agnostic heterogeneous cloud, which is data-flow centric and will include hardware acceleration options. Functionally, the convergence of RAN and CNs will help reduce architectural complexity. At the same time, options of flexible offload, extreme slicing, and flexible instantiation of sub-networks will drive the increased level of specialization of the architecture. Of high relevance for the open provision of services and the monetization of resources will be the transformation of orchestration architecture; cognitive closed loops and automation are likely to become pervasive. All future deployment scenarios will rely on a superior transport network and network fabric that is flexible, scalable, and reliable to support demanding use cases and novel deployment options, such as a mixture of distributed RAN and centralized/cloud RAN enabled by AI-powered programmability [2]. The network architecture shall provide the capability to facilitate all the AI operations in the network.

- **Improved network capacity:** The ever-increasing demand for network capacity necessitates the provision of additional bandwidth. The potential to utilize the higher frequency bands, such as the sub-THz (100–300 GHz) range, is currently being explored. However, the radio propagation is significantly attenuated at these frequencies, and the reduced diffraction makes the connection more susceptible to blockage. Coupled with the reduced power efficiency and increased noise at higher frequencies, this compounds to several technological challenges that need to be overcome to provide sufficient coverage.

- **New devices and interfaces:** Future networks will be connected to multitudes of devices and interfaces beyond mobile phones or computers, enabling novel human–machine/machine–machine. New human–machine interfaces created by a collection of multiple local devices will be able to act in unison [3]. In addition, the ubiquity and longevity of Internet of Things (IoT) devices will be further enhanced through zero-cost and zero-energy devices where printable, energy harvesting devices can be deployed anywhere.

- **Network of networks:** In order to capture local and specialized network and sub-network needs, 6G network-of-networks will cover multiple scales of – physical and virtual – networks. The evolution of private and 5G non-public network (NPN), such as campus networks, will expand to support many machines and process with strict requirements on quality of service (QoS) and connectivity, employing edge processing for further automation. With
digital twins (DTs), massive data harvesting from local sensors builds up capillary sub-networks handled by gateways, while in parallel the wide-area network must handle mobility and coverage.

- **Trustworthy networks:** As more and more aspects of our lives, societies, and industries become reliant on mobile connectivity, it becomes imperative to ensure the performance, reliability, and security of the networks so that the services can be used as intended, when needed, without undue connection disturbances or access to private data. This will require the network architecture design to consider the security implications at every step, to avoid a patchwork of solutions after the fact.

- **Sustainable 6G and 6G for sustainability:** As one of the major challenges facing our societies today, the sustainability of our environment, industries, and the society at large must be ensured to be able to reach the sustainable development goals set by, e.g., the United Nations. For 6G, this entails addressing both the first-order effect of the network, referring to the direct environmental impacts of the manufacturing and operating of the networks in terms of energy consumption, CO₂ emission and usage of scarce resources, as well as the second-order effect, referring to how the networks enable improvements in sustainability with, e.g., improved efficiency in industries, or a transition from business travels towards virtual business meetings. However, there are also higher-order effects, also known as rebound effects, that must be considered, where the improved functionality of the mobile networks induces a novel behaviour of the users, which could, e.g., increase the total energy consumption. Moreover, societal sustainability should be addressed, with new services enabled by 6G meeting societal needs and demands [16].

**Disruptive technologies that will shape future connectivity**

- **Convergence of communications, localization, imaging, and sensing:** With the use of wider bandwidth signals coupled with high band spectrum (>100 GHz) as well as the incorporation of simultaneous localization and mapping (SLAM) with communications at lower frequencies, future networks will be designed integrating high-precision localization (with centimetre-level accuracy), sensing (both radar-like and non-radar-like), and imaging (at millimetre-level) capabilities. This requires the development of highly novel approaches and algorithms to co-optimize communications, sensing, and/or localization.

- **Network intelligence:** The evolution of artificial intelligence (AI)/machine learning (ML) has progressed in the past decades and may bring major disruptions to future networks. Their applications are currently designed for specific tasks, but as the development progresses, more general-purpose applications
emerge. As this development occurs in parallel with and in conjunction with the development of the mobile networks, it is foreseen that there may be several synergies between them. By leveraging on the mobile access, the AI agents can operate in a distributed fashion, gathering, analysing, and acting upon data available across different localities on a much larger scale. At the same time, the AI functionality can be utilized to optimize and enhance the network operations to improve the performance and reduce the operating costs by impacting the design of air interface, data processing, network architecture, and management towards computing for achieving superior performance [3, 7]. It will become essential for the E2E network automation dealing with the complexity of orchestration across multiple network domains and layers [15]. This may also bring forth fundamental changes in how the mobile networks operate, when there are AI agents both managing and operating the networks, as well as transmitting and receiving the information being communicated, and the fundamental tenets of the network architecture design may need to be revisited. For instance, the AI agents may be able to optimize the network behaviour in near real time, which would necessitate the ability to reprogram the network functions. This programmability would go beyond the configurability available today and would allow the modification and introduction of novel functionality into already deployed equipment.

- **Digital twin:** A DT is a digital replica of a living or non-living entity, physical object, or process. The virtual representation reflects all the relevant dynamics, characteristics, critical components, and important properties of an original physical object throughout its life cycle. The creation and update of DTs relies on timely and reliable multi-sense wireless sensing (telemetry), while the cyber–physical interaction relies on timely and reliable wireless control [17] over many interaction points where wireless devices are embedded.

### 2.1.3 Use Cases: Revolution or Evolution?

In previous generations of mobile networks, the use cases were straightforward: how to provide voice and, later, data communication with increasing bit rates to mobile devices. For the 5G, the use cases were broadened beyond enhanced mobile broadband (eMBB) to include massive machine type communication (mMTC), requiring low data rates with very low power consumption to enable connectivity to billions of simple devices, as well as critical machine type communication (cMTC), later termed ultra-reliable low-latency communication (URLLC), instead requiring extreme reliability and low latencies [18].

With 5G Advanced, extended reality (XR) has been introduced as a prominent use case, which encompasses both virtual reality (VR) and augmented reality (AR).
In **XR**, different on-body or head-mounted devices can be used to experience the digital world either fully immersed (**VR**) or overlaid onto the physical world (**AR**).

With the recent development and deployment of the **5G** networks, the current needs in the developed markets appear to be satiable with current technology at least at peak performance, primarily necessitating a network densification to meet the capacity and latency demands.

In **6G**, it is foreseen that the incumbent use cases will continue to be prevalent, with access to mobile broadband extended even further, by incorporating non-terrestrial networks and satellites to cost-efficiently reach remote and underserved areas.

Considering again the example of **XR** use cases, this **XR** use case is projected to increase in relevance as the devices improve in performance and form factor, and improvements in the network can transition this use case from stationary use near a hotspot towards mobile outdoor use. To ensure the performance in terms of data throughput and low latency, while maintaining the small form factor, it is expected that the **XR** use case will have to leverage on computational offloading, where significant amounts of the data processing are completed in the network instead of on the device. Similar to this **XR** example, other **5G** use cases will evolve towards extended range of usage, thanks to the developed capabilities offered by **6G**, reaching more people and devices and allowing for usage in more extreme conditions.

When it comes to revolutionary use cases, the introduction of novel functionality, such as joint communication and sensing, integrated **AI** functionality, or energy-neutral devices relying on ambient energy harvesting, could enable unforeseen usages and applications of the future **6G** networks. The development of “**6G for sustainability**” use cases, in collaboration with different sectors and verticals, could also open the way to revolutionary usages. Relying on **6G** as a tool to contribute to the reduction of the environmental footprint of other sectors could indeed lead to new roles for **6G** and mobile networks, beyond the traditional market of previous generations. Although the International Telecommunication Union Radiocommunication Sector (**ITU-R**) is working on defining the usage scenarios for **6G**, a few possible extensions to the previous usage scenarios can be envisioned, e.g., further enhanced mobile broadband (**FeMBB**), ultra-massive machine-type communications (**umMTC**), extremely reliable and low-latency communications (**eURLLC**), long-distance and high-mobility communications (**LDHMC**), and extremely low-power communications (**ELPC**) [19, 20].

**6G use cases**

The societal and economic trends are driving the identification of relevant use cases for **6G**. The Hexa-X project provides a vision on the role of **6G** in the evolution
of society [21–23], accounting for these trends and setting the baseline for the identification of use cases. Combining the sets of use cases identified by the various European projects provides an overview of the envisaged usage enabled by 6G. These different use cases can be clustered into broad and generic use case families, encompassing both evolutionary use cases and revolutionary ones, building on new functionalities. These generic use case families can be considered from the perspective of the type of end-user usage involved, as shown in Figure 2.1, such as:

- **Telepresence**: Immersive experience is a central theme for various use cases, with different degrees of immersion, from the evolution of XR experienced with 5G but with increased mobility, reliability, and scale to a fully immersive experience, fully merging physical and digital worlds, with various application areas, both professional and personal (travel, gaming, sports, etc.). This will leverage both the expansions and evolutions of existing technologies, providing connectivity as well as incorporating novel functionalities such as localization, sensing, and computational offloading.

- **Robots**: In parallel with the development of 6G, the evolution of robots and autonomous systems will continue, and robots are envisioned to become part of everyday life, both in professional and personal settings. They will collaborate and interact with each other, but also with humans. The generalization of robots will increase productivity but will also offer solutions to assist humans in their daily lives, meeting societal demands such as care of disabled persons. Although many aspects of this use case may be served by existing technologies, the increased demands for concurrent reliability, high bitrate, and low latency necessitate novel approaches.

- **Twinning**: The concept of DT will be extended in 6G, generalizing the use of the full digital representation of an environment to enhance control,
management, and maintenance of different flows and objects to various activity sectors. To capture, store, analyse, and distribute the digital representation of the environment, it will require a seamless network of unprecedented scale, incorporating sensing, computational offloading, and connectivity with low latency to numerous devices at the same time.

The generalization of these new services will also call for a new generation with increased capabilities to support large deployments.

Other use-case families can be identified according to the research challenges and values addressed:

- **Sustainability:** 6G can be a solution, for various verticals, to enable new use cases contributing to the reduction of their environmental impact (agriculture, industry, logistics, smart city, etc.). 6G can also help meeting societal demands by facilitating access to key institutions and enforcing human rights, such as access to healthcare, education, and reduction of inequalities.

- **Resilience:** Various 6G use cases are built upon resilient infrastructure, guaranteeing the delivery and quality of service despite the complexity of the network and possible situations and events. A resilient 6G network can be an asset to improve and develop key usages (e.g., in the automotive sector) or to develop new usages (e.g., facilitating public protection).

- **Trust:** A high level of trust in 6G networks is a prerequisite to various use cases, involving sensitive information or operations.

Other use-case families can be identified, related to capabilities offered by the network, either related to the management and operation of the network. New use cases can also be enabled, thanks to new capabilities introduced by 6G, such as sensing, positioning, AI processing, or compute capabilities.

Each use-case family encompasses a wide range of usages, from evolutionary ones, extending and enriching the 5G usages with new capabilities, to more disruptive ones, opening up new horizons where 6G could benefit and transform society. 6G use cases can also be evolutionary, relying on improvement of existing technologies, but also revolutionary when introducing new capabilities, such as sensing, AI, and compute capabilities as well as novel devices and interfaces.

**6G requirements**

Like the use cases, requirements for 6G can also be categorized into the evolution of key performance indicators (KPIs), e.g., higher throughput, lower latency, and revolution of novel KPIs (Figure 2.2). These novel KPIs explicitly focus on the E2E view required by novel 6G use cases, such as E2E dependability or service
availability. With the envisioned novel capabilities of 6G systems, such as ultra-precise 6D localization, sensing, and artificial intelligence functionality, additional KPIs for these capabilities need to be considered. KPIs for novel capabilities are discussed in [23].

In addition to KPIs, the social and economic trends towards 2030 motivate additional indicators for the fulfilment of key values, such as sustainability, inclusiveness, trustworthiness, and flexibility. To this end, the key value indicators (KVIs) and a methodology for value representation is introduced and described in [21, 22], and [23], with further alignment across different projects towards a unified methodology happening in the 6G-IA [24].

The main point in this methodology is that the use cases introduced at the beginning of this section can contribute to the key values, and a KVI is used to illustrate this. When feasible, it is proposed to use the target level of the UN SDGs as a preferred framework for identifying and detailing the value impact. In some cases, a KVI quantification may be challenging, and then a connection to a KPI can be made to grade or assess a value creation potential and contribution from a use case. For the key value of trustworthiness, a “level of trust” as a KVI is explored, and for flexibility, an association is made to proxies such as scalability requirements/KPIs.

A KVI analysis of a selected set of use cases is included in [23].

2.2 The Need for a New Architecture

This section presents the overall direction that the 6G architecture should move towards to fulfil the trends and technology evolutions. This is done by defining a set of architectural principles and followed by a high-level E2E architecture view.
2.2.1 Architectural Principles

To serve as a guideline when developing the 6G architecture, eight different architectural principles are defined [24, 26]. The order or the numbering of the principles does not indicate the level of importance. Figure 2.3 shows a summary of the eight different principles.

Principle 1: Exposure of capabilities

The architecture solution shall expose new and existing network capabilities to E2E applications and management, such as predictive orchestration. The analytic information can, for example, be performance for predictions, such as latency and throughput, or it can also be localization and sensing information.

Principle 2: AI for full automation

The architecture should support full automation to manage and optimize the network without human interaction. The closed-loop network automation assumes the use of AI/ML.

Principle 3: Extensibility and flexibility

The ability of the network to adapt to various topologies without loss of performance while still enabling easy deployment. This can, for example, be the ability to adapt to new traffic demands, spectrum situations, private networks, and ad-hoc mesh networks.
Principle 4: Scalability

*The network architecture needs to be scalable both in terms of supporting very small to very large-scale deployments, by scaling up and down network resources based on needs.*

Principle 5: Resilience and availability

*The architecture shall be resilient in terms of service and infrastructure provisioning using features, such as multi-connectivity and removing single points of failure.*

Principle 6: Exposed interfaces are service based

*Network interfaces should be designed to be cloud-native, utilizing state-of-the-art cloud platforms and IT tools in a coherent and consistent manner.*

Principle 7: Separation of concerns of network functions

*The network functions have a bounded context, and all dependencies among services are through their application programming interfaces (APIs) with a minimal dependency with other network functions, so that network functions can be developed, deployed, and replaced independently from each other.*

Principle 8: Network simplification in comparison to previous generations

*The network architecture should be streamlined to reduce complexity by utilizing cloud-native upper-layer RAN and CN functions with fewer (well-motivated) parameters to configure and fewer external interfaces.*

2.2.2 End-to-end Architecture

Figure 2.4 depicts a high-level view of the envisioned 6G architecture and highlights the key technical enablers. The various building blocks are organized into three layers: **Infrastructure, Network Service (NS), and Application.**

The **infrastructure layer** comprises RAN (addressed more in Chapter 3), CN, and transport networks, which contain radio equipment, switches, routers, communication links, data centres, cloud infrastructure, and so on. The infrastructure layer provides the physical resources to host the NS and application layer elements.

The envisioned 6G infrastructure layer should also contain RAN improvements, such as extremely low latency, high reliability, high availability, high data rate, high capacity, affordable coverage, and high energy efficiency. Extremely high data rate links will be required in some very high-performance applications anticipated in 6G, e.g., immersive smart cities (a use case from telepresence use case family) and fully merged cyber-physical worlds (a use case from twinning use case family) (see Section 2.1). Most of those are related to highly advanced online imaging, including holographic communications as well as providing extreme data rates for
high-capacity cells. In those cases, a throughput of 100 Gbit/s or even significantly higher can be required. This means bandwidths of several tens of GHz would be required to provide this. The architecture design, in particular the infrastructure layer, needs to ensure that such data rates can be brought to local small-scale base stations that will serve end users. More details can be found in Chapter 3.

Furthermore, due to the introduction of new use cases and their strict requirements, e.g., immersive smart city [22], the infrastructure layer envisioned for 6G should be able to accommodate new enablers, such as localization and sensing (addressed more in Chapter 4). Joint communication and sensing (JCAS), also known as integrated sensing and communication (ISAC), will be one of the main differentiators of the vision for 6G architecture with respect to 5G communication systems. Sensing not only includes positioning but also encompasses other novel functionalities that were not present in 5G, such as radar-type sensing and non-radar-type sensing using communication technologies, which in turn leads to new services, such as sensing as a service (SaaS), and landscape sensing [23].

The deployment of mobile networks has become increasingly complex and diverse with every new generation. The 6G network of networks should easily and flexibly adapt to new topologies to meet the requirements of both extreme performance and global service coverage well beyond what 5G is capable of. The 6G architecture incorporates different (sub)network solutions into a network of networks. The 6G network should also be able to support very small to very large-scale deployments, by scaling up and down network resources based on needs (see Chapter 5). 4G brought the so-called heterogeneous network (HetNet) solutions, i.e., how networks with both wide-area macro- and small-cell pico-base stations should cooperate. The extension of the radio spectrum into mmWave in 5G added yet another aspect to flexible deployment. 6G deployments will include nodes using even higher sub-THz spectrum (e.g., in the 100–300 GHz frequency range) with limited coverage as well as nodes at low frequencies with seamless coverage. Furthermore, the number of network solutions for capacity and coverage is also expected to increase in the 6G timeframe. These include solutions such as distributed multiple-input multiple-output (D-MIMO) networks, non-terrestrial networks (NTN), campus networks, mesh networks, and cloudification of the network elements. Thus, 6G will be a network of networks.

Even with the new 6G solutions mentioned, the increased use of mobile broadband and digital solutions may require a more densified network, in order to cope with the increased capacity needs. This could lead to an increase in overall emissions unless energy efficiency continues to be addressed.

The envisioned 6G architecture will employ a number of key sustainability enablers to complement the 6G sustainability targets; it is fundamental to jointly take into account all the sustainability aspects of networking, including hardware,
planning, deployment, operations, and the entire equipment life cycle. These aspects can be effective in achieving sustainability in all layers and levels of the architecture, namely at deployment levels that include architectural and hardware innovations, at management and orchestration levels that target network operation efficiency maximization, at service/application layers, such as application-aware networks, and at cross-layer sustainability enablers that include innovations in two or more layers. Detailed information on these enablers can be found in Chapter 6.

The NS layer is envisioned to be cloud- and micro-service-based with functions and microservices expanded from central cloud to the edge cloud (see Figure 2.4). One of the key technology enablers of the NS layer is the introduction of the extreme edge cloud (see Figure 2.4)). Extreme edge cloud covers part of the network with high heterogeneity of devices with a wide variety of technologies, in terms of both hardware and software. These devices could be personal devices (smartphones, laptops, etc.) and a huge variety of IoT devices (wearables, sensor networks, connected cars, industrial devices, connected home appliances, etc.). The concepts of edge and extreme edge computing become more and more relevant for the 6G architecture and services. Microservice-based implementation can provide improvements towards a softwarized, intelligent, and efficient 6G architecture. Chapter 5 describes the enablers for an intelligent network. The ultimate target for the 6G architecture is to enable autonomous and adaptable networks, with no (or minimal) human intervention, leveraging cognitive, closed-loop control network functions that can be instantiated on an on-demand basis, even across network domain boundaries. In this sense, an intelligent 6G architecture should be able to define the underlying mechanisms to support embedded AI for 6G and ensure dynamic adaptability of the network architecture to new use cases while keeping the infrastructure and energy costs at acceptable and sustainable levels.

Another important aspect of a more flexible and intelligent network is programmability, addressed in detail in Chapter 7. Programmability can be a tool to introduce new features, especially to deployments that have a limited footprint due to limited hardware types and specific requirements. Over the last decade, programmability is significantly enhanced thanks to the software-defined networking (SDN) paradigm as well as the ongoing trend towards softwarization and cloudification. For 6G architecture, this trend is expected to continue in order to allow third-party developers to interact with the network in new ways, and 6G architecture is expected to ensure reusability and flexibility.

Furthermore, with a cloud-native approach, the RAN and CN architectures can be streamlined, e.g., reduce some complexity by removing multiple processing points for a certain message and removing duplication of functionalities among functions [30].
Application Instance #1 Immersive smart cities
Application Instance #2 AI-assisted Vehicle-to-Everything (V2X)
Application Instance #N Fully merged cyber-physical worlds

Figure 2.4 End-to-end system view of the 6G architecture [23].
Cloud-native technologies can enable the creation of cloudlets at the edge of the network, with application-to-application and function-to-function communications, which are capable to satisfy a large number of interconnected assets with flexible mesh topologies. Another important aspect of the NS layer is the exposure framework and integration fabric. It establishes a communication channel that enables seamless interoperation and networking across different domains.

The 6G architecture will be able to support the strict requirements of various use cases that have been envisioned for the next generation of mobile networks (see Section 2.1.3). In particular, use cases belong to massive twining and telepresence use-case family, e.g., immersive smart city [22] that can be a digital replica of a real traffic scenario of the city, the automated train operations, the control of the utilities (energy, water, gas, etc.), air quality and more are some of the aspects of the implementation of massive twining to city environments. An interactive 4D map can be used to plan utility management, such as public transport, garbage, piping, cabling, buildings, and heating, or to connect many parts of a factory that can be inspected and steered in detail. Similarly, AI-assisted vehicle to everything (V2X) is another example of use cases that can provide high level of safety and security for any transport system, especially road transport due to the prevalence of accidents. This motivates the need to further explore the potentiality of the AI algorithms for enhanced automotive services provided by future 6G networks, and it requires a solid architectural foundation.

Network M&O is gradually moving towards increasing the levels of automation and fully automated closed-loop control. This is supported by the parallel adoption of advancements in AI/ML technologies. The aim of this shift is to provide a framework to optimally support reliability, flexibility, resilience, and availability and addressing changes in the infrastructure, requirements, and failures. More details on the 6G M&O architecture envisioned for 6G can be found in Section 2.4.

Security and privacy mechanisms are integral parts of the overall architecture, affecting all network layers as well as the M&O domain. Figure 2.6 highlights the 6G security technology enablers across different layers [31].

Privacy-enhancing technologies are important on all layers where sensitive data are gathered or processed, and clearly also in the management domain. Similarly, AI/ML security is relevant for all functions making use of AI/ML, in the sense of specifically protecting this use, but also refers to AI/ML-driven security mechanisms, e.g., in the management domain [32]. Finally, distributed ledger technologies are relevant wherever it is required to establish “distributed trust,” i.e., trust that is not anchored in a centrally trusted authority, as it may be the case in inter-domain management.

Figure 2.5 shows one possible functional view of the envisioned 6G architecture, which is depicted on the E2E system view of the architecture. It is hierarchically
Figure 2.5 Functional view of the proposed 6G reference architecture with the focus on the stratum.
composed of the set of planes that traditionally build the mobile network architecture and has done so since the earliest releases of the 3rd generation partnership project (3GPP) standards. In this context, and by borrowing and extending the terminology from the 3GPP system, a stratum is defined as a set of coordinated functions that is running in different planes or domains of the network. For the proposed functional architecture, four strataums on Network, Sensing, Security & Privacy, and Intelligence have been introduced.

**Network stratum** is consisted of network functions in control plan (CP) and user plan (UP) that are responsible for delivering the expected QoS, efficiently allowing user equipment (UE) to exchange data with the network. CP and UP entail novel access technologies, which may also include the ones leveraging sub-terahertz bands and visible light communications; AI-native air interface, arranged in specific ways (e.g., cell free networks [33, 34]), and even including extreme edge functions like the ones that are managing and reconfiguring intelligent meta-surfaces.

Traditionally, the non-access stratum included functions from the UE, UP, and CP. The network intelligence stratum encompasses and coordinates functions in all networks, ranging from the intelligent operation of network functions to their autonomous management and orchestration. The network intelligence stratum gathers data and analytics from the infrastructure layer.

The infrastructure can be extended to include environmental aspects (i.e., the environment where the infrastructure is deployed, and functions are executed) to allow a tight interaction between the network and the surrounding space. Properly steering beams at very high frequencies or using unmanned aerial vehicle (UAV) to extend the network’s coverage requires a sensing stratum that can efficiently coordinate functions, harvesting data from fixed landmarks or dynamic laser/light imaging, detection, and ranging (LIDAR) scans, or even using the UP wireless technology as an additional source of sensing, possibly in an energy harvesting fashion.

The last stratum is the security & privacy stratum, which manages the cyber security and data privacy aspects of the network. This stratum coordinates functions in all the planes and domains of the network up to the vertical service provider one, which also benefits from the enhanced 6G security and cooperates with it to minimize the attack surface, while allowing the service customers to have full control over the data (including the network one).

Clearly, this richness in the available network functions, which have to be arranged and properly configured according to the network slices they belong to, poses new challenges to the management plane of the network, see Section 2.4.

This interaction is possible thanks to the enhanced exposure interface between the network and the vertical service providers on the application layer, through the
use of network applications, which can leverage on data, functions, and procedures offered to support and enhance the user experience. Through the exposure interface, the traditional barrier between operators and service providers is removed, allowing a white-box customization of the vertical services.

### 2.3 Security & Privacy Architectural Components

Figure 2.6 shows the overall architecture, visualizing the applicable security and privacy components in all areas, and highlighting the specific 6G security technology enablers. While the focus lies on the technology enablers as new architectural components, a holistic 6G security architecture must also comprise today’s well-proven security mechanisms, as far as they are still relevant in 6G. On this basis, Figure 2.6 summarizes these components, without the aspiration of exhaustiveness and depth of detail.

Figure 2.6 distinguishes among non-virtualized equipment (for radio access and optical transport), the cloud infrastructure, and the software running on it, including the virtualization layer, the logical network layer, and the management and orchestration functions, including security and risk management and inter-domain management. In each part, the figure shows the most relevant security and privacy building blocks or architectural components, with the new 6G security technology enablers highlighted in red, and the more traditional building blocks, like for example “Secure SW,” in blue.

Many building blocks apply to multiple areas, e.g., “Secure SW” applies to the non-virtualized radio and optical equipment (as far as this equipment comprises software), to the virtualization layer, and to all the software running on it, including M&O functions. As another example, “Trust foundations” apply to all hardware, i.e., the radio and optical equipment as well as the cloud infrastructure. On the other hand, some building blocks appear in dedicated places only, like “Distributed ledger technologies” appearing at inter-domain management only, but this does not preclude the potential applicability of the building block in other areas. Also, when a building block appears in an area, this does not imply that the building block is always applicable. For example, certain non-virtualized radio access equipment may not have access to sensitive data, so no privacy-enhancing technologies may be required here. As another example, obviously not all transport equipment is required to support quantum key distribution.

The traditional security building blocks may be mostly self-explaining, but note the following:

- “Secure SW” refers to software with a low (close to zero) degree of vulnerability. “Secure HW/FW” has the same meaning for hardware or firmware. An
Figure 2.6 Overview of the essential 6G security architectural components [33]. The new 6G security technology enablers highlighted in red, and the more traditional building blocks are in blue.
example is the robustness of a processor against leaking information between different processes running on this processor in a (quasi-) parallel manner.

- “Secure protocol and API design” refers to robustness not only against external attackers (which is typically achieved by the use of cryptography), but also against erroneous or malicious behaviour of authorized peers.
- “Classical management security mechanisms” comprise well-established mechanisms, such as access control, role-based access, secure logging, isolation of management functions/traffic from all other traffic, etc.

Further details on the components of the security and privacy-preserving technologies are provided in Chapter 8.

2.4 Service Management and Orchestration

Service M&O deals with the deployment and operation of the NSs supplied through the mobile network operator (MNO) to their customers, preserving all of the contractual aspects associated to those services. It addresses the provision of services, QoS and quality of experience (QoE) fulfilment, or fault reporting, among others. In previous generations of the mobile communications systems, the customers of the MNOs have been mainly individuals consuming voice and messaging services. However, the market situation is much more complex now, including new data services and corporate customers, such as vertical industries, digital operators, hyper-scalers, or large-scale content providers, among others. It is anticipated that this trend, in terms of heterogeneity of stakeholders and provided services, could continue and even experience growth within the coming years.

To cope with this complexity, it is needed to enable the services M&O systems with the required capabilities to provide the necessary orchestration resources. Specifically, the following main capabilities have been identified for the future 6G M&O systems.

The adoption of the cloud-native principles also in the M&O system.
This would be aligned with the E2E architectural concepts in Section 2.2.2, but from the M&O perspective, it would involve three main aspects: (i) the priority on using micro-services, i.e., light-weight self-contained, independent, and reusable components from different suppliers; (ii) the implementation of the service mesh concept, regarding the communication among the network components; and (iii) the enabling mechanisms for the NSs to be deployed/updated using “continuous” DevOps-like practises, e.g., implementing CI/CD workflows with a high automation degree.

Unified M&O across multiple domains that could be owned/administered by multiple stakeholders and featured with heterogeneous technology resources. This entails the definition of converging interfaces, the mechanisms to dynamically
check and expose the different resources and capabilities from each domain, and the access control procedures for consuming the various primitives and services.

**Increased degree of automation** to strongly reduce manual interventions regarding the functionalities of service and network planning, design, provisioning, optimization, and operation/control, leveraging closed-loop and zero-touch responses. The M&O system needs to be able to identify, detect, or predict potential issues, triggering automatic reactions.

**Adoption of data-driven and AI/ML techniques in the M&O system.** AI/ML techniques could cover numerous optimization aspects and lifecycle actions concerning the services M&O, including resource allocation and slice sharing at provisioning time, service composition, scaling, migration, re-configuration, and re-optimization of NSs, among others.

**Intent-based approaches for service planning and definition.** In order to help with the extended complexity, the M&O system would implement automated mechanisms for translating service specifications and commands based on high-level intents, which might be expressed even in natural language (e.g., relying on AI/ML techniques).

To meet these main challenges, the M&O system is seen as a common functionality impacting all layers of the E2E architecture: from the infrastructure up to the applications (see Figure 2.7). In this regard, an initial high-level M&O architectural design for the future 6G networks has been produced. This architectural design takes the previous 5G architectural view from the 5G PPP Architecture Working Group as a baseline [34, 35] represents the structural view of this architecture, with the main building blocks grouped in different layers.

The NSs and slices at the service layer (top in Figure 2.7) are executed on the infrastructure layer (bottom) through the network functions at the network service layer (middle). All these elements (network functions, services, and slices) are designed and provided from the design layer (right).

A new layer, named the *design layer*, has been included to represent the M&O-related operations involving third-party software providers. This is intended to introduce the well-known DevOps-like practices (e.g., continuous integration and continuous delivery/continuous deployment (CI/CD)) in the telco-grade environment. Also, hyperscalers, private networks, and the extreme edge domain have been explicitly included as part of the infrastructure layer. New control loops have been included: (i) the “DevOps control loop,” representing the automated continuous iterations (e.g., CI/CD) between the MNO scope (grey colour) and the external design layer (light blue colour); and (ii) the “infrastructure control loop,” meant to automate the infrastructure discovery processes and the related monitoring methods targeting the extreme edge asset integration (which can be potentially asynchronous in terms of connection/disconnection of devices, so requiring special
Figure 2.7 Proposed 6G management & orchestration system – structural view [34].
processes for their management). As in the baseline architecture in [35], NFs are associated in different groups at the network layer (e.g., radio access functions, CN functions, M&O functions, AI/ML functions, etc.). However, following the cloud-native practices, these functions would be primarily implemented through containerized NFs (CNFs), although also through virtualized NFs (VNFs), physical NFs (PNFs), or other NF implementation technologies (e.g., to ensure backward compatibility). It should be noticed here that, although some functions work only as managed resources (e.g., CN functions or third-party functions), others are specific M&O resources (e.g., the monitoring functions or the management functions themselves); however, other functions are hybrid: they can support M&O resources (e.g., certain security-related or AI/ML functions) or work as pure managed resources (e.g., certain AI as a Service (AlaaS) functions or security functions not in the M&O scope). Functions in the network layer are generic, i.e., instead of referring specific functions (e.g., communication service management function (CSMF), media resource function (MRF), NFV orchestrator (NFVO), etc.) as in [35], just generic blocks are provided. This is intentional, in order to consider the new functions that would be probably defined for the future 6G stack. A new set of AI/ML collaborative components have been distributed across the network covering both managing and managed scopes. M&O functions can be instantiated in the three different layers (service, infrastructure, and network layers), including specific security-related functions. Finally, and also aligned with the cloud-native approach, a new cross-layer API management exposure block has been included to communicate the different network elements in the different network layers. In short, it mimics the behaviour of the zero-touch service management (ZSM) cross-domain integration fabric, enabling the so-called capabilities exposure of the network of elements in the various architectural layers. It makes possible communicating the various M&O resources within and between administrative domains, although it could be applied more broadly to represent potential federated interactions.

### 2.5 Summary and Outlook

This chapter discusses the current architectural trends and technologies for the future 6G network. Motivated by the surge of new requirements stemming from societal trends and use cases, a set of architectural principles has been introduced, and new architectural and technical enablers needed for the 6G architecture have been identified. A high-level view of a possible E2E system of the 6G architecture as well as a functional view is described. Thereafter, a description on how the enablers fit into the system view is given, which is also an overview of the content in this book. The chapter dives into the security and privacy area in a bit more detail and
gives an overview of the 6G security and privacy architectural components. Finally, the main capabilities needed for a future 6G M&O systems are discussed.
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Chapter 3

Towards Versatile Access Networks

By Mir Ghorashi, et al.

3.1 Introduction

Compared to its previous generations, the 5th generation (5G) cellular network features an additional type of densification, i.e., a large number of active antennas per access point (AP) can be deployed. This technique is known as massive multiple-input multiple-output (mMIMO) [1]. Meanwhile, multiple-input multiple-output (MIMO) evolution, e.g., in channel state information (CSI) enhancement, and also on the study of a larger number of orthogonal demodulation reference signal (DMRS) ports for MU-MIMO, was one of the Release 18 of 3rd generation partnership project (3GPP Rel-18) work item [2]. This release (3GPP Rel-18) package approval, in the fourth quarter of 2021, marked the start of the 5G Advanced evolution in 3GPP [3]. The other items in 3GPP Rel-18 are to study and add functionality in the areas of network energy savings, coverage, mobility support, multicast broadcast services, and positioning [2].

The 6th generation (6G) cellular network will continue to modernize the existing radio access networks (RANs) towards satisfying 6G network’s key performance

---

1. The full list of chapter authors is provided in the Contributing Authors section of the book.
indicators (KPIs) [4]. Future networks will likely combine a range of RAN technologies from macro cells to small cells with very high-capacity, short-range links. This calls for dense small cell deployments, especially for throughput-demanding use cases required simultaneously by a high proportion of people in populated areas such as dense cities [5]. On the other hand, the technology’s evolution towards cost reduction and improved efficiency requires all future deployment scenarios to rely on a superior transport network and network fabric that is flexible, scalable, and reliable to support demanding use cases and novel deployment options, such as a mixture of distributed RAN and centralized/cloud RAN enabled by artificial intelligence (AI)-powered programmability. The benefit of cell densification is to achieve a certain area capacity using less complicated hardware at the expense of using more APs (adding to the infrastructure requirement), which then means more interference. Distributed MIMO (D-MIMO) is a technology that combines the best aspects of ultra-dense cellular networks with MIMO technology to enjoy the strengths of both technologies [6].

From a technical perspective, an increased number of cooperating APs will pose new challenges for providing front/back-haul access to all nodes. On the other hand, at mmWave and sub-THz frequencies, a lot of bandwidth will be available (a total of 17.25 GHz of spectrum has been identified between 24 and 86 GHz [6, 8]), and links will be supported by very directive antennas limiting the amount of interference. This opens the door for integrated access and backhaul (IAB) solutions, sharing the same resources, but requiring potentially new beamforming and scheduling concepts [9]. It is foreseen that the wireless backhaul capacity will be enhanced in 6G by orders of magnitude, enabling the cost-efficient provision of 6G services using IAB even to remote areas that are currently cost prohibitive [5]. One cost-effective and backward-compatible method in densifying the cellular network is by combining different radio access technologies via multi-connectivity technology [10]. This technology was introduced originally as dual-connectivity in 3GPP Rel-11; nevertheless, it is still viable beyond the 5G era [11]. Another technology considered for 6G networks is reconfigurable intelligent surface (RIS), comprising an array of reflecting elements for reconfiguring the incident signals. Owing to their capability of proactively modifying the wireless communication environment, RISs have become a focal point of research in wireless communications to mitigate a wide range of challenges encountered in diverse wireless networks [12]. RIS technology is attractive due to its several advantages, namely, ease of deployment, spectral efficiency enhancement, and environmental affability [13].

There are yet several envisioned 6G use cases that require an extreme data rate in the order of 100 Gb/s even up to 1 Tb/s in specific scenarios. This cannot be fulfilled with current communication standards or realized by a simple evolution of available wireless technologies, rather it requires new technologies beyond the capabilities of
existing systems [14]. One approach for achieving such an extreme data rate relies on exploiting ultra-wide bandwidth of multiple GHz, which is available in the frequency range above 100 GHz, especially in the range 100–300 GHz, which is denoted as sub-THz [15].

The current chapter, “Towards Versatile Access Networks,” provides an overview of the technologies introduced above, namely, D-MIMO, IAB, RIS, multi-connectivity, and sub-THz, in some more detail. The reader will notice that the chapter provides a non-exhaustive list of candidate technologies for the 6G RAN.

3.2 Distributed MIMO

3.2.1 What is D-MIMO for 6G?

Multi-antenna system technologies have evolved during every generation of wireless networks. After single-input single-output (SISO) systems, point-to-point MIMO has been introduced in the 3rd generation mobile communications (3G), and subsequently, the 4th generation (4G, or long-term-evolution advanced, LTE-Advanced) system is based on multi-user MIMO. Densification, i.e., increasing the number of base stations (BSs) per unit of space, is one of the main techniques that resulted in improving spectral efficiency in 4G and 5G cellular networks [1]. The drawback of this solution is high interference that negatively affects the performance of cell-edge users [15]. Networks of next generation will have to deal with even higher density of infrastructure to provide the expected performance [14]. This requires a rethinking of the underlying architecture to eliminate the cell boundaries [15, 17].

Heterogeneous networks (HetNets) have been utilized as an alternative to the homogenous cellular network architecture containing BS and possessing similar properties, where various transmission nodes (e.g., pico-cell, femto-cell, and remote-radio-head (RRH)) are installed within the same macro-cell area to improve the quality of service of cell-edge users as well as the system-wide service quality. These transmission nodes are network components that work in coordination with the central BS, but also differ from the BS in various aspects, such as transmit power levels and hardware. For example, RRHs are composed of antennas and RF amplifiers, and are connected to the BS via fibre cables or radio links using baseband signals, which transform the macro-cell deployment into a distributed antenna system concept.

The 5G NR standard introduces mMIMO, where each BS is equipped with many antenna elements, enabling it to serve numerous user equipment (UE) simultaneously by means of highly directional beamforming techniques. This approach is benefiting from channel hardening and favourable propagation utilizing the
Joint Transmission Coordinated Multi-Point (JT-CoMP), which enables coherent transmission from clusters of BSs to overcome the inter-cell interference within each cluster [20, 22], has also attracted the attention during the past 10 years; however, it did not become part of the 5G NR standard, as LTE standardization [23] did not deliver significant gains in practical deployments. This can be mainly attributed to the considerable amount of backhaul signalling for CSI and data sharing resulting from a network-centric approach to coherent transmission [24], whereby the BSs in a cluster cooperate to serve the UE in their joint coverage region. The practical implementation of JT-CoMP was also hindered by other attributes of LTE, such as frequency division duplex (FDD) operations and a rigid frame/slot structure, which did not allow for effective channel estimation.

One question for the 6G is what the next evolution of MIMO is going to be, and what the demands and needs of 6G networks from multi-antenna systems will be. 6G should provide limitless connectivity with both functional and deployment values [25]. Among other licenced bands, e.g., mid-bands, it will likely utilize mmWave frequencies and is expected to provide high spectral efficiency and predictable quality of service (QoS) to the UE. To ensure more consistent quality and non-intrusive, flexible, and robust networks, multi-point transmission is expected to become common [26]. It is envisioned that joint transmission and reception via spatially separated transceivers are going to be vital in upcoming systems [27].

Cell-free (CF) mMIMO [24, 28] combines the elements of small cells [20], mMIMO [21], and UE-centric JT-CoMP [20, 29], as illustrated in Figure 3.1. In a CF context, the mMIMO regime is achieved by spreading many antenna elements across the network (even in the form of single-antenna BSs [17, 30]), which provide enhanced coverage and reduced path loss. Moreover, a UE-centric coherent transmission extended to the whole network, where each UE is served jointly by several BSs, allows to practically eliminate the interference, as shown in [31].

Such a large-scale D-MIMO system, which can be thought of as the ultimate embodiment of concepts, such as network MIMO [31], multi-cell MIMO cooperative networks [22], virtual MIMO [32], ultra-dense networks, and JT-CoMP, is now regarded as a potential physical-layer paradigm shift for 6G networks [33].

A set of transmission nodes (APs) is assumed to be connected to a central processing unit (CPU) via fronthaul links, e.g., high-capacity fibre-optic cables, which convey both the UE-specific data and processing weights that enable network-wide processing for the computation of the AP-specific precoding strategies [24], see Figure 3.1. Since APs can perform channel estimation and distributed precoding locally, D-MIMO constitutes a scalable way to implement the network MIMO concept. Moreover, precoding can be designed by using channel estimates acquired...
via uplink pilots by leveraging the channel reciprocity of time division duplex (TDD) operation; therefore, the overhead due to the channel estimation is independent of the number of APs and scales with the number of transmission layers. APs pertaining to different CPUs may serve a given UE.

As depicted in Figure 3.1, APs pertaining to different CPUs may serve a given UE, resulting in a distributed communication computation platform. Such a platform offers several features that are very well suited to support the diverse novel interactive use cases envisioned for 6G [34]:

1. Local connectivity-computational resources: many “mixed reality” applications rely to a significant extent on local content, and distributed processing can increase efficiency and reduce bottlenecks both regarding bandwidth and energy.
2. Proximity: excellent connectivity can be achieved with drastically lower transmit power. Applications can benefit from the distributed, local computational capabilities in the access infrastructure. The expenditure of overall network bandwidth can be drastically reduced as the dependence on medium- and long-distance connections will be minimized, resulting in very efficient usage of network bandwidth and energy. Interaction with energy-neutral devices essentially and realistically needs charging features to be close to these devices.
3. Redundancy: retransmissions can be avoided to achieve unperceivable latency and ultra-reliable connections.
4. Diversity: they can offer consistently excellent service levels that are essential for robust, innovative interactive applications, requiring imperceptible latency and zero outages. Precise and accurate indoor positioning can benefit from hyper-diversity, and favourable propagation conditions can be created to achieve consistent good communication quality and extensive spatial multiplexing.

The terminology for the transmission nodes in D-MIMO needs to be clarified, where both BS and AP are used in the literature; however, without expressing the functions placed in the units, any term like BS or AP does not provide sufficient information. Since BS can be interpreted with different functionalities, throughout this context, it is preferred to use the term AP as a distributed antenna or transmission node. A gNodeB (gNB) is introduced with functional splits in 5G era, e.g., radio unit (RU), distributed unit (DU), and centralized unit (CU), and the splits in D-MIMO have not been defined yet. One interpretation is that the APs may have little processing capability, and CPU may be the DU as it involves low-level functions. Accordingly, in such an interpretation, multiple CPUs may connect to CU. Herein, DU may be further split by centralizing the medium access control (MAC) and radio link control (RLC) layers with reference to the physical layer (PHY). In investigations, where the functional split is not fundamental, BS/AP and AP can be used.

3.2.2 D-MIMO Potential

At lower carrier frequencies (sub-6 GHz), where coherent transmission is possible, D-MIMO can be used to increase the spectral efficiency of the system and, in principle, to avoid inter-cell interference. Moving up in frequency, available bandwidth becomes larger, and spectral efficiency is not necessarily the main concern anymore. Instead, the reliability of the communication links becomes a primary concern. Reliability is impacted by the higher path loss, lower available output power of semiconductors, narrower antenna beams, and most importantly, a higher level of signal blockage. On the other hand, the feasibility of practical implementation highly depends on the RF hardware capabilities and other constraints, such as size, power source, and mobility. Moreover, the responses of different hardware components are influenced by the centre frequency, bandwidth, and waveform. Furthermore, the beamforming architecture and the possibility of exploiting spatial multiplexing depend on the radio channel characteristics, which need extensive measurement and modelling.

As, with D-MIMO, a link between the network and UE is provided by multiple APs, the likelihood that a link or combination of links with minimal blockage is available increases with macro-diversity. Hence, D-MIMO offers great potential to
exploit the spatial multiplexing gain of the channel and, at the same time, mitigate both unreliable links due to blockage and increased path loss. D-MIMO also allows for the densification of APs with, in the ideal case, no increase in interference. An increased density of operating APs will further reduce the likelihood of blockage and will also be necessary to have sufficient link margin due to output power limitations and increased path loss at mmWave and sub-THz frequencies.

### 3.2.3 D-MIMO: Roll-out Considerations

The appeal of D-MIMO as a 6G solution is its high degree of macro-diversity that results in a predictable service quality over the entire service area. The line-of-sight (LoS) probability for D-MIMO is very high, which makes it suitable for deployment in very high-frequency bands where radio propagation makes it challenging to provide a robust access link for mobile users. In theory, under the assumption of full CSI, there is no upper limit on the capacity of a D-MIMO system while densifying the distribution of nodes [31]. However, the capacity will be limited by practical constraints such as cost, power, and hardware impairments, as discussed in Section 3.2.4.

The main challenge for large-scale D-MIMO roll-outs is arguably the cost of installing many nodes in different places, each requiring fast and high-speed fronthaul connections. D-MIMO installations need to be easy to deploy, have a small and non-intrusive visual footprint, and be flexible to scale and extend. Clearly, there are seemingly conflicting requirements that D-MIMO needs to fulfil, as shown in Figure 3.2.

If every D-MIMO AP requires a dedicated fronthaul cable, then there is no way to make a large installation economically feasible. That is, in case every AP requires separate cables to each of its neighbouring APs, the installation would become complex, labour-intensive, and costly. Therefore, it must be possible to cascade multiple APs on the same fronthaul connection. Moreover, cascading or serializing the fronthaul may not be sufficient.
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**Figure 3.2.** D-MIMO needs to fulfil seemingly conflicting requirements on functional complexity and deployment costs.
There are two different ways to provide fronthaul/backhaul to different APs, i.e., through fibre or wirelessly. For D-MIMO deployments, both ways need to be highly efficient. An optimized wired fronthaul can be realized through the so-called “radio stripes” [35], while wireless fronthaul/backhaul can be realized efficiently by integration with the access network. In this scenario, APs are integrated into a radio stripe as depicted in the left part of Figure 3.3. The radio stripe provides the fronthaul data and power supply for each AP as well as physical protection and encapsulation. With similar low-power techniques that are also used in mobile phones, the entire AP can be implemented in a system-on-chip (SoC) package that is denoted as antenna processing unit (APU) in Figure 3.3. An APU may contain some digital processing function (e.g., a digital signal processing (DSP) unit), an antenna panel consisting of one or more antenna elements, and one or more external interfaces that can connect to other APUs or to CPU. D-MIMO may also make use of a meshed fronthaul, sometimes denoted a RadioWeaves [36], as depicted in the right part of Figure 3.3. In a meshed fronthaul, the actual fronthaul segments may be implemented using wires, but the fronthaul segments may also be wireless. Further analysis of RadioWeaves is presented in Section 3.2.5.1. These architectures open possibilities to realize ultra-reliable links and interact with low-power devices. Moreover, capacity can be scaled up quite smoothly by adding more distributed components in the network.

Outdoor D-MIMO installations need to have a low visual footprint. With radio stripes, it is possible to hide the installation in existing construction elements in the environment, see Figure 3.4. To enable a small form factor of the APs or the APUs integrated inside a radio stripe, the power consumption needs to be very low. Fronthaul connections between APs or APUs can sometimes, but not always, be realized very easily with a cable. It is, however, not realistic to assume that every
CPU can have a fibre backhaul connection. In dense urban areas, the backhaul connection can then be provided wirelessly by an existing macro BS.

Cascading or serializing the fronthaul connections is important for indoor installations as well, such as in a factory environment, as depicted in Figure 3.5. The concept can be compared to the electrical lights that are also installed in large volume inside a factory, where it is noted that this would not be possible if each electrical light required a separate cable installation. Just as one power cable can power up several lights, one fronthaul cable can connect several APs or APUs in a D-MIMO installation.

3.2.4 D-MIMO Deployment Considerations

3.2.4.1 Hardware constraints

As it will be outlined in Section 3.6, signals transmitted at mmWave and sub-THz frequencies are subject to distortion by the transceiver hardware. This is even a more important issue in D-MIMO scenarios, as the received (or transmitted) signal
is collected (produced) from several hardware in separate locations experiencing different environmental conditions that may result in different effects on part of the received signal. In this section, the main hardware effects that are particularly relevant for D-MIMO systems are discussed, that is:

- Phase and frequency coherency
- Output power
- Reciprocity

To utilize distributed antennas to their maximum extent, coherent transmission and reception would be desirable. This requires all antennas participating in coherent transmission to be tightly synchronized. Going to sub-THz frequencies, coherent schemes will be very challenging to realize due to phase noise and frequency errors. Robust techniques against coherency errors must be developed, e.g., using antenna selection.

Another key hardware effect of current semiconductor technology at mmWave and sub-THz frequencies is that it is challenging to produce sufficient output power to maintain a robust communication link over a larger distance. As a result of increased power, more non-linear distortion is created. D-MIMO is a possibility to address this limited output power challenge: APs will have challenges to reach end-points due to output power limitations, but the inherent macro-diversity in D-MIMO and support for dense deployments enable more APs close to end-points. The effect of lower output power will result in transceiver designs with more parallel power amplifiers (PAs) combined with a higher number of antenna elements, yielding higher equivalent isotropic radiation power (EIRP). At lower mmWave frequencies where the EIRP, rather than AP output power, might be the limiting factor at certain deployment scenarios, D-MIMO has the capability to allow for lowering the EIRP by dense AP deployment and still to provide sufficient coverage.

To perform beamforming in a D-MIMO system, the channel information has to be received and known. One way to do this is to assume channel reciprocity, which means uplink and downlink channel are identical (in TDD mode). The channels estimated by a device contain the air-channel and also the analogue transceiver chains. Reduced coherence time (of channel and hardware) and components that are driven more non-linearly will make it more challenging to build D-MIMO systems based on channel reciprocity.

### 3.2.4.2 Architectural considerations

Among the desirable features, techniques for enabling scalable D-MIMO systems with converged access-backhaul-and-fronthaul, delivering extreme spectral efficiency, reliable access and robust mobility in scenarios ranging from low-bands
to sub-THz bands, taking hardware impairments and deployment options into account can be mentioned.

As a first step, it would be necessary to understand how much distribution is required and where is the sweet spot in terms of complexity versus robustness and performance considering the trade-off between distributed and centralized processing. Then, one needs to deal with the practical approaches to non-coherent operation in higher bands and transport solutions satisfying the requirements. Optimum solution would be phase-coherent transmission and one centralized processor, but it will be difficult to build and meet the feasibility requirements. The other extreme would be phase non-coherent transmission with duplicating every data in each AP and relying on single-frequency network, but it will be inefficient. Further research on finding the balance, in terms of complexity versus robustness and performance, is necessary. In addition, problems such as beam management aspects, practical approaches to non-coherent operation in higher bands, and transport solutions, e.g., wired/wireless, optical/electrical, and analogue/digital, satisfying the requirements need to be addressed.

At low-frequency bands (e.g., sub-6 GHz), the spectrum is scarce, thus there is a need to grow the spectral efficiency to increase capacity for the available limited bandwidth (e.g., 10–100 MHz). One way is to have a distributed coherent antenna system. In theory, D-MIMO and coherent multipoint transmission can enable higher capacity everywhere by adding additional coordinated APs. For these bands, the digital processing is feasible in the APs and can be carried out locally. It is only sort of impairments and practical limitations that will eventually limit the performance. Furthermore, distributed processing means that there will be less information, e.g., channel estimation and precoding, exchange between the APs and CPU. Since baseband data will be transferred, there will be less load (compared to RF modulated data) on the fronthaul that can be handled without high-capacity fronthaul links, e.g., a 10 Gb/s Ethernet digital fronthaul may be enough.

At higher frequencies, i.e., mmWave and sub-THz, relatively large system bandwidth, e.g., several GHz, are available, and there is not much traffic in early phases of the utilization of these bands, even the UE is limited in how much bandwidth it can process. That means there will be available spectrum that can be utilized for the fronthauling, and non-coherent transmission can be enough for early phases. Since APs are generally not nomadic, robust fronthaul links will be easy to maintain. Moreover, as frequency increases, antenna elements shrink, the antenna array will be relatively small, and beams become narrower. The main challenge in these bands is to realize and maintain a robust access link that supports mobility where the propagation environment is more challenging. Macro-diversity brings an advantage to achieve the high reliability, especially in NLoS, and a D-MIMO can benefit from a much higher degree of macro-diversity to overcome radio blocking in
case of narrow beams and weak signal penetration. Random blockage due to moving objects can be handled by redundant links. Nevertheless, digital processing, analogue-to-digital converters (ADCs) and digital-to-analogue converters (DACs) in these bands are power consuming and increase the chip cost and size of the processing unit. Small APs are essential in terms of deployment values, e.g., invisible, and aesthetic impacts, which is why it is required to move the digital processing from APs to the CPU, which may, as an option, mean that fronthaul will become analogue and needs to have a capacity on the level of fibre connection.

3.2.4.3 D-MIMO support in the ORAN

The D-MIMO network architecture intends to disaggregate the traditional CPU in multiple DUs, in line with 3GPP’s 5G architecture [37] and to propose novel solutions based on fully distributed (aligned with ORAN Alliance specifications [38]), data-driven processing and local coordination. The disaggregation is vital for creating scalable versions of D-MIMO architectures [39], which will unlock the potential of deploying D-MIMO networking in future 6G networks with massive RU deployments.

In addition, in case of user-centric approaches, e.g., CF architecture, an important issue is cluster formation (selection of serving RUs). In contrast with the available simplistic distance-based solutions [29], it is important to dynamically allocate a sub-set (or cluster) of RUs to each UE based on (i) the radio propagation environment; (ii) quality of CSI estimates; (iii) constraints introduced by computation requirements; (iv) fronthaul links capacity; and (v) user mobility. Going a step further, innovative machine learning (ML) algorithms could be adopted for optimal cluster formation focusing on real-time operation by using historic data coming from the network, as well as for advanced modulation schemes and/or channel estimation/equalization. Finally, clustering RUs served by multiple DUs (in contrast to disjoint clusters in [39]) could provide an inter-DU coordination algorithm for decoding the actual signal. Moreover, exploring inter-DU coordination requirements and their effect in the spectral efficiency performance as well as dynamic adaptability of the coordination levels jointly addressing RU-DU and DU-DU coordination are some of the main research trends in the D-MIMO domain.

The D-MIMO architectures require fine granularity of the processing options (processing at AP versus CPU, inter-CPU coordination), which can be offered by hardware and software supporting the ORAN disaggregation concept [40]. In the following, the D-MIMO terminology is mapped onto the ORAN architecture, and a possible deployment is presented.

In ORAN architecture, the next-generation radio access network (NG-RAN) is disaggregated into ORAN CU (O-CU), ORAN DU (O-DU), and ORAN RU (O-RU). The O-CU is further split into O-CU control plane (O-CU-CP) and
O-CU user plane (O-CU-UP). Multiple O-CUs and O-DUs are connected to the near-real-time RAN intelligent controller (near-RT RIC) for centralized NG-RAN performance control. Consequently, D-MIMO network components, particularly the CPU, can be associated with the ORAN nodes. The CPU is represented by the O-DU, while the AP is represented by O-RU.

The O-DU hosts the scheduler, which allocates radio resources for UE. Upon scheduler’s decision, the user data are sent to the O-RU for transmission, or data are received at the O-RU. In the CF mMIMO, transmission/reception takes place simultaneously over multiple O-RUs, as shown in Figure 3.6. Thus, from the O-DU’s point of view, UE can be divided into two categories as follows:

- **Local users**, who can be satisfyingly served by O-RUs connected to one O-DU.
- **Edge users**, who should be served collaboratively by O-RUs connected to two (or more) O-DUs. Serving of the edge users requires inter-DU cooperation (not yet in spec, but a studied interface [40]). It is also shown that serving edge users with O-RUs of multiple O-DUs improves the user spectral efficiency.

The main purpose of the inter-DU interface is to serve the user by having O-RUs connected to more than one O-DU, which is especially advantageous for edge users. One of the cooperating O-DUs should be considered a serving O-DU. The inter-O-DU cooperation interface can be used to both exchange user data between O-DUs as well as send necessary signalling required by the multi-antenna...
Distributed MIMO processing (MAP). To avoid any confusion, the MAP terminology is used for practical deployment to describe the application of precoding and combining to the signals sent in downlink and received in uplink, respectively. Based on the recent studies, five D-MIMO deployment options with the support from ORAN architecture are identified [40]. The deployment options of the proposed approaches are discussed very briefly in Table 3.1.

Another challenge is how to apply the current state-of-the-art in user clustering for D-MIMO systems (e.g., in CF mMIMO literature) in an ORAN-oriented framework, which is done using Near-RT RIC. The ORAN specification defines the Near-RT RIC, which is responsible for optimizing the RAN performance. The RAN should work in the absence of Near-RT RIC. However, with the Near-RT RIC, the system performance improves, as it can be connected to multiple RAN nodes, where based on telemetry data from multiple E2 nodes, Near-RT RIC can optimize the RAN configuration to decrease interference and increase spectral efficiency.

The Near-RT RIC plays an important role in moving RAN away from cell-based design towards a D-MIMO architecture, in particular in a CF mMIMO scenario. In an mMIMO architecture, the number of antennas in an O-RU is high, but the number of O-RUs connected to O-DU is limited. In the CF approach, the number of antennas in an O-RU should be limited, but the number of RUs connected to an O-DU should be large. Each UE will be served by more than one O-RU, whereas O-RUs serving the UE can be connected to different O-DUs based on the location of the UE.

The Near-RT RIC based on E2 link capacity is connected to multiple E2 nodes, as shown in Figure 3.6. In the CF case, multiple O-DUs are connected to a Near-RT RIC and export the telemetry data of UE measured from multiple O-RUs to Near-RT RIC via E2 connection. As Near-RT RIC receives data from multiple O-RUs that can be connected to different O-DUs, it can cluster the O-RUs which should transmit to a particular UE. Two clustering approaches are considered for the CF approach:

- **Network-centric clustering (NCC)**, which consists in deploying fixed disjoint clusters of APs where the APs in a cluster serve only the UE residing in their joint coverage area.
- **User-centric clustering (UCC)**, which consists in deploying dynamic (possibly partially overlapped) clusters of APs based on the requirements of each connected UE in the system.

By analysing the performances, it is understood that UCC is superior compared to the NCC. In UCC, O-RUs serving the UE are grouped together based on signal strength of pilots received by the RU. Each O-RU measures the signal strength
<table>
<thead>
<tr>
<th>Deployment Option</th>
<th>Description of the Option</th>
<th>Inter-DU Coordination</th>
<th>ORAN Support</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Option 1</strong></td>
<td>The MAP vector is computed separately for each O-RU neglecting the channel between the user and antennas of other O-RUs</td>
<td>Absent (all O-RUs serve only the users located within the same O-DU)</td>
<td>Yes (Option 1 deployment is supported by current ORAN architecture)</td>
</tr>
<tr>
<td><strong>Option 2</strong></td>
<td>Same as Option 1, only difference here is that the edge users are served through the inter-DU coordination process</td>
<td>Present (all O-RUs of the O-DU serve local users. Additionally, the O-RUs serve edge users of neighbouring O-DUs)</td>
<td>No (Option 2 deployment is not supported by ORAN architecture)</td>
</tr>
<tr>
<td><strong>Option 3</strong></td>
<td>The MAP vector used by each O-RU for a particular user is computed jointly for all O-RUs of one particular O-DU (O-DU level information)</td>
<td>Absent (all O-RUs serve only the users located within the same O-DU)</td>
<td>Yes (Option 3 deployment is supported by current ORAN architecture)</td>
</tr>
<tr>
<td><strong>Option 4</strong></td>
<td>Same as Option 3, but only difference here is with inter-DU coordination interface present in the architecture: (i) all O-RUs of the O-DU serve local users; additionally (ii) the O-RUs serve edge users of the neighbouring O-DUs</td>
<td>Present (all O-RUs of the O-DU serve local users. Additionally, the O-RUs serve edge users of neighbouring O-DUs)</td>
<td>No (Option 2 deployment is not supported by current ORAN architecture)</td>
</tr>
<tr>
<td><strong>Option 5</strong></td>
<td>Option 5 may be implemented by connecting all O-RUs to one global O-DU where the global processing is performed</td>
<td>No (inter-DU coordination is not required where all the UE serve by a single DU)</td>
<td>Yes (ORAN can support this, but it is impractical due to high requirements on the O-DU hardware resources (processing, storage, and network))</td>
</tr>
</tbody>
</table>
of pilot for a particular UE and sends it to O-DU, which in turn forwards it to the Near-RT RIC over E2 interface. The Near-RT RIC collects all the telemetry data from multiple O-RUs that can be from more than one DU. If inter-DU communication is supported, RU clusters can be formed independently of O-RU to O-DU connection for a particular UE. The cluster information then can be transmitted to the primary O-DU of the UE. This primary O-DU is then responsible for transmitting and receiving UE data from the clustered O-RUs.

The Near-RT RIC uses signal-to-interference-plus-noise ratio (SINR) of the pilot from a particular O-RU, O-RU load, and O-DU load to cluster O-RUs for a particular UE. Location service can also be used to determine the location of the UE in the network and be considered as a factor for clustering of O-RUs. As pilot measurement is periodic, the clustering is also done in a periodic manner. ML can be used to predict the UE movement based on its current SINR and previous SINR values and, in general, change in the SINR over time. This can help in predicting the UE movement towards a particular direction which, in turn, can help to cluster O-RUs serving the UE.

3.2.4.4 Analogue centralized beamforming

The type of D-MIMO system architecture and functional split that can be used depends very much on the overall system bandwidth. Therefore, on lower bands, where the bandwidth is limited, it can be feasible to use an electrical-based fronthaul technology such as Ethernet. Ethernet provides up to 10 Gb/s rate and can also provide up to 100 W or electrical power using PoE 802.3 bt type 4 [41]. On lower frequency bands, the digital processing requirements of each APU are also reasonably limited.

However, on sub-THz frequency bands, the very wide system bandwidth prohibits the use of electrical cables for the fronthaul, and we must instead use optical fronthaul connections. It is also not feasible, at least within the early 6G timeframe, to assume that the APUs will be capable of performing any meaningful digital processing on such high bandwidth signals. The APUs need to use low power to remain small enough for large volume installation, and this is not compatible with extreme requirements on digital processing.

Therefore, one promising architecture for high-frequency and high-bandwidth D-MIMO systems is to utilize analogue-radio-over-fibre and is depicted in Figure 3.7. To keep the APUs operating with low power usage (to reduce the heat dissipation and the resulting size and weight), the APU consists of an optical-add-and-drop-multiplexer, a photo-detector, a directly-modulated-laser, and some analogue components related to transmitter and receiver. Using wavelength-division multiplexing (WDM), it is still possible to serialize the fronthaul and connect many APUs to the same physical fibre cable. All digital processing (e.g., precoding and channel
estimation) is performed in the CPU where the constraints on size and weight are more relaxed, and a somewhat higher power consumption can be acceptable.

### 3.2.5 Some Recent Analysis of D-MIMO Scenarios

This section presents some recent results as a first step towards understanding how to develop a common scalable and frequency-agile architecture for practical D-MIMO deployments. In the following subsections, the theoretical analysis of a RadioWeaves deployment followed by the performance comparison of a distributed versus centralized zero-forcing as well as an analysis of a hybrid precoding is discussed.

#### 3.2.5.1 RadioWeaves deployment analysis

A preliminary study compared the connectivity in a RadioWeaves, as illustrated in Figure 3.3, infrastructure with a deployment based on one central “candelabrum” array with an equal number of antennas [42, 43]. The two deployment scenarios are shown in Figure 3.8. This analysis has considered 200 simultaneous, randomly located, users, and different topologies for the RadioWeaves infrastructure. It has assessed the transmit power requirement needed to guarantee that all users simultaneously receive 4 Mbit/s (200 × 4 b/s/Hz spectral efficiency).

The results are reported in [42]. The randomness in the distribution stems entirely from the randomness of the user locations. A significant gain can be achieved, that is, with a total transmit power of −20 dBm, the distributed RadioWeaves deployment on four walls will decrease the probability of not achieving the targeted throughput on a random location with a factor of 1000 compared to the candelabrum-based infrastructure operating with 0 dBm total output power.
The RadioWeaves deployment achieves this 1000 times increase in QoS with 100 times less transmit power. This is shown in particular with respect to a central array in a candelabrum topology, which in itself is a quite good case and does create favourable conditions in a deployment with a central array.

The aim of RadioWeaves technology is to realize its great potential both in terms of performance metrics and energy efficiency [43]. Algorithm-architecture co-design is pursued, with specific attention for the bottlenecks in interconnects and mixed fronthaul-backhaul requirements [34].

3.2.5.2 Beamforming computations and weight distribution

When enough bandwidth is available at the fronthaul, a centralized digital beamforming can be applied. The fully digital beamforming is advantageous (compared to the analogue beamforming) since all the signal processing is done digitally. This can facilitate a more flexible design by using more degrees of freedom compared to the analogue beamforming introduced in Section 3.2.4 [44]. This section presents reciprocity-based (UE-centric) interference-aware distributed zero-forcing (IADZF) method and compares with centralized zero-forcing (CZF). Each distributed precoding done in clusters/subsets is interference-aware, i.e., it considers minimizing the power interfering to other clusters.

Let $N$ APs coherently serve $K$ randomly distributed UE in a UE-centric way. For UE-centric AP clustering (“subset”), the method in [41] has been set by grouping the APs that provide sufficiently high signal-to-noise ratio (SNR) values with the best channel quality that contribute at least $\alpha\%$, e.g., 95%, of large-scale fading coefficients towards the $k$-th UE.

For the CZF, all APs form a single cluster. This means APs can transmit signals to any UE, and ZF is done in the central entity. In the distributed zero-forcing (DZF) case, multiple clusters are formed in a UE-centric way where APs in each cluster
only serve the UE inside the given cluster. The precoding coefficients are calculated for each cluster separately. Performance has been evaluated in an indoor scenario with randomly distributed blockers, for different number of regularly deployed APs each with $M$ antenna elements and $K$ uniformly distributed single-antenna UE. The configuration parameters used in the simulations are given in Table 3.2. Perfect channel estimation and lossless, high capacity fronthaul is assumed. RF imperfections, hardware impairments, phase noise, and PA non-linearities are omitted from the scope of this work.

Figure 3.9 demonstrates that IADZF method applied over UE-centric clusters with $\alpha = 95\%$ clustering method can achieve the performance of CZF method, at which all APs serve each UE for different deployment sizes on sub-THz band. Two methods converge in relatively dense deployments. Due to the higher path-loss and weaker signal penetration, SE decreases as frequency increases.

IADZF has been compared with interference unaware TDZF in Figure 3.10 for different cluster sizes, $N_k = 1$, $N_k = 4$, $\alpha = 95\%$ clustering approach, and $N_k = N$, i.e., all AP simultaneously transmit to all UE, operating at 28 GHz. It has been shown that larger subsets using IADZF method bring more precoding gain and increase the spectral efficiency (SE). However, if distributed precoders are interference unaware, increased subset size degrades the performance.

Cumulative distribution functions (CDFs) of SINR values of 20 UE served by 49 APs for different serving cluster sizes, e.g., $N_k = 1$, $N_k = 4$, $\alpha = 95\%$ clustering approach, and $N_k = 49$ are shown in Figure 3.9. It has been shown that more
Figure 3.9. SE performance comparison of IADZF and CZF for different cluster sizes for 20 UE operating at 28 and 100 GHz.

Figure 3.10. SE Performance comparison of IADZF and interference unaware TDZF for different cluster sizes for 20 UE operating at 28 GHz.

APs involved in coherent transmission bring higher degree of diversity, hence better interference cancellation and performance. Effect of the operating frequency is negligible for small size of serving AP subsets. Nonetheless, as frequency increases, APs close to the UE become dominant while distant APs do not contribute much, which decreases the received signal strength, eventually the SINR. Small clusters can still provide good enough SE performance on the average, and particularly can utilize the high bandwidth at high-frequency bands. Another highlight is that more APs can enable the cell-edge UE, e.g., 5% of the UE, having positive SINR.

Figure 3.12 demonstrates the average SE performance over 40 UE with reference to different antenna distributions, e.g., $N = 64 \times M$ antennas are distributed over...
Figure 3.11. SINR performance for IADZF for $N = 49$ APs and $K = 20$ UE evaluated at (a) 28 GHz and (b) 100 GHz.

Figure 3.12. Performance comparison for collocated ($L = 1$), partially ($L = \{4, 16\}$), and fully distributed ($L = 64$) deployments for different operating frequencies for $N_k = \{1, 4, 64\}$.

$L = \{1, 4, 16, 64\}$ locations. It has been shown that semi-distributed ($L = 4$) or fully distributed ($L = 64$) deployments perform similar for single cluster case. Herein, there is a trade-off between implementation and deployment complexities. One cluster including all APs in the network can still achieve high SE values by collocating the antennas ($L = 1$), but it has higher implementation complexity. Many but smaller subsets ($N_k = \{1, 4\}$) are easier to implement joint processing; however, more scattered deployment is necessary for good enough performance.
3.2.5.3 Hybrid precoding in cooperative mmWave scenarios

The BS coordination schemes in mmWave networks that allow multiple streams to be transmitted jointly from multiple BSs are investigated by taking hardware and channel characteristics into account. Users are being served using spatial multi-flow and implements successive interference cancellation to decode the data streams sequentially.

In such a scenario, a downlink multi-cell and multi-user mmWave network with $M$ multi-antenna BSs and $K$ single antenna users are considered. It is assumed that hybrid precoding architecture is used at the BSs, to achieve high spectral efficiency with reduced hardware power consumption compared to that of the fully digital precoding, due to the reduced number of RF chains [46]. The number of antennas at BS is denoted by $N_m$ and the number of RF chains $L_m$. Depending on the number of phase shifters, the fully connected hybrid precoding architecture requires each RF chain connected to all antennas and the partially connected hybrid precoding architecture connects each RF chain to a subset of the antennas [47]. In addition, it is assumed that the sum power consumption of all BSs is divided into the hardware power consumption, including the phase shifters and the DACs, and the RF transmit power.

The objective is to minimize the sum power consumption such that the per-user minimum spectral efficiency, the per-BS maximum power constraint, and the hybrid precoding constraint are guaranteed. A sub-optimal algorithm by decoupling the optimization problem into an analogue precoding problem is proposed that only depends on the channel information, and a digital precoding problem that minimizes the sum power consumption by solving a semi-definite program. The proposed hybrid precoding algorithm jointly associates users to the BSs, finds the optimal BS silence strategy with minimum power, and enables us to jointly serve a user by multiple BSs. For the detailed system model and algorithm, cf. [48].

In Figure 3.13, the sum RF transmit power and the sum power consumption against the number of BSs are shown. In the scenario of this simulation, for each architecture, results based on all BSs being active are compared to the optimal case when the silent mode is enabled. Network parameters are as follows:

<table>
<thead>
<tr>
<th>Description</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of antennas</td>
<td>$N_m$</td>
<td>64</td>
</tr>
<tr>
<td>Number of users</td>
<td>$K$</td>
<td>4</td>
</tr>
<tr>
<td>Number of RF chains per BS</td>
<td>$L_m$</td>
<td>4</td>
</tr>
<tr>
<td>PS power consumption</td>
<td>$P_{PS}$</td>
<td>40 mW</td>
</tr>
<tr>
<td>DAC power consumption</td>
<td>$P_{DAC}$</td>
<td>200 mW</td>
</tr>
<tr>
<td>RF chain power consumption</td>
<td>$P_{RF}$</td>
<td>40 mW</td>
</tr>
<tr>
<td>Target spectral efficiency per user</td>
<td>$\tau_k$</td>
<td>4 bit/s/Hz</td>
</tr>
</tbody>
</table>
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In Figure 3.13(a), the result shows that network densification and cooperative transmissions lead to a better chance for a user to be served by BSs with good channel conditions, thus, requiring less RF transmit power to achieve a target spectral efficiency. In Figure 3.13(b), for $M > 4$, the partially hybrid precoding starts to consume less sum power than the fully hybrid precoding, since the hardware power increase has less effect on the sum power consumption than that of the fully hybrid precoding. Also, Figure 3.13 shows that the power consumption difference between the optimal case and the sub-optimal case is small. It is worth noting that the total power consumption depends on the power consumption of the phase shifters, RF chains and the DACs, and the power scaling in the silence mode. Setting a low value for the hardware power consumption will give advantages to the all-active case and, thus, reducing the difference between the case of all-active and the case of the optimal silence mode. This parameters setting is based on the carrier frequency at 28 GHz. When higher frequencies are considered, the available transmit power will be further limited. Thus, the proportion of the hardware power will most likely increase, and the advantage of silence mode may be more prominent.

3.3 Integrated Access and Backhauling

The main aim in the IAB network architecture is to facilitate the dense deployment of the modern network architectures without the need for a fibre connection to each BS, by using the same spectral resources and infrastructures to serve both UE...
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in access as well as the BSs in backhaul [50]. IAB networks reduce deployment costs by replacing expensive wired backhaul to each cellular BS and do not cause massive degradation compared to all-wire network in realistic scenarios, as validated in [49]. Thus, it is expected that IAB architecture will be part of any advanced cellular RAN infrastructure lacking fibre connectivity to the RUs, but in particular for a D-MIMO architecture, IAB could be the efficient solution to the backhaul/fronthaul challenge. The D-MIMO infrastructure is expected to have many links connecting the CU and DU to multiple RUs covering the designated area. For such a case, IAB can provide a cost-effective connectivity.

Specifically, if bandwidth is not the primary constraint, as for example in early deployment and at sub-THz frequencies, IAB can be an efficient approach to maintain flexibility and efficient deployment. Moreover, IAB offers an advanced and flexible solution with multi-hop communications, dynamic resource multiplexing, and a plug-and-play design for low-complexity deployments. Additionally, the higher spatial reuse due to directivity in mmWave band and multi-beam systems and MIMO reduces cross-link interference between backhaul and access links allowing higher densification [49, 51].

Figure 3.14 shows a general IAB scenario, where the access and the backhaul of each BS need to share the same resources. BS1, master BS (MBS), is directly linked to the core network, CN, (e.g., by fibre backhaul), while BS2 and BS3 (secondary BS, SBS) use in-band backhauling [50]. In the network, there are constraints applied to all BSs and UE, notably, UE can see at least one BS. Besides, BS2 and BS3 can communicate with each other, while all BSs work in the TDD manner, i.e., either in transmit or receive mode in each time slot. In any case, one UE is served by only one BS in receive mode in each time slot, i.e., antenna/AP selection is used as the most primitive form of D-MIMO. One BS allows multiple access links in one time slot using different frequency resources. Note that this will increase the cost of link when scheduled and routed.

![Figure 3.14. 5G Self backhaul-integrated access and the backhaul concept.](image-url)
Towards Versatile Access Networks

In this section, the efficient AP selection combined with access and backhaul scheduling in a TDD system where backhaul/fronthaul share resources is investigated.

3.3.1 IAB in 3GPP

To provide high data-rate requirements for backhauling a 6G BS, mmWave and sub-THz bands are expected to be used. In this case, backhaul links could be vulnerable to blockage, e.g., due to moving objects, seasonal changes (foliage), or infrastructure changes (new buildings). Thus, from a resilience perspective, it is important to ensure that an IAB node can continue to operate (e.g., provide coverage and end-user service continuity) even if an active backhaul path is degraded, lost, or even overloaded and failed. For this purpose, 3GPP has agreed on dynamic topology for IAB networks to autonomously reconfigure the backhaul network to achieve optimal backhaul performance under the above-mentioned circumstances [52], by supporting the autoconnection of an IAB node, network topology adaptation, and redundant connectivity. Moreover, the architecture is scalable, so that the number of backhaul hops is only limited by network performance (single and multi-hop backhauling are supported) [53].

In 5G NR IAB architecture, the network nodes are split into two types, namely: IAB-nodes and IAB-donors. Multiple IAB-nodes use wireless backhaul, and IAB-donors have fibre connectivity towards the CN. IAB-nodes and IAB-donors can serve UE and other IAB-nodes. Each IAB-node hosts two NR functions [49]:

1. Mobile termination (MT): for the wireless backhaul connection towards an upstream IAB-node or IAB-donor.
2. DU: for the access connection to the UE or the downstream MTs of other IAB-nodes.

Depending on using an AP or a BS (according to the definition provided in the previous section), a functional split of the radio protocol stack could be implemented with the control and upper layers in the IAB-donor CU, and the lower layers in the DUs of the IAB-nodes.

There is ongoing research regarding path selection techniques for 5G NR IAB networks. Different path selection techniques using a distributed approach are presented in [54], and the investigation of the performance in terms of hop count and the bottleneck SNR is analysed in [54, 55].

IAB adds new challenges in the task of scheduling to allocate resource between the access and the backhaul in IAB-node. Moreover, in a dense city where uplink/downlink traffics are constantly changing, scheduler with a fixed resource allocation could prevent the 5G network to realize its full potential.
Features of the scheduler task in the 5G IAB network is reviewed in [55], where the scheduling problem is split into two sub-problems and the ML task is defined for each sub-problem, namely, for the network access and the network backhaul. Finally, a smart scheduling solution based on deep learning is presented to address the problems above.

### 3.3.2 IAB Versus Fibre

In this section, the IAB network performance is discussed, and the evaluation of its performance in comparison with those achieved by hybrid IAB/fibre-connected networks using a finite homogeneous Poisson point process (FHPPP)-based stochastic geometry model, i.e., a Poisson point process (PPP) with a constant density, with random distributions of the IAB nodes as well as the UE inside a finite region is presented [56–58].

Figure 3.15 shows the service coverage probability of the IAB networks with those obtained by the scenarios having a fraction of fibre-connected SBSs, as

![Figure 3.15](image)

**Figure 3.15.** (left) Fibre-backhauled networks. (Right) Service coverage probability as a function of percentage of fibre-backhauled SBSs.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency</td>
<td>28 GHz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>1 GHz</td>
</tr>
<tr>
<td>Path loss exponents</td>
<td>[LoS, NLoS] = (2, 3)</td>
</tr>
<tr>
<td>Main lobe antenna gains</td>
<td>[MBS, SBS, UE] = (24, 24, 0) dBi</td>
</tr>
<tr>
<td>Side lobe antenna gains</td>
<td>[MBS, SBS, UE] = (−2, −2, 0) dBi</td>
</tr>
<tr>
<td>Antenna powers</td>
<td>[MBS, SBS, UE] = (40, 24, 0) dBm</td>
</tr>
</tbody>
</table>
well as the cases without SBSs (refer to Table 3.3 for main simulation parameters). Figure 3.15-left compares the performance of IAB and fibre-connected networks, in terms of service coverage probability, i.e., the probability of the event that the minimum target rate requirements of the UE are satisfied. Moreover, Figure 3.15-right shows the network service coverage rate as a function of the fraction of fibre-connected SBSs and characterizes the system performance with the cases without SBSs.

This is motivated by the fact that some of the SBSs may have easy access to fibre. Here, it is assumed fibre-connected SBSs to be randomly distributed in the considered network area. It is observed that for a wide range of parameter settings, the IAB network can effectively provide the same levels of network service coverage probability as that of fibre-backhauled network with relatively small increase in the number of deployed IAB nodes.

Such a small increment in the number of IAB nodes leads to several advantages:

- **Increased network flexibility:** In contrast to fibre-backhauled networks, where the APs can be installed only in the places with fibre connection, the IAB nodes can be installed in different places if they have an acceptable connection with their parent nodes. This increases the network flexibility and the possibility for topology optimization remarkably.
- **Reduction in network cost:** An SBS is much lower in cost than laying fibre. Also, different evaluations reveal that, for dense urban/suburban areas, even in the presence of dark fibre, the IAB network deployment reduces the total cost of ownership.
- **Reduction of time-to-market:** Due to the required regulatory permissions, digging, and construction time, laying fibre typically takes a long time. In such cases, IAB can help to install new BSs/radio sites quickly.

### 3.3.3 Coordinated Mesh-based IAB

In a more general form, all BSs together form a backhaul/fronthaul mesh. Note that at this point, no assumption is made on the traffic to be routed to the core, i.e., the functional split between BS and core. Up to this point, this is abstracted in a cost-metric, which can be changed depending on beamforming capability, channel model, and deployment.

The overall problems to be solved are:

- Which AP should a UE connect to?
- In which time-slot should it be scheduled?
- Which route should the traffic be routed through fronthaul/backhaul mesh?
Given a cost metric (e.g., number of hops to core and throughput), the problem can be divided into time slot allocation and shortest-path optimization. Time slot allocation is illustrated in Figure 3.16, which shows how BSs and UE are grouped as part of optimization process.

For a given grouping of nodes (odd and even time slots), the second problem to be solved is between which nodes traffic should be sent. From which UE to which AP, and if an AP needs to transport traffic to the core, which backhaul/fronthaul links should be used?

Both problems need to be solved jointly, and exhaustive search becomes already prohibitively complex for small networks. Thus, a greedy algorithm was developed, which has a complexity that is linear in the number of UE.

3.3.3.1 IAB coverage analysis

As discussed in Section 3.2, the traditional cellular network will probably evolve to a kind of D-MIMO scenario, where it is likely to use APs with large distributed antenna arrays. The potential offered by IAB techniques can be very helpful in this regard by alleviating the fronthaul problem and by reducing the deployment cost in massive BS densification scenarios compared to the fibre deployment, which requires a noteworthy initial investment for installation.

Motivated by the presence of very wide bandwidths at mmWave carrier frequencies and above, IAB networks allow the operator to use part of the spectrum resources for wireless backhauling [53]. In 3GPP NR, IAB network configurations allow to provide flexible low-cost wireless backhaul using 3GPP NR technology in international mobile telecommunication (IMT) bands and provide not only backhaul, but also the cellular services in the same node. This will be a complement to existing microwave point-to-point backhauling in suburban and urban areas.
3.3.3.2 Genetic algorithm-based topology optimization for IAB

Due to the increase of network size in dense areas, which is the main point of interest in IAB networks, finding solutions for optimal network topology/routing is important. Since such optimization problem is very complex, an exhaustive search over all possible deployment options quickly becomes infeasible. This motivates a potentially suboptimal ML approach, which gives effective (sub)optimal solutions with reasonably satisfactory implementation complexity. Particularly, a genetic algorithm (GA)-based scheme to optimize the BS locations and non-IAB backhaul link placement is proposed. The details of the proposed scheme can be found in [59].

Unlike the non-IAB backhaul-connected networks, IAB networks may be prone to environmental effects, especially due to the blockage in dense urban environments and the tree foliage in sub-urban environments. It should also be noted that although IABs’ main point of interest is dense urban areas, it has the capability to be deployed in suburban areas as well.

The evaluation of the blockage effect in urban areas and tree foliage on the network performance of an IAB network in suburban areas with random deployment and GA-optimized non-IAB backhaul link distribution is presented in Figure 3.17. Here, the results are presented for different rate requirements of the UE for the access links with path loss exponents 3 and 4 for LoS and NLoS propagations, and main lobe antenna gains of 18, 18, and 0 dBm for MBS, SBS, and UE, respectively. Particularly, Figure 3.17 (left) shows the service coverage probability considering the PPP-based germ-grain blocking model, while in Figure 3.17 (right) presents the results for the average hop distance of 450 m which corresponds to SBSs density of 8 km$^{-2}$ in a suburban area. In Figure 3.17 (left), the MBS, SBS, and UE transmit powers are as Pm, Ps, Pu = (40, 24, 0) dBm, and in Figure 3.17 (right) the tree density are $\lambda_M$, $\lambda_S$, $\lambda_U$ = (2, 50, 500) km$^{-2}$.

![Figure 3.17. Service coverage probability of the IAB network; (left): as a function of the blocking density; (right) as a function of tree density.](image-url)
Based on Figure 3.17, the following conclusions can be derived:

- The GA-based optimized network deployment shows considerable resilience to blockage and tree foliage, compared to the unoptimized random network.
- The service coverage probability in suburban area with a random IAB network deployment is considerably affected by the tree foliage loss. This is especially witnessed when the tree density is increased. However, with the introduction of GA-based optimization on selecting the appropriate non-IAB backhaul link distribution, a resilience to the tree foliage is observed.

In general, IAB robustness is hard to predict in the presence of tree foliage due to the influence of characteristics of the trees/vegetation on the link quality. Particularly, the link quality may vary due to the number of wet trees, snow on the trees, leaf percentage in different seasonal changes, and wind. However, it can be concluded that proper network planning can reduce the adverse effects on IAB, even though it is prone to medium/highly densified tree foliage in suburban areas. Moreover, mmWave IAB in areas with low/moderate amounts of tree foliage is expected to perform well.

### 3.4 Reconfigurable Intelligent Surfaces

Research in MIMO and D-MIMO context can be linked with another technology, i.e., RIS adoption. RIS adoption in telecommunications is a novel technology foreseen as one of the key enablers of the 6G mobile networks.

RIS is a two-dimensional surface of engineered material whose properties are reconfigurable rather than static, and with RIS, it is possible to shape how the surface interacts with wireless signals, enabling the wireless propagation environment to be fine-tuned [60]. The surface can include mainly passive elements without doing digital processing or any signal amplification. Nonetheless, some RIS surfaces can have relaying capability providing signal amplification. Moreover, RIS can have active elements that can enable digital signal generation, i.e., it can be interpreted as a sort of extra-large mMIMO.

RISs are low-cost and limited-power devices that can redirect, in a programmable fashion, the impinging waves towards the desired directions. Hence, providing control on the propagation environment in turn becomes an optimization variable to enhance communication link performance [13, 61]. RIS is suitable for a number of use cases, such as performance boosting, electromagnetic field exposure minimization, localization, and sensing [62]. Moreover, proposed RIS applications in the recent literature cover several application scenarios under
different assumptions. These scenarios can be categorized as [13]:

- **RIS-enhanced cellular network**, where RIS is used to establish the link between the users located in a blind spot and the BS. Thus, the QoS in HetNets and the latency performance in mobile edge computing (MEC) networks are improved [63] or can act as a signal reflection to support massive connectivity via interference mitigation in device-to-device (D2D) communication networks, or to strengthen the received signal power of cell-edge users and mitigating the interference from neighbour cells [64].

- **RIS-enhanced unmanned systems**, where RIS can be leveraged for enhancing the performance of unmanned aerial vehicle (UAV)-enabled wireless networks [65], cellular-connected UAV networks [66], autonomous vehicular networks, autonomous underwater vehicle (AUV) networks, and intelligent robotic networks by fully reaping the aforementioned RIS benefits.

- **RIS-enhanced Internet of Things (IoT)**, where RIS is exploited for assisting intelligent wireless sensor networks, e.g., in intelligent agriculture and intelligent factory scenarios [67, 68].

In this section, first a proposed architecture based on introducing logical components for the control and orchestration of the RIS operation is discussed. Then, an analysis on the influence of the RIS position and orientation on its overall performance is presented, followed by discussions on two specific RIS scenarios, i.e., cascaded multi-RIS scenario and RIS-assisted UAV system.

### 3.4.1 Proposed Architecture for Efficient RIS Deployment

RIS can be organized for adaptive network configuration and orchestration depending on scenarios and application needs [13, 61]. The integration of RIS in the RAN foresees additional logical components, interacting with each other and with the legacy components, to enable integration and orchestration of such devices. A proposed architecture and corresponding components for the RIS-aided control in the RAN are depicted in Figure 3.18, where the following components are represented [68]:

- **RIS**: the RIS itself is the reflecting intelligent surface based on technologies such as reflect-array or meta-material. RIS devices are typically constituted by a grid of discrete unit cells spaced at sub-wavelength distance. The electromagnetic (EM) response of each unit cell can be controlled in a programmable manner by altering several EM response parameters, such as phase, amplitude, polarization, and frequency. Moreover, recently proposed RIS hardware designs are providing the surface with channel sensing capabilities [69, 70]. Each RIS deployed in the network is associated with a RIS
actuator that controls the RIS surface within a time granularity in the order of 10–100 ms.

- **RISA** (RIS actuator): the logical entity in charge of actuating the commands received from the RISC (RIS controller, refer to the definition below) and translate them in the configurations of the RIS, i.e., reflection properties of the surface. RISA can provide feedback to the RISC, e.g., in case of sensing capabilities at the RIS to provide the network with additional context information. The envisioned time granularity of the RISA is in the order of 1–20 ms.

- **RISC** (RIS controller): the controller associated to a RIS actuator that generates the logical commands associated with the switching between different states/configurations of the RIS elements (e.g., predefined or custom phase shifts configuration at the RIS). The RISC can embed third-party smart algorithms to derive the desired RIS configuration to be applied. Alternatively, the configuration can be setup based on received commands from other elements of the network. In the former case, the RISC takes care of the optimization of the RIS surface autonomously to form other network optimization operations, whereas in the latter case, the RISC behaves as an interface that controls the RIS based on external instructions, e.g., if the RIS configuration is optimized jointly with other network optimization operation. A RISC time granularity in the order of 20–100 ms is envisioned.

- **RISO** (RIS orchestrator): a logical component placed at a higher hierarchical level, to serve the role of orchestrating multiple RISCs in the network. Depending on the application, the time granularity of the RISO is expected to be in the order of 100–1000 ms.

As it is presented in Figure 3.18, there is a one-to-one correspondence between RIS and RISA. The RISA, RISC, and RISO can be virtualized, abstracted, and deployed into edge or central clouds, while physical devices (RF) shall be placed on site. The RISA operates directly on the RIS devices through the general interface called Open Environment that would accommodate heterogeneous RIS technology. Still depending on the RIS technology, different functions can be placed in the RISA to accommodate different RIS technologies, e.g., CSI feedback in the case of sensing capabilities at the RIS, etc. Therefore, the RISA provides an open interface to integrate heterogeneous RIS devices capabilities.

### 3.4.2 RIS Position and Orientation Influence on the Performance

As a challenge in the RIS-assisted scenarios, the quality of the communication is expected to depend strongly on the RIS placement in a RIS-aided link. This is
because the path-loss changes with the relative distance of the RIS from the BS, the user, and their relative orientations. Therefore, the position and orientation of the RIS, with respect to the location of the BS and the user, need to be taken into account [71, 72].

Figure 3.19 shows an indoor scenario where the direct LoS link between the BS and the user is interrupted. The angular relation between the orientation of the RIS, the transmitted signal to the RIS, and the reflected signal is also clarified. The optimal RIS placement refers to the topology that guarantees a minimum threshold for the received power, for every possible location of a mobile user within the area of interest. To understand the impact of the RIS position and orientation on the received power, it would be instructive to investigate how the RIS captures the incident power and how it redistributes it in space. With respect to the incident beam, the power captured by the RIS depends on the illumination conditions, i.e., whether it is fully illuminated (therefore capturing only a part of the incident beam) or partially illuminated (capturing the entire incident beam). With respect to the reflected beam, assuming that the RIS is lossless, the total power of the beam
reflected by the RIS is the same for all possible UE positions. However, the received power is determined by the local power density of the reflected beam (not the total beam power) and, therefore, beam spreading that causes the beam peak power to drop will have a direct impact on the received power.

A set of simulation results for the spatial distribution of received power as a function of user equipment position in ideal alignment is presented in Figure 3.20. Here, Figure 3.20(a) and (c) shows the received power as a function of the UE position in the absence of misalignment, while Figure 3.20(b) and (d) shows cross section at $z = 3$ m for the cases marked at Figure 3.20(a) and (c) with steering angles at 0°, 20°, and 40°. Furthermore, the cases in Figure 3.20(a) and (b) represent the fully illuminated case, whereas Figure 3.20(c) and (d) shows the partially illuminated case. The contour lines represent the locus of user equipment positions, where the same received power can be achieved for each individual case. This is shown in Figure 3.20(a) and (c) for all possible user equipment positions within the illustrated area. The solid lines represent three chosen steering angles, namely steering angles at 0° (blue), 20° (orange), and 40° (yellow), and the dashed line marks their values at distance $z = 3$ m from the RIS (denoted with the short black line in the top). The contour lines represent the locus of user equipment positions at which the same received power can be achieved for each individual case. The spatial distribution of the received power for the chosen angles along the dash-line is shown in detail in Figure 3.20(b),(d). It is observed that, with increasing RIS to UE elevation angle, the beam spreading becomes more severe, resulting in the reduction of the beam’s peak power and, consequently, of the received power (in case of ideal alignment the user equipment is located at the peak of each distribution).
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Figure 3.20. (a), (c) Spatial distribution of the received power as a function of the user equipment position in case of ideal alignment; (b), (d) cross sections at \( z = 3 \text{ m} \) for the given steering angles; while (a) and (b) represent the fully illuminated case and (c) and (d) the partially illuminated case.

In the light of the above analysis, it is observed that the optimal RIS placement depends on both the RIS orientation and the illumination conditions and can be formulated in terms of the coverage provided by the RIS (or RIS efficiency).

As an example, the RIS orientation efficiency is shown in Figure 3.21 in terms of coverage and as a function of the orientation angle, i.e., the angle between the top wall and the RIS normal, as shown in the inset. While both BSs are equidistant from the RIS, the RIS orientation angle \( \theta_o \) modifies the angle \( \theta_{\text{AP}} \), with direct consequences on the room coverage. Figure 3.21(a) represents the fully illuminated case with BS antenna gain equal to 35 dB, whereas Figure 3.21(b) shows the partially illuminated case with AP antenna gain equal to 55 dB. For the fully illuminated case shown in Figure 3.21(a), the received power is proportional to \( \cos(\theta_{\text{AP}}) \). As a
result, the efficiency of the first BS is higher than the efficiency of the second BS when $\theta_{AP1} < \theta_{AP2}$ (i.e., for $\theta_o \rightarrow 10^\circ$), and vice versa. The two efficiencies become equal when $\theta_{AP1} = \theta_{AP2}$, which occurs when the RIS normal points towards the opposite corner of the room (bottom left corner). On the other hand, for the partial illumination case shown in Figure 3.21(b), the efficiency increases with the increase of $\theta_{AP}$, because the beam footprint on the RIS becomes larger (acquires elliptical shape), in turn inducing weaker beam spreading and stronger peak power. In this case, the efficiency of AP1 is higher than the efficiency of AP2 when $\theta_{AP1} > \theta_{AP2}$ (i.e., for $\theta_o \rightarrow 90^\circ$), and vice versa. Again, when $\theta_{AP1} = \theta_{AP2}$, the efficiency for both AP positions is equal. The solid and dashed lines illustrate the room coverage for the first and second BSs, respectively ($d_{AP} = 6.4$ m for both cases). The power thresholds examined in each case are depicted with the color-coded lines.
In conclusion, the RIS efficiency depends on its (a) position, (b) orientation, and (c) size relative to the size of the incident beam's footprint. In case of a fully illuminated RIS, the received power is proportional to cosine of the incident signal, which translates in decreased efficiency when the incident angle increases, and vice versa. The opposite occurs in the partially illuminated case, where increasing the incident angle leads to wider incident beam-footprint, in turn to weaker beam spreading, higher peak power and, consequently, to higher received power at the user equipment and therefore higher efficiency.

3.4.3 Cascaded Multi-RIS Scenarios

In case, the blind spot problem cannot be resolved using a single RIS (as, e.g., the LoS from the RIS to any of BS or the user is missing), then multiple-RISs can be used to provide uninterrupted connectivity between the BS and the user [73–75].

Multi-RIS can enable several novel functionalities, including, but not limited to, blockage avoidance, routing, coverage expansion, and beam splitting. An example scenario is a multi-RIS-empowered outdoor THz wireless systems discussed in [74] (Figure 3.22).

The result of a statistical characterization of the multi-RIS outdoor THz links and the associated performance gains, e.g., outage probability of the link as a function of RISs sizes and distances, are discussed in [73, 74]. These references analyse the impact of turbulence on the outage performance of multi-RIS-empowered THz

![Figure 3.22. Cascaded multi-RIS-empowered THz wireless model.](image-url)
wireless systems in the absence of misalignment and hardware imperfections for a double RIS link setup. Figure 3.23 shows the outage probability of the link as a function of $d_1$ and $d_2$, which are the distances to the first and from the first to the second RIS. Moreover, $\sigma_{R1}$ and $\sigma_{R2}$ are defined as

$$\sigma_{Ri}^2 = 1.23C_n^2 \left(\frac{2\pi}{\lambda}\right)^{7/6} d_i^{11/6}$$

with $\lambda$ is the wavelength and $C_n^2$ is the reflection index structure parameter [73, 74]. As expected, for a fixed $d_1$, as $d_2$ increases, $\sigma_{R2}$ increases; thus, an outage performance degradation is observed. Similarly, for a given $d_2$, as $d_1$ increases, $\sigma_{R1}$ also increases, i.e., turbulence intensity increases, in turn, the outage probability increases. Finally, from Figure 3.23, we observe that for a given transmission distance, $d_1 + d_2$, the worst outage performance is observed for $d_1 = d_2$.

### 3.4.4 RIS-assisted UAV Systems and Performance Analysis

As it was mentioned in the introduction of Section 3.4, one potential application of RIS is in enhancing the performance of UAV networks. Most existing analysis of the RIS-assisted UAV wireless systems, however, assumes that the RIS-UAV link is not directional. This results in neglecting the adverse effects of UAV disorientation and/or misalignment of the RIS-UAV beam. However, as the operating frequency and thus the directionality of links increase, even small disorientations and/or misalignments may adversely affect the performance of the RIS-assisted UAV wireless system. Aside from the joint effects of disorientation and misalignment, another important performance-limiting factor in high-frequency communications is the effect of transceiver hardware imperfections.
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The performance analysis of RIS-assisted UAV wireless systems that accounts for the impact of different propagation environments, UAV disorientation and/or misalignment of the RIS-UAV beam, and the transceivers RF front-end imperfections is presented in [73]. Motivated by this, in this section, a contribution in this area is presented [76].

Figure 3.24 shows a RIS-assisted UAV scenario in which a BS (or a UE) communicates with a UAV via a RIS. For the sake of analysis, it is assumed that no direct link can be established between the BS and the UAV, due to blockage. It is assumed that the UAV is in a hover state, where both the position and orientation of the UAV are not completely fixed. In this case, both the BS and the UAV are equipped with single antennas, while the RIS is equipped with multiple antennas.

Figure 3.25 demonstrates the joint impact of hardware imperfections and fading on the outage performance of RIS-assisted UAV wireless systems, where the outage is plotted as a function of the transmitter and UAV receiver error vector magnitudes, $\kappa_s$ and $\kappa_d$, for different values of threshold [76]. In this case, $\kappa_s = 0$ indicates that the BS is equipped with ideal RF front-end. Similarly, $\kappa_d = 0$ means that the UAV is equipped with ideal RF front-end. Hence, the $(\kappa_s, \kappa_d) = (0, 0)$ point represents the case in which both the S transmitter and UAV receiver are ideal. As expected, for given threshold and $\kappa_s$, as $\kappa_d$ increases, the outage also increases. Similarly, for fixed threshold and $\kappa_d$, as $\kappa_s$ increases the outage performance degrades.

3.5 Multi-Access Connectivity

The 5G CN supports integration of non-3GPP access networks via interworking functions that provide a secure connection for the UE accessing the 5G CN over non-3GPP access networks. Such integration enables a UE to establish multiple
sessions to receive and send data traffic over 3GPP access and/or non-3GPP access. In other words, the UE can have simultaneous connectivity over 3GPP and non-3GPP access networks.

The procedure that steers a UE traffic onto available access networks and enables multi-access connectivity for a single UE is termed as Access Traffic Steering, Switching and Splitting (ATSSS) aka AT3S, by 3GPP [77]. AT3S framework promises to have a great importance for beyond 5G and 6G networks to enable ubiquitous connectivity and service continuity aspects by utilizing all available networks including 3GPP and non-3GPP access networks.

Current framework defined for AT3S by 3GPP has several steering modes, such as active-standby, smallest delay, throughput aggregation, load balancing, redundant, and priority based, and can use multi-path transmission control protocol (MPTCP) to send data through different available network interfaces. The widespread availability of HetNets and the enablement of multi-access connectivity from a single UE to the available access networks increase the complexity level of access traffic routing and resource management for beyond 5G and 6G networks.

An improved version of the 3GPP AT3S framework, called enhanced AT3S (eAT3S), is proposed that uses multi-wireless access technology (multi-WAT) telemetry in an xApp within the ORAN RIC framework to add near-RT RAN control of the AT3S policies behind the user plane function (UPF) [78].
Accordingly, the telemetry and performance measurement values may be used to configure how the traffic splitting shall be performed, e.g., to estimate the proportion of traffic that shall be sent over the different access traffic flows to achieve a particular objective. The implementations presented in this section are done on a 5G Wi-Fi 6 constellation; however, the learnings are relevant for beyond 5G evolution towards 6G.

The 3GPP system architecture specifies that the AT3S can support two steering functions: a high-layer steering function, based on the MPTCP protocol, and a low-layer (LL) steering function based on the AT3S function (AT3S-LL). Each steering functionality in the UE enables traffic steering, switching, and splitting across 3GPP access and non-3GPP access, in accordance with the AT3S rules provided by the network. Regarding MPTCP, the UPF may support MPTCP Proxy functionality on the network side. This capability interacts with the MPTCP functionality in the UE by using the MPTCP protocol.

Standard TCP connections are identified by a four tuple, which includes the source and destination IP addresses and source and destination ports, whose packets are sent through a single link. In the case of MPTCP, defined in RFC 6824 [79], several paths (called sub-flows) are aggregated to create one connection. The protocol includes operations to handle when and how to add or remove paths, to be compatible with legacy TCP hardware (e.g., firewalls may reject TCP connections, if the sequence numbers are not successive) and to define a fair congestion control strategy between the different links and the different hosts.

MPTCP allows the use of different packet scheduling schemes, which select the sub-flow that will forward the next packet. These schedulers may have been designed for different purposes, such as throughput aggregation, reliability improvement, and latency reduction. In particular, the MPTCP implementation available at [80] includes three main packet schedulers:

- A default MPTCP scheduler, which selects the sub-flow with the shortest smooth round-trip time (SRTT) estimated delay, which may be useful for time critical services.
- A redundant scheduler, which forwards each packet through all the sub-flows to achieve redundancy and, thus, increase reliability. Since the packet received first is processed, it also achieves low latency.
- A round-robin scheduler, which transmits packets over the different sub-flows according to a fixed cyclic schedule. Since the different sub-flows forward different data, it achieves throughput aggregation.

These concepts are implemented and can be tested in a virtualized testbed [81, 82]. A framework built on virtual machines (VMs) that incorporate numerous network interfaces as though they were the various radio access technologies has
been developed to evaluate these goals. This virtual testbed is publicly available at [82] and is depicted in Figure 3.26. In this framework, one of the VMs acts as customer premises equipment (CPE) that connects to another VM that acts as a proxy, which is located behind the 5G CN. Both the CPE and the proxy use an MPTCP-enabled kernel [80]. One (or more) client VMs attached to the CPE connect to a server behind the proxy, and a tunnel is used between the CPE and the proxy so that all traffic is transmitted using MPTCP. The main results of the evaluation of the three different schedulers are included in [78, 81]. The repository also includes a version of the testbed which connects non-3GPP networks (such as Wi-Fi 6 and LiFi) through the non-3GPP interworking function (N3IWF) using the free5gc platform.

Between the CPE and the MPTCP proxy, an L2 tunnel is created that enables transparent L2 traffic transit over various WATs. Since the traffic from this L2 tunnel is sent via MPTCP, all traffic passing through the CPE (such as that sent by clients connected to the CPE) is also done and is therefore scheduled using the MPTCP scheduler that has been chosen. Additionally, by establishing many L2 tunnels to various proxies, the CPE can change the packet scheduler in real time without disrupting the TCP (MPTCP) connection.

Based on this testbed, several demonstrators have been implemented [81]. Figure 3.27 shows one of these multi-connectivity testbeds that include 5G NR and Wi-Fi 6 as wireless access technologies. The adoption of MPTCP for the multi-access framework allows the performance of seamless vertical handover, since the schedulers will consider only the links that are available. The tests have shown that the data transportation also is resumed when an interface is recovered. Using these demonstrators, three aggregation modes have been tested, i.e., capacity aggregation mode, delay sensitive aggregation mode, and reliability aggregation mode [81]. These modes are described in the following subsections.

**Capacity aggregation mode:** For use cases requiring the highest user data rate, like enhanced mobile broadband (eMBB), the capacity aggregation mode might be
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Figure 3.27. 5G NR, Wi-Fi multi-connectivity testbed.

Figure 3.28. Sample results from the scheduler implemented in [81] using 5G NR and Wi-Fi 6.

beneficial. To achieve the maximum aggregate throughput, a variant of the weighted round-robin (WRR) scheduler (available at [79]) is implemented [81]. This WRR implementation allows to dynamically assign the number of turns (or weights) for each available network interface within a round.

The benefit of using this approach is twofold. On the one hand, the operator is able to adjust what proportion of traffic will be served by each radio technology. The proper assignment of the weights can lead to achieve the maximum aggregate throughput. Figure 3.28 shows an example in which the testbed reached 350 Mb/s with 5G and 1.4 Gb/s with Wi-Fi 6. As it can be observed, by using the proposed scheduler, it is possible to adjust the percentage of traffic served by each technology (varying the weights between 1–1, 1–2, 1–3, and 1–4 in this example). Moreover, with this approach, the implementation reaches the maximum aggregate throughput (around 1.75 Gb/s in this case).

**Delay sensitive aggregation mode:** For ultra-reliable and low-latency communication (URLLC) service cases, the delay sensitive aggregation mode can be beneficial.
To achieve the minimum latency, the terminal shall employ an MPTCP scheduler such as the redundant (which sends the same information through all the different wireless technologies) or the default (which selects the network interface with lowest round trip time (RTT)). As shown in Figure 3.29, Wi-Fi 6 achieves a much lower latency (around 1 ms) compared to 5G (around 5 ms), mainly due to the complexity of the 5G core and the gNB (BS in 3GPP terminology), which increases the processing time.

Figure 3.30 shows the latency achieved by using multi-connectivity with both 5G and Wi-Fi 6. As expected, the latency obtained with the redundant and the default schedulers is the one achieved by the Wi-Fi 6 interface (approx. 1 ms). Even for the round-robin scheduler, the latency is reduced to approximately the average between the latency of 5G and Wi-Fi 6 (slightly higher than 2 ms). Thus, the redundant and the default MPTCP schedulers are suitable for time critical services.

These measurements have been performed using the netperf tool from NMAP in order to measure the latency in TCP (i.e., using MPTCP). Latency is estimated as the one-way delay, i.e., half of the RTT.

**Reliability aggregation mode:** Regarding the air interface reliability requirement, it is achieved by design because MPTCP ensures a reliable packet delivery. The trade-off introduced by MPTCP is that packets could experience too much latency, e.g., due to TCP retransmissions, thus not being useful for the application. We can, therefore, reinterpret the reliability requirement in terms of the latency requirement, which was already commented in this section.
3.5.1 Vertical Handover

AT3S enables simultaneous access to 3GPP and non-3GPP networks. The handover can be considered as horizontal handover or vertical handover. In horizontal handover, the UE moves within the same access network. In vertical handover, the UE moves between the 3GPP and non-3GPP access networks. When UE moves within the same access network, AT3S can be used to enable service continuity by steering the access traffic onto the other access network. Therefore, AT3S can be utilized in network performance optimizations, such as load balancing, service continuity, or seamless handover. The noted three optimization problems can also be considered as part of one single problem that focuses on the overall mobility optimization for the UE.

Within the AT3S framework, there is technically no vertical handover between access networks. In other words, there is no break-before-make approach in multi-access connectivity scenarios. Instead, when an access link is enabled, MPTCP detects the link as an available network interface and performs data traffic routing/scheduling accordingly. Therefore, the vertical handover time between available access networks can be considered as an elapsed time for an interface transition from disabled to enabled where MPTCP can start sending data through the recently enabled interface. This timer can be termed as “transmission resume delay” to mitigate any confusion on the conventionally used handover timers.

In order to measure transmission resume delay for multi-access connectivity scenarios, a controlled experiment environment is created. Accordingly, two machines are virtualized with VirtualBox version 6.1 and connected to two virtual networks via two network interfaces. Each machine runs an Ubuntu 20.4 image with the
modified kernel, which includes a specific MPTCP module designed in [81]. A test traffic is generated using the `iperf` tool. Traffic is sent from one VM (VM1) to the other VM (VM2). VM1 runs a script which detects when the network interfaces become enabled or disabled. To this end, this script uses `NETLink` sockets. This way, as soon as an interface changes, the event is captured and notified. VM1 also runs the `tcpdump` tool to capture traffic from the interface that will be enabled and disabled. Since `detect-interfaces` and `tcpdump` run in the same machine, they both use the same clock. This way, the timestamp of the event of a new available interface generated by `detect-interfaces` and the one from the `tcpdump` network capture can be used to determine the transmission resume delay. The delay is estimated by an AWK script which processes the output of `detect-interfaces` and `tcpdump`.

To simulate the outage of a link, one of the network interfaces of VM1 is disabled and enabled from the VirtualBox user interface several times during the test. A total of 100 temporal outages were simulated. As it can be seen from Figure 3.31, more than the 60% of the outages resume the transmission after 0.065 s since the interface is re-enabled. Two allocation and retention priority (ARP) resolution requests are made before sending a TCP segment, one for each destination IP address. Nevertheless, this ARP resolution lasts 0.6 ms in the worst case. The results of these experiments demonstrate that the MPTCP approach for the multi-access connectivity allows to provide continuous transmission even when a link fails. This “always-on” type of connection replaces the need for a vertical handover across access networks. Therefore, the time with no connectivity due to a handover becomes zero, and service continuity can be provided during the handover process.

Figure 3.31 shows that the measured time to resume of the transmission through a new link is nearly 60 ms. To identify the source of this delay, several experiments are conducted. To start with, Ethernet frames are forged with the source and destination MAC addresses of some of the MPTCP packets captured during the previous experiments. The payload of these frames is randomly created. A Python script that sends these frames continuously is also created. The time to resume is measured as in previous experiments. The resulting measurements show that the average delay is near to 5 ms.

![Figure 3.31. Time to recover from link outage [81].](image-url)
3.6 Sub-THz for Ultra-High Data Rate

As discussed in Section 3.2.4.2, the availability of several GHz bandwidths at mmWave and Sub-THz bands makes them an attractive technology for future throughput demanding 6G use cases. Besides its potential for communication systems, the wide sub-THz spectrum is beneficial for radio sensing to increase the time, angular, and frequency resolution, in addition to providing the ability to explore the physical properties with spectroscopy [83]. However, these advantages come with challenging link budget, because of the propagation loss caused by blockage and atmospheric absorption, the decreased antenna aperture at high carrier frequencies, the increased noise associated with bandwidth, in addition to the RF hardware non-idealities and limitations. Therefore, multi-antenna implementation with high-gain beamforming is necessary to increase the link range. As a result, it is not feasible to develop one solution that fits all scenarios, but the radio design needs to be analysed for specific link requirements, considering the characteristics of the radio channel and the physical properties of the hardware components. Starting from the link requirements, in terms of data rate, range, and mobility, which are determined from the relevant use cases, the technical requirements and parameters for radio design can be analysed [84].

This section provides an overview of the use case families subjected to the radio access in the sub-THz range (100–300 GHz), and discusses technical aspects related to link modelling, RF impairment, hardware modelling, radio, and beamforming architecture, in addition to the impact of radio channel and waveform design.

3.6.1 Use Cases and Technical Requirements

The relevant communication use cases require ultra-high data rate, and they can be mapped to two scenarios based on the range, which highly influence the underlying wireless technologies [5, 85]:

**Short-range wireless connectivity**: corresponds to small-cell scenario with typical cell size blow 100 m and typical peak data rate of 100 Gb/s. This scenario enables wireless access for device to infrastructure communication at a short range, for general purpose access through a hotspot deployed in indoor environment, such as home for augmented reality/virtual reality (AR/VR) applications, industrial campus for digital twin and industrial control applications, and outdoor for the applications of smart cities. This scenario can also be considered for D2D communication in the applications of digital immersion and telepresence, such as for wirelessly connecting displays and docking stations. Due to the short range of this scenario, the target mobility is low (<10 km/h).
**Long-range wireless connectivity:** can be exploited to improve coverage by providing long-range fixed wireless access to sparsely populated or hardly accessible areas, which cannot be covered by short-range infrastructure. Additionally, they are deemed a cost-effective alternative of optical fibres for the interconnection between small cells in network densification, and for backhaul. The communication range is from 200 m up to 2 km in predominantly fixed outdoor LoS environment, but it is also possible for interconnecting indoor RUs, and for providing backhaul to flying BS in non-terrestrial networks (NTN). The data rate depends on the specific scenario and can reach 1 Tb/s for infrastructure backhaul.

The basic technical requirements to achieve the peak data rate include the bandwidth, number of RF chains, modulation and coding scheme (MCS), in addition to the corresponding minimum SNR. The required SNR is derived from the link budget, which imposes transceiver design requirements including transmit power, antenna array gain, while considering the hardware impairment models, channel characteristics and mobility requirements. Moreover, the link budget is directly related to the link range [84].

### 3.6.1.1 Bandwidth and number of RF chains

The RF bandwidth $B$ (i.e., the passband bandwidth) required for supporting a peak data rate $R_p$ depends on the number of orthogonal spatial and frequency channels $M_{ch}$, the modulation order $Q_{c,m}$, and code rate $r_{c,m}$ in each chain. MCS corresponds to a number bit/symbol $L_{c,m} = r_{c,m} \log_2 Q_{c,m}$. Without considering the impact of filtering and the required guard band, and assuming the symbol rate is $1/B_m$, the relation between these parameters can be expressed as $R_p = \sum_{m=1}^{M_{ch}} L_{c,m} B_m$. Using multiple channels reduces the bandwidth requirements for the RF chain, and it is a solution when a contiguous wideband is not available. In addition, the availability of spatial channels depends on the properties of the wireless channel and the number of serving radio nodes in the case of distributed MIMO deployments. When $M_{ch}$ corresponds to the number of spatial streams, a smaller bandwidth $B = B_m$ can be used leading to an increase in the spectral efficiency, $SE = R_p/B = \sum_{m=1}^{M_{ch}} L_{c,m}$. Whereas in the case of multiple frequency channels, the aggregated bandwidth is $B_{agg} = \sum_{m=1}^{M_{ch}} B_m$, and the required spectral efficiency per channel is $SE_{m} = L_{c,m}$, with average $SE = \frac{1}{M_{ch}} \sum_{m=1}^{M_{ch}} SE_{m}$. Note that the frequency channelization does not increase the spectral efficiency in comparison to spatial multiplexing.

**LoS scenario:** assuming $B_m = B$, $r_{c,m} = r_c$, and $Q_{c,m} = Q_c$, then, $B_{agg} = M_{ch}B$, such that $SE = L_c = r_c \log_2 (Q_c)$, and therefore,

$$R_p = M_{ch}B r_c \log_2 Q_c \Rightarrow B = \frac{R_p}{M_{ch}r_c \log_2 Q_c}.$$  

(3.1)
As can be seen from (3.1), there are different possibilities to choose the bandwidth and MCS parameters. For instance, when employing 16-QAM, code rate 5/6, and a single channel, the required RF bandwidth for achieving 100 Gb/s is 30 GHz, and the baseband bandwidth (i.e., the cut-off frequency of low-pass filter) is 15 GHz. This is less or equal to 10% of the carrier frequencies in the range 150–300 GHz, which is seen as the target for RF circuity design. Each MCS requires sufficient SNR at the receiver to fulfil predefined performance measure, such as bit error rate (BER) and packet error rate (PER) [LJT+19] or based on information theoretical analysis with additional margin for the implementation algorithms, as discussed in the next subsection.

3.6.1.2 SNR requirements

Using the additive noise model after equalization, $y = d + v$, the SNR of the symbol is defined by $\text{SNR} = \frac{E[|d|^2]}{E[|v|^2]}$. Shannon formula assumes additive white Gaussian noise (AWGN) channel and Gaussian symbols, and thus, the minimum SNR can be derived from $\log_2(1 + \text{SNR}) \geq L_c$. However, considering discrete constellation $\mathcal{M}_c = d_0, \ldots, d_{Q_c-1}$ and uniform distribution of the symbols, the mutual information for a noise variance $\sigma^2 = E[|v|^2]$ can be computed from the formula

$$I(\mathcal{M}_c, \sigma^2) = \log_2 Q_c - \frac{1}{Q_c \pi \sigma^2} \int_0^{Q_c-1} e^{-\frac{|y - d_m|^2}{\sigma^2}} \log \left( \sum_0^{Q_c-1} e^{-\frac{|y - d_m|^2}{\sigma^2}} \right) dy. \quad (3.2)$$

Figure 3.32 shows the theoretical achievable mutual information for different QAM order at different SNRs. As can be seen from the figure, for uncoded modulation, the minimum SNR for uncoded 16-QAM is about 17.5 dB so that $L_c \approx 4$ bits/symbol. By giving sufficient margin for processing, a reliable transmission can be achieved. Moreover, by employing channel coding with code rate $r_c = 1/2$, $L_c = 2$ bits/symbol. In theory, the minimum SNR for the latter case is 5 dB. However, by allowing a margin for decoding algorithms, the required SNR is higher. Practically, the SNR requirements in the coded case compared to the uncoded one can be reduced by $10 \log_{10}(r_c)$ dB. Thus, in the case of 16-QAM and $r_c = 1/2$, a minimum SNR of 14.5 is sufficient.

The SNR is calculated from the link model, and it is proportional to the ratio between the transmitted power and bandwidth, $P_{TX}B$, per chain. Based on that, the required SNR in case of employing multiple frequency channel for the same MCS is identical. Since the bandwidth $B = \frac{B_{agg}}{M_{ch}}$, and the total power $P_{TX,tot} = M_{ch}P_{TX}$, the required SNR does not change with frequency channelization. Nevertheless,
the realization of the hardware architecture to achieve such SNR can be relaxed for smaller bandwidth.

### 3.6.1.3 Link model

The abstracted link model of the digital baseband signal relates the transmitted signal $x[n]$ to the received signal $y[n]$. In LoS, the link model can be expressed in the form

$$y[n] = hx[n] + z[n] + v[n], \quad (3.3)$$

where $h$ is the channel gain, $v[n]$ the additive noise that is independent of the signal, and the additional term $z[n]$ denotes the self-interference term because of the hardware non-idealities. The channel gain is related to the link budget, the noise power is determined from the thermal noise, the noise figure, and the bandwidth, and the interference power is computed from the hardware models. In the low SNR region, the receiver performance is inevitably noise limited, while in the higher SNRs the performance is limited by the non-linearity. Note that $x[n]$ can be the modulated signal, and thus, after demodulation, additional processing gain can be achieved. In fact, (3.3) considers the linearization of the hardware response, where the RF non-idealities are treaded as additive noise. In general, a non-linear model can be used such that

$$y[n] = f(h, x[n]) + v[n], \quad (3.4)$$

where $f(h, x[n])$ is a non-linear function that depends on the hardware models.

As illustrated in Figure 3.33, which focuses on one signal chain, the link budget, is computed from the relation between the received power $P_{RX}$ and the transmitted...
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Figure 3.33. Link budget model.

The power $P_{TX}$, given the total antenna gains $G_{a, TX}$ and $G_{a, RX}$ at the transmitter and receiver, respectively, in addition to the propagation losses, such that [85, 86]:

$$P_{RX}[dBm] = P_{TX}[dBm] + G_{a, TX}[dBi] + G_{a, RX}[dBi]$$
$$-20\log_{10}(f_c[GHz]) - 32.4 - 20\log_{10}(d) - L_{fade}. \quad (3.5)$$

Here, $f_c$ is the carrier frequency, $d$ is the range, and $L_{fade}$ denotes other path losses, such as absorption or fading in the case of non-LoS. The link budget decreases by 6 dB by doubling the range or doubling the carrier frequency. This can be compensated, for instance, by doubling the antenna gains at the transmitter and receiver for the same transmit power.

Considering the hardware imperfections, the SNR can be expressed in the form

$$SNR[dB] = P_{RX}[dBm] - N_0[dBm/Hz]$$
$$-10\log_{10}(B_n[Hz]) - NF[dB] - L_{HW}. \quad (3.6)$$

The term $N_0 = 10\log_{10}(1000 kT)$ is the noise spectral density, where $k$ is Boltzmann’s constant, $T$ temperature in Kelvin (for typical temperature $T = 300$ K, $N_0 = -174$ dBm/Hz). Moreover, $B_n$ is the noise bandwidth, which can be higher than the signal bandwidth $B$. Furthermore, the term $L_{HW}$ represents the overall losses in the hardware. The SNR can be increased by increasing the link budget, which depends on the RF transceiver architecture. In particular, the antenna gains represent the overall antenna element gains and array gain, and $P_{TX}$ corresponds to the total power generated by the PAs. Thus, the EIRP ($P_{TX}[dBm] + G_{TX}[dBi]$) can result from the power radiated by different number of antenna elements and PAs, and the behaviour of highly directive antennas such as horn, lenses, and reflectors. The sensitivity of the receiver $P_{sens}$ is computed according to the minimum SNR$_{min}$ requirements for the targeted MCS,

$$P_{sens}[dBm] = SNR_{min}[dB] + N_0[dBm/Hz]$$
$$+10\log_{10}(B_n[Hz]) + NF[dB] + L_{HW}. \quad (3.7)$$
From system level perspective, the link budget parameters highly depend on the technology, bandwidth, carrier frequency, and waveforms. For instance, the transmitted power results form

\[ P_{TX} = P_{sat} - P_{BO} - L_{ant-PA}, \]  

(3.8)

where \( P_{sat} \) is the saturated (maximum) output power, \( P_{BO} \) is the back off needed, and \( L_{ant-PA} \) is the loss between PA and antenna. Moreover, the hardware imperfections, which contribute to \( L_{HW} \), depend on parameters related to RF, and analogue and digital constraints that tend to worsen by increasing the frequency. These parameters include:

- Transition frequency of the transistor \( f_T \) of low-noise amplifier (LNA), which impacts the receiver noise.
- Frequency of unity unilateral gain \( f_{max} \) of PA, which impacts the transmitted power.
- Parameters impact the detection including the phase noise \( N_{ph} \), digital gate delay (\( t_{Gate} \)), clock frequency (\( f_{clk} \)), clock jitter \( \Delta t_{jitter} \), quantization noise \( N_q \), and maximum signal level \( V_{max} \).
- Other signal-dependent non-idealities or distortion components \( D_{other} \), and cross-coupling between channels \( I_{mutual} \).

### 3.6.2 Radio Design Consideration

A functional block diagram of potential single phased array transmitter and receiver models is shown in Figure 3.34, whereas the overall system may consist of several chains. At the transmitter, the complex-valued discrete complex signal \( x[n] \) is converted to baseband signals, \( x_I(t) \) and \( x_Q(t) \), using DAC and LP. The baseband is upconverted to RF signal \( s(t) \) using mixers assuming direct conversion. The signal is spitted to parallel signals at the beamforming module that pass through the gain and phase control blocks, then to the PA, and finally to the antenna elements. The overall transmitter signal model considers the impacts of DAC quantization, I/Q imbalance, phase noise, analogue beamforming, PA non-linearity, and the antennas. The received signal at each antenna is amplified by an LNA connected to gain and phase control at the receiver beamforming block, then the output signals are compinged in the received signal \( r(t) \). The baseband signals \( y_I(t) \) and \( y_Q(t) \) are generated by the IQ mixer and LP filter, which are converted by the ADCs to obtain the discrete complex signal \( y[n] \). Similarly, the transmitter signal model contains the impacts of ADC quantization, I/Q imbalance, phase noise, and analogue beamforming. The LNA can be non-linear as well, which impacts the analogue gain control (AGC) functionality.
Although the transceiver architecture looks similar to the one used in 5G mmWave, the key difference is in the non-ideal behaviour of the RF components at the frequency range above 100 GHz and ultra-wideband, as well as the increased technical challenges in the hardware implementation. Moreover, to achieve data rate larger than 100 Gb/s at a specified range with affordable complexity, form factor, and energy consumption, implementation with multiple RF chains is required either in the form of multiple aggregated frequency channels, in addition to the consideration of hybrid beamforming architecture depending on the availability of spatial beams. Therefore, several crucial aspects need to be considered in the radio design:

**Duplex mode:** TDD operation is envisioned because of the highly integrated modules of the antennas and the related LNAs and PAs as well as a large number of antennas. TDD allows also exploiting radio channel reciprocity as the same band is used for transmission and reception. However, to exploit this feature, the transmitter and receiver need to be calibrated to account for different frontend hardware responses. In addition, the antenna can be used for transition and reception, which requires a T/R switch at the cost of additional losses between PA and the antennas [87]. To avoid such losses, another option is to use separate antenna arrays for the transmitter and receiver. In this case, the channel reciprocity is not fulfilled, but still the TDD operation is favourable to avoid costly diplexers [88].

**Transmit power:** Generating sufficient power is one of the most important and well-known challenges in wireless communications, which become more challenging with the increase of frequency. In RF performance, the power is limited by the capabilities of transistors implemented using different semiconductor technologies, and as a general trend the output saturated power decades severely as a function of frequency, especially, above 100 GHz. As this power corresponds to non-linear operation, sufficient back-off needs to be considered, which depends on the waveform and increases consumption [89].
Receiver noise: Like any other electronic devices, both active and passive receiver components contribute to the receiver noise, which consequently degrades the signal quality in terms of, e.g., SNR. These include insertion losses (ILs) in connected ports of different components, losses caused by interconnection and routing, in addition to the noise factor of LNA and other blocks. ILs increase at higher frequencies, which require high level of integration to mitigate. Also, the noise figure of LNA, which is the dominant active component, generally increases with the frequencies above 100 GHz, but can be less severe in some technologies [90]. In addition, as the noise is proportional to the bandwidth, doubling the bandwidth results in 3 dB losses of SNR.

Phase noise: It causes significant degradation in the performance of high data rate by causing random rotation of the received signal constellation and causes interference to adjacent channel in case of frequency division systems. This effect highly depends on the waveform, bandwidth, and oscillator source selection. The larger is the bandwidth, the higher is the amount of accumulated phase error, and such effect cannot simply be compensated by increasing SNR, as the noise floor becomes dominant. The phase noise depends on the technology of local oscillators (LOs). For instance, one common technique generates high frequency by multiplication of low-frequency oscillator. Each doubling of the frequency results in 6 dB higher phase noise level. Thus, it is critical to afford LO with low phase noise in order to allow operation at ultra-wideband [91].

DAC/ADC: The speed of converters is proportional to the bandwidth assuming Nyquist sampling. The essential challenge for high-speed converters is the increase of energy consumption with the sampling frequency and resolution. Nevertheless, the implementation of high speed DAC is relatively easier in comparison to ADC, and its power consumption at the transmitter is not significant when compared to the PA. In relation to ADC, the sampling frequency $f_s$ needs to be at least twice the baseband bandwidth to avoid aliasing, and up-sampling might be required for digital synchronization. The quantization noise should not have a big impact on the SNR if the used amount of bits is sufficient. In particular, after quantization $\text{SNR}_d = \frac{P_S}{\sigma^2 + \sigma_q^2} = \frac{P_S}{\sigma^2} \frac{1}{1 + \frac{\sigma_q^2}{\sigma^2}}$, where $\sigma_q^2$ is the quantization noise power, if $\sigma_q^2/\sigma^2 < 0.1$, the reduction of the SNR $\frac{P_S}{\sigma^2}$ is less than 0.4 dB. Therefor, the ADC dynamic range $\text{SNR}_{\text{ADC}}$ should be considered according to the minimum SNR, such that, $\text{SNR}_{\text{ADC}}[\text{dB}] > \text{SNR}_{\text{min}}[\text{dB}] + 10$. In uniform quantization, $\text{SNR}_{\text{ADC}}[\text{dB}] = 6.02Q_d$, where $Q_d$ is the resolution in number of bits. Moreover, to avoid clipping, compensate for AGC, and tackle the near-far problem at the BS, additional margins are required. All that increases the required resolution, which increases the ADC power consumption $P_{\text{ADC}}$ according to Walden's figure-of-merit.
Towards Versatile Access Networks

(FoM), which is used to evaluate ADC performances and given by [92].

$$\text{FOM}_w = \frac{P_{\text{ADC}}}{2Q_d \cdot f_s}.$$  \hspace{1cm} (3.9)

This parameter depends on the technology, and it is shown to be constant up to 100 MHz, where doubling the sampling rate or increasing the resolution by 1 bit double the power consumption. In contrast, for sampling rate above 1 GHz, $\text{FOM}_w$ significantly increases as a function of the sampling rate, and therefore the power consumption grows more than double by doubling the sampling rate.

**DSP:** The implementation of real-time signal processing algorithms to achieve reliable throughput larger than 100 Gb/s within low-latency constrained is challenging and requires processing papalism, which leads to high energy consumption as well. Therefore, the DSP architecture needs to be optimized, such as considering the design of low-complexity algorithms without significant performance degradation and implementation with low-resolution operations. This might require adding an additional SNR margin, which impacts the RF design, and thus, a joint optimization of RF hardware and DSP is important [93].

**Antenna:** As the wavelength decreases, the antenna sizes also decrease, which create challenges for the transceiver radio-frequency integrated circuit (RFIC) design to match the form factor of the electronics and the antenna matrix [94]. For instance, to increase the transmit power, the size of PA consumes larger area than the antenna, which limits the practical size of the antenna array. Nevertheless, an array of large number of elements is required to increase the aperture and compensate for the reduced physical size of a single antenna. The array gain, assuming $\lambda/2$ element spacing, is proportional to the number of elements $N$, $G_{a,x} = NG_x$, where $G_x$ is the antenna element gain. Following the link budget model (3.5), doubling the frequency or doubling the range requires doubling the number of elements at the transmitter and receiver sides, or to increase by factor 4 at one end of the link. Thus, employing antenna array at frequencies above 100 GHz, for sufficient range, is challenging. Besides the design RFIC design and packaging limitations, antenna arrays are impacted by non-idealities such as coupling between antenna elements. An alternative option of large antenna array is using high directivity antenna such as horn and lenses, but this is not steering-friendly choice [95].

**Beamforming:** The high-gain antenna arrays required to improve the link budget produce narrow beams, which requires strict alignment between the transmitter and receiver. Moreover, upon mobility, switching the beam needs to be fast enough when analogue beamforming is employed. However, because of the limited angular
resolution because of the limitation of the gain and phase control, a successful beam alignment might not be guaranteed in all positions. Although digital beamforming is fully flexible, it is not practically feasible, and thus, hybrid beamforming arises as a reasonable approach. In hybrid beamforming, the antenna array is partitioned into subarrays driven by multiple RF chains. This allows also serving multiple users or exploiting MIMO spatial multiplexing. The size and number of subarrays are design parameters to be considered in the radio design based on the scenario and channel characteristics. Other challenges for the beamforming design are inherited from the non-idealities of other RF components, the constrained on the transmitted power limits the exploitation of gain control, the violation of the narrow band approximation, violation of the far-field assumption with large size of the array relative to the wavelength, and the antenna coupling.

3.6.3 RF Hardware Modelling

The modelling of individual block is essential for the computation of the link budget and the design of the waveform to mitigate the non-linearity in the system, in addition to be able to estimate the performance of realistic system. Three modelling approaches are required based on the studied problem, namely

- **Second order statistics**: this model considers the second-order statistics only, to compute the SNR \( P_{RX} = P_{TX} + P_N \) for link-level range and coverage analysis. This modelling can be carried out to determine the contribution of each block and identify the dominant source of non-ideality.

- **Additive non-linearity model**: in this approach, the RF impairment is considered as an additive term after linearization according the signal model \( y[n] = hx[n] + z[n] + v[n] \), and \( h \) is the linearization gain, and \( z[n] \) is signal-dependent term corresponds to the overall all RF block non-idealities such as quantization noise, phase noise, non-linear distortion of PA, IQ imbalance, etc. Thus, \( z[n] \) can be approximately modelled by simplified Gaussian noise considering the sum of different random non-idealities. This model is useful to perform simulation in affordable time to evaluate the link performance in terms of BER, FER, etc., but it is not necessarily realistic due to the non-Gaussian nature of the signal-dependent RF non-idealities.

- **Response function**: where the goal is to obtain a function representing the relation between the input and output of blocks such as PA and LO to study compensation techniques. These models are mostly memory-dependent, such that the current response depends on the previous state. The simulation using this model is time consuming, as it emulates the actual hardware. The overall response of the system can be expressed as \( y[n] = f(x[n], x[n-1], \ldots) + v[n] \).
The following subsections provide an overview of modelling examples for different components.

### 3.6.3.1 ADC/DAC models

DAC and ADC add impairments to the signal by non-linear clipping and quantization noise, in addition to the effect of anti-aliasing and reconstruction filtering, as illustrated in Figure 3.35.

The filtering effects can be neglected by designing the signal to occupy a spectrum in the flat region of these filters [96]. Thus, it is required to model the impact of the quantization, which involves proper scaling of the signal at the ADC input, and proper mapping of floating point or fixed-point representation at the DAC input. The scaling of the input signal is achieved by AGC at the receiver, whereas the scaling of discrete signal is achieved digitally. Two models are shown in Figure 3.36, the first corresponds to the response function, where the signal is scaled and quantized, whereas the other model performs scaling and adds quantization noise, which can be modelled as uniformly or Gaussian-distributed random signal.

### 3.6.3.2 Power amplifier

In addition to the maximum saturated power of PA, modelling the non-linearities and memory effects are important. Measured data are used to model the PA response in the discrete-time domain. Following memory polynomial model, which

---

**Figure 3.35.** ADC/DAC functional model.

**Figure 3.36.** ADC/DAC signal models.
can be expressed as [97]:

\[ V_{\text{out}}(s) = \sum_{q=1}^{Q} \int_{k=1}^{K} \tilde{a}_{kq} V_{\text{in}}(s - q) |V_{\text{in}}(s - q)|^{2(k-1)}, \tag{3.10} \]

where \( s \) is the number of samples, \( K \) polynomial order, \( Q \) memory length, and \( \tilde{a}_{kq} \) are the coefficient to be estimated by fitting. The signals \( V_{\text{in}}(s) \) and \( V_{\text{out}}(s) \) are the measured discrete input and output complex envelope signals of the \( s \)-th sample, respectively. Note that the selection of the proper PA model depends highly on the scenario that is investigated. For example, for linearization studies, very accurate models are required, while for generic link-budget investigations, rather simplified behavioural approaches may be sufficient to achieve the correct order of magnitude for the modelling.

### 3.6.3.3 LNA noise figure

The losses and noise contribution from components after the LNA are mitigated by the power gain of the LNA, and the major noise impact is introduced by LNA. The noise-figure of LNA depends on the frequency of operation, which can be estimated based on measured data of certain semiconductor technology or based on circuit simulation. Based on empirical results and curve fitting in the mmWave range and sub-THz range (30–300 GHz), a common noticeable trend among the investigated technologies is the exponential increase of the noise figure with frequency [98], which is defined by exponential function parametrized by two parameters \( \alpha \) and \( \beta \), which depends on the technology, such that the minimum noise figure, \( NF \), is given by

\[ NF_{\text{min}} = \alpha \exp \left( \frac{f_c}{\beta} \right) \tag{3.11} \]

where exemplary values are provided in Table 3.4.

### Table 3.4. LNA noise minimum noise figure parameters of (3.11).

<table>
<thead>
<tr>
<th>CMOS</th>
<th>SiGe</th>
<th>GaAS</th>
<th>InP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>1.50</td>
<td>1.75</td>
<td>0.70</td>
</tr>
<tr>
<td>( \beta )</td>
<td>112.4</td>
<td>130.7</td>
<td>129.9</td>
</tr>
</tbody>
</table>
3.6.3.4 Analogue beamforming non-linearities

The gain and phase control block, which can be implemented by different passive and active technologies, is inserted before the PA at the transmitter and after the LNA at the receiver. The non-idealities of this RF block result from the quantized beamforming weights and potential noise that has impact, especially if the amplitude is controlled. In most cases, this impact is neglected at the receiver compared to the impact of LNA noise, as sufficient gain is assumed from the amplifier. However, when the amplitude is controlled for beamforming purpose, modelling the noise of the VGA/phase shifter should be considered at least to analyse a realistic amplitude control dynamic range. A simplified modelling considers additive noise, as shown in Figure 3.37, which can be added at the input in the case of active component, or after in the case of passive components. At the transmitter side, the noise can be neglected in the overall link model. The transfer function model can be derived from the employed components for the evaluation of the beamforming.

3.6.3.5 Phase noise

The total phase noise highly depends on the frequency synthesis approach of the transceiver. By utilizing multiple multiplications by two or three of the voltage-controlled oscillator (VCO) signal in series, as shown in Figure 3.38, where the operation frequency of the VCO can be lowered for practical implementation [99]. However, doubling the LO frequency effectively raises the respective phase noise by 6 dB since the same signal is in intermediate frequency (IF) and LO port of the mixer and correlated noises are multiplied into the RF port of the mixer.

The single-side phase noise power spectrum can be defined by [100], Section 4.2.3.1.

\[
S(f_o) = PSD_0 \frac{\prod_{n=1}^{N} \left(1 + \frac{f_o}{f_{z,n}} \right)^{\alpha_{z,n}}}{\prod_{m=1}^{M} \left(1 + \frac{f_o}{f_{p,m}} \right)^{\alpha_{p,m}}},
\]  

(3.12)
where \( f_0 \) is the offset frequency, \( \{f_{z,n}\} \) zeroes of orders \( \{\alpha_{z,n}\} \), \( \{f_{p,m}\} \) poles of orders \( \{\alpha_{p,n}\} \). The average root mean square phase jitter, which can be further converted to an equivalent SNR or error vector magnitude (EVM), can be used in the simulation, and it can be defined as

\[
\sigma_{\text{rms}} = \sqrt{2 \int_{f_1}^{f_2} S(f) df}.
\] (3.13)

The integration goes from minimum to maximum frequencies that matters, such as the frequency range of the signal over which the phase compensation is performed. Accordingly, a signal model using random phase \( \varphi_{pn}(n) \sim N(0, \sigma_{\text{rms}}^2) \) can be used, such that

\[
y(n) = x(n) \exp(j\varphi_{pn}(n)).
\] (3.14)

This is suitable for short symbols, but to elaborate the impact of longer signal, a better model can be obtained by filtering Gaussian noise whose frequency response is \( \varphi_w(f) \) using the filter \( H(f) = \frac{1}{\sqrt{2}} \sqrt{S(f)} \), such that the generated phase noise is given by

\[
\varphi_{LO}(t) = \int_{f_1}^{f_2} H(f) \varphi_w(f) \exp(2\pi ft) df.
\] (3.15)

### 3.6.4 Radio Architecture

A generic block diagram of the radio architecture that employs hybrid beamforming is illustrated in Figure 3.39. The transmitter is equipped with \( M \) RF chains and a phased antenna array with \( P > M \) antenna elements, which are partitioned into \( M \) subarrays. A total number of antenna elements is \( Q > N \) split into \( N \) subarrays connected to \( N \) receive RF chains at the receiver. A single RF chain follows the diagram presented in Figure 3.34. This generic architecture shows various degrees of
freedom that need to be determined at the design stage, and also at the operation, depending on the scenario and requirements. The defined configuration should provide the suitable beamforming architecture, based on the radio channel characteristics, in addition to the waveform properties before and after digital precoding, if applicable, to cope with the RF hardware limitations. The following subsections introduce an overview of the relevant radio modules.

3.6.4.1 Beamforming

The beamforming is achieved by means of digital precoding and analogue beamforming. The beamforming at the transmitter is achieved by a digital precoding matrix $W_D$ of size $M \times M$ and analogue beamforming matrix $W_A$ of size $M \times P$. Similarly, the receiver employs analogue beamforming matrix $F_A$ of size $N \times Q$ and digital decoding matrix $F_D$ of size $N \times N$.

The effective MIMO signal model, assuming ideal hardware, is given in the frequency domain by

$$\tilde{y}(f) = F^H \tilde{H}(f) W \tilde{x}(f) + F^T \tilde{v}(f),$$

(3.16)

where $\tilde{H}(f)$ is the $M \times M$ MIMO channel in the frequency domain, and $W = W_A W_D$ and $F = F_A F_D$. This model can be used for initial assessment of the theoretical limits w.r.t. the channel characteristics. For instance, to select the number of RF chains based on the rank of the channel, evaluate the achievable rate and compare the performance of initial beam access techniques. Moreover, from implementation perspective, the structures of $W_A$ and $F_A$ are constrained by the implementation of the beamforming. For instance, as in practice, each antenna element is connected to phase and gain control, $W_A$ is sparse, where non-zero values appear only once in each column and row. Moreover, the non-zero entries are limited by the resolution of the beamforming control.

3.6.4.2 Waveform and precoding

The design of the waveform and precoding needs to consider mitigating the hardware limitations at frequency above 100 GHz. This includes robustness to the phase noise as a major impairment that cannot be solved without compensation even at high SNR. To reduce the back-off and, thus, allowing higher transmit power, the waveform needs to be chosen to have smaller peak-to-average power ratio (PAPR). Moreover, to reduce the required ADC power, it is important to consider waveforms that work with low-resolution quantization. Furthermore, the processing complexity, such as equalization and detection, needs to be minimized to reduce the power consumption by DSP, especially when targeting data rate above 100 Gb/s. In addition, considering the channel characteristics, and the impact of beamforming architecture, it is foreseen that 6G waveform might need to go beyond orthogonal
frequency-division multiplexing (OFDM). For example:

**Zero-Crossing Modulation (ZXM):** which is based on temporal oversampling and 1-bit quantization. The information bits are encoded in the zero crossing of the signal. Although it offers low complexity and power efficiency in AWGN, its performance under phase noise and in selective channel needs further investigation [101].

**Analogue Multicarrier:** is based on dividing the wideband to multiple narrower bands, where each band is modulated independently or considering overlap with other bands, in similar fashion to analogue OFDM. This allows using conventional wideband waveforms per sub-band at lower frequencies, then aggregating the bands at the high frequency. This approach allows using high-resolution ADC without linear scale of the ADC power consumption, but the impact of the high-frequency phase noise needs to be evaluated [102].

**DFTS-OFDM and SC-FDE:** are preceded version of OFDM using discrete Fourier transform (DFT) matrix, which is smaller than the DFT size in the first, and the same as the DFT in the later, with the goal of achieving a trade-off between reducing the PAPR and complexity. The impact of phase noise and low-resolution ADC should be considered.

Other waveforms include constant phase modulation (CPM) and its constrained envelope with a main focus on reducing the PAPR by employing precoding on OFDM [103].

### 3.6.5 Radio Channel

The radio channel characteristic affects several KPIs, and the path loss impacts the SNR and thus the data rate. Rich multi-path environment and polarization allow exploiting spatial multiplexing and thus increasing the spectral efficiency. The spatial correlation affects the area traffic capacity and connection density. The channel dynamics such as fading in addition to the path loss has a significant impact on the energy efficiency, in terms of transmitted power and signal processing for channel estimation and equalization. This dynamicity has also an impact on the latency and reliability as going in deep fade results in lost packets and a need for retransmissions. The impact of the channel needs to be studied in terms of wave-material interaction, atmospheric losses, and multi-path characteristics. In addition, to the propagation models, which are independent of the hardware, the channel model should consider the number of antennas and the RF design parameters, in order to provide a discrete channel model suitable for designing the signal processing algorithms. This methodology is conventional in all wireless communications systems. However, it becomes challenging for frequencies above 100 GHz, because
of the complexity of designing a channel sounder and obtaining measurements in different environments.

3.6.5.1 Path loss, angular, and delay dispersions

The path loss, delay, and angular spread models of a wireless channel are useful information to predict the characteristics of the channel. These parameters are estimated for the LoS and NLoS links in the entrance hall and three outdoor scenarios, namely suburban, residential, and city centre, described in [86].

Two path loss models, such as the close-in (CI) reference free space reference and the alpha-beta-gamma (ABG) models, are considered here. The path loss of a signal with frequency $f_c$ at distance $d$ based on the CI model is expressed as

$$PL_{CI} = FSPL(f_c, 1 \text{ m}) + 10n\log_{10} \left( \frac{d}{d_0} \right) + \chi_{CI}$$

(3.17)

where $FSPL(f_c, 1 \text{ m})$ is the free space path loss of the signal with frequency $f_c$ at 1 m distance, $n$ is the path loss exponent, and $\chi_{CI}$ is the CI shadow fading. Meanwhile, the ABG model is given by

$$PL_{ABG} = 10\alpha \log_{10}(d) + \beta + 10\gamma \log_{10} \left( \frac{f}{1 \text{ GHz}} \right) + \chi_{ABG}$$

(3.18)

where $\alpha$ is the distance-dependent loss coefficient, $\beta$ is an offset coefficient, $\gamma$ is the frequency-dependent loss coefficient, and $\chi_{ABG}$ is the ABG shadow fading. The omnidirectional path losses for the indoor and outdoor scenarios, together with the fitted path loss models, are plotted in Figures 3.40 and 3.41.

![Figure 3.40. Path loss model for indoor scenario.](image)
Note that the outdoor scenario is an ensemble of path loss estimates from the three mentioned outdoor scenarios, since there are only limited NLoS links that can provide sensible fitting to the model when individual scenario is considered. It can be noticed that both the CI and ABG models provide equally good fit for LoS and NLoS links in both scenarios.

The mean \( \mu \) and standard deviation \( \sigma \) of angular and delay spread values are listed in Table 3.5. The angular spread values are based on azimuth and zenith angle of departure (AoD/ZoD) and azimuth and zenith angle of arrival (AoA/ZoA) estimated from measurement-based ray launcher presented in [104]. Similar to the path loss modelling, the spread statistics for the outdoor case include the spread values from the three outdoor scenarios.

### 3.6.5.2 Stored channel model

The use of measured channel responses for PHY design and evaluation on a computer has been a well-recognized approach, e.g., [105], as it allows repeatable tests and comparison between different PHY schemes. The fact that measured channel responses serve as the ground-truth of any simulation-based channel modelling also justifies the use for realistic evaluation of any radio systems. There are, however, also challenges of using measured channels for PHY studies, i.e., (a) it is not straightforward to apply the measured channel responses to simulations that assume different hardware requirement than the measurement, e.g., signal dynamic range, antennas/arrays, system bandwidth, and moving speed of a mobile; and (b) a sufficient amount of measurements, e.g., for Monte-Carlo simulations and evaluation of packet error rates, may not be available due to limited capability of channel sounding. These challenges are overcome, e.g., (i) by under-sampling or interpolating the measured channels in space, bandwidth and time; and (ii) by making a general
mathematical description that allows us to over-sample, extrapolate, or invent the measured reality, which is called a channel model. The approach (ii) is exemplified in [105], where band-/aperture-/time-sampling-limited measurements of channels are approximated by the band-/aperture-/time-sampling unlimited form as illustrated in Figure 3.42. The former, coming from calibrated measurements, is represented by power spectrum, while the latter is a discrete model of propagation paths represented by Dirac delta functions. It is possible to synthesize infinite amount of small-scale fading realizations from the propagation paths of channels by applying
the uniform randomly distributed phases to each path before summing them up at
the antenna.

The measured sub-THz multi-path channels in the discrete path format are
available in [106] for an entrance hall and outdoor scenarios, such as subur-
ban, residential, and city centre. Details of the measurement channel sounder
and measurement sites are available in [86]. Even though the measurements
are single-directional to cover only one link end to estimate multi-path angles,
double-directional data were derived by exploiting the available detailed geometric
database of the measurement environment and measured channel response using a
tool called a measurement-based ray launcher [104]. These single-directional and
double-directional multi-path data, in the form of discrete multi-paths, are pub-
lished in [105].

Stored multi-path data cover several transmit and receive locations in different
environments. Each link, i.e., transmit and receive location, is characterized by a
band-/aperture-unlimited double-directional power angular delay profile (PADP)

\[ P_q(\Omega^{rx}, \Omega^{rx}, \tau) = \sum_{l=1}^{L_q} P_{l,q} \delta(\Omega^{rx} - \Omega^{rx}_{l,q}) \delta(\Omega^{rx} - \Omega^{rx}_{l,q}) \delta(\tau - \tau_{l,q}) \] (3.19)

where \( q \) is the link index, \( L_q \) is the number of paths, \( \delta(\cdot) \) is the delta function, \( P_{l,q}, \Omega^{rx}_{l,q}, \Omega^{rx}_{l,q}, \) and \( \tau_{l,q} \) are the power (squared magnitude of path gain), the direction
of arrival, the direction of departure, and the propagation delay of the \( l \)th path,
respectively. Arrival and departure directions contain both azimuth and elevation
angles. Current data are measured with vertically polarized antennas; hence, we
restrict the definitions here to a single-polarized case only, neglecting the polariza-
tion characteristics.

Receiver and transmitter antennas can be specified by complex radiation patterns
\( g_{rx}(\Omega^{rx}) \in \mathbb{C}^{M \times 1} \) and \( g_{tx}(\Omega^{tx}) \in \mathbb{C}^{N \times 1} \), respectively, where \( M \) is the number
of Rx antennas and \( N \) is the number of transmitter antennas. Now, the channel
frequency response matrix is determined as

\[ H_q(f) = \sum_{l=1}^{L_q} g_{rx}(\Omega^{rx}_{l,q}) \sqrt{P_{l,q}} e^{-j2\pi f \tau_{l,q}} g_{tx}(\Omega^{tx}_{l,q})^T \in \mathbb{C}^{M \times N}. \] (3.20)

Random snapshots of frequency response matrices can be generated by intro-
ducing random initial phase \( \theta_{l,q} \) for each multi-path, where phase terms are drawn
from the uniform distribution in \([0, 2\pi]\). Moreover, the temporal dimension and
time variability can be included by introducing small Doppler frequencies \( \nu_{l,q} \) for
each path. This models a small-scale virtual motion, where only phases of path
component change over time, but other propagation parameters remain constant.
The resulting snapshot/time variant frequency response matrix is

$$H_q(t,f) = \sum_{l=1}^{L_q} g_{rx}(\Omega_{l,q}^{rx}) \sqrt{P_{l,q}} e^{i(\theta_{l,q}+2\pi v_{l,q}t)} e^{-j2\pi f \tau_{l,q}} g_{tx}(\Omega_{l,q}^{tx})^T \in \mathbb{C}^{M\times N}.$$  (3.21)

### 3.6.5.3 The number of independent beams

Wireless communication over sub-THz radio frequencies demands high-gain antennas to compensate for the high propagation loss. This leads to very directive antenna patterns, which illuminate only sub-sets among all available propagation pathways. Communication systems operating at lower frequencies have extensively used spatial multiplexing and beamforming to optimally utilize all degrees of freedom provided by the propagation channel. Now, at sub-THz, partly due to the channel sparsity and mainly due to foreseen RF technology limitation, such flexible transmission schemes might not be possible. Due to aforementioned reasons, it is interesting to study how many independent beams of practical beamwidth the propagation channel support. Directional wideband propagation measurements mentioned in Section 3.6.5.2 are used for this study. One can rather easily estimate how many significant paths are present in a measurement location, but interpreting that to separable beams is not evident.

Three methods to assess the number of useful beam directions are introduced in [108]. The second method is based on measured single-directional PADPs $P_q(\Omega, \tau)$ and a synthetic beam pattern $G(\Omega)$ defined in [109]. Only vertically polarized antennas were used in the channel measurement, and hence only single polarization is considered in the following number of beams.

Measured PADPs were evaluated using 10° half power bandwidth (HPBW), 10 dB dynamic range, 2 GHz BW, and 0.5 correlation threshold. An example PADP, beam power, and identified beam directions are illustrated by blue circles, a red curve, and orange squares, respectively, in Figure 3.43. Identified beam numbers in 132 measured indoor Tx and Rx locations are shown in Figure 3.44. Figure 3.45 depicts empirical CDFs of beam numbers in 132 indoor and 157 outdoor locations using both 10 and 20 dB dynamic ranges. Median values of beam numbers are two in both environments using a dynamic range of 10 dB, and using a 20 dB range, they are five and three in indoor and outdoor environments, respectively.

### 3.6.5.4 Comparison with below-100 GHz bands

Comparing the radio performance between current cmWave or low mmWave wireless communication systems and future 6G systems operating at frequencies between 100 and 300 GHz require the knowledge of the propagation channel from
**Figure 3.43.** Measured path powers, the beam power, and independent beam azimuth directions in an example link.

**Figure 3.44.** Number of independent beams in 132 indoor links.

**Figure 3.45.** CDF of number of independent beams in 132 indoor and 157 outdoor links using either 10 or 20 dB dynamic range.
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a few GHz to 300 GHz. The propagation channel frequency dependency may be analysed by a pure theoretical approach in free space but needs measurement in more complex environments. Performing wideband channel measurements in real environments over such a bandwidth of several hundred of GHz is technically and organizationally challenging; therefore, a more practical approach is to focus on the material characterization. Knowing the transmission and reflection losses, frequency dependency of usual building material is the first step to assess the potential differences between a propagation channel below 100 GHz and above 100 GHz. A propagation measurement campaign was performed using a vector network analyzer (VNA) and frequency extenders to measure continuously from 2 to 260 GHz the reflection (R) and transmission (T) losses of common building material slabs at normal incidence. Figure 3.46 shows results from three typical materials compared with an International Telecommunication Union (ITU)-like model that keeps the ITU theoretical framework for a slab [110] but proposes new parameters fitted by measurement.

Homogeneous and flat surface materials, such as the plexiglass, respect the ITU-fitted model. The observed fading is due to the interference between the direct reflected (or transmitted) path and the multi-paths created inside the material by multiple reflection/transmission on the two air-material interfaces. The

![Figure 3.46](image-url)

**Figure 3.46.** Material reflection (line a) and transmission gain (line b) compared with the ITU-fitted model fitted by measurement. The measurement is performed at three different points separated by 10 cm on the slab.
fading decreases with the frequency as multi-paths travelling inside the material are attenuated but the R loss average value is constant indicating a constant permittivity. Mortar represents non-homogeneous material with a rough surface. Above 100 GHz, R losses are impacted by the scattering and may be higher than 10 dB compared to a similar material with flat surface. T losses can be still calculated from the conductivity $\sigma$, expressed as $\sigma = cf^d$, $f$ being the frequency and $c$ and $d$ being two parameters. But above 100 GHz, there are strong variations of up to 10 dB around the fitted model. For composite materials such as chipboard or glass wool, R losses can decrease with the frequency increase.

The ITU model is defined up to 100 GHz and needs to be improved for frequencies above 100 GHz from a propagation point of view, but could be used as it is in many simulations related to 6G sub-THz scenarios. Reflection loss errors due to rough surfaces may not be a concern in an office environment, shopping mall, airport, etc., as most of the materials are quite smooth. Transmission loss errors due to the material inhomogeneity may not be a concern as they are related to high transmission losses at high frequencies. Simulating a transmission loss of 20 dBs instead of 30 dBs may not significantly impact system simulation if we consider that a transmission loss higher than 20 dBs corresponds to a blockage. Dedicated multi-frequency measurement at cmWave and sub-THz frequencies in complex environments is required to check these assumptions.

### 3.7 Summary and Outlook

The current chapter provides an overview of selected RAN technologies with a high potential for future 6G networks. It is argued that for the limitless connectivity requirement of 6G, D-MIMO can provide expected macro-diversity (to exploit maximum diversity gain), design flexibility, and interference management, and the related challenges and opportunities are discussed. The main challenge for large-scale D-MIMO roll-out is arguably the cost of installation, as it requires fast and high-speed fronthaul connections. In addition, problems such as beam management aspects, practical approaches to non-coherent operation in higher bands, and transport solutions, e.g., wired/wireless, optical/electrical, and analogue/digital, satisfying the requirements need to be addressed. An optimized wired fronthaul can be realized through radio-stripe/RadioWeaves, while wireless fronthaul/backhaul can be obtained efficiently by IAB. The disaggregation is vital for creating scalable versions of D-MIMO architectures, and thus ORAN support can be viewed as an attractive feature facilitating the progress of the technology. Various ORAN-based deployment scenarios can be considered based on UE clustering and the engagement of O-DUs and O-RUs in serving the clusters. The definition
of relevant deployment scenarios and new interfaces, such as inter-DU interface, is required.

RIS is a key technology for 6G due to its low-cost solution for controlling the propagation channel in favour of the communication link. It shows great potential in several use cases, for not only cellular scenarios, but in UAV and satellite system, and also in IoT scenarios. An architecture and associated three logical entities are introduced in this chapter to facilitate the automated controlling of the RIS, as a main requirement towards its widespread application. Multi-access connectivity is an important and necessary feature for beyond 5G and 6G technologies, for instance in private network scenarios. The 5G CN supports integration of non-3GPP access to provide secure connection for the UE accessing over a non-3GPP access network. Improvements on such framework could be envisioned for more flexible operation using an ORAN-based architecture to benefit the link’s throughput, latency, and reliability. The large bandwidth available at mmWave and sub-THz bands introduces the opportunity to overcome the challenge of high-data rate delivery for some demanding 6G use cases. Hardware implementation and modelling the non-linear behaviour of the RF components are a challenge. The modelling of the system is essential for the computation of the link budget and the design of the waveform to mitigate the non-linearity in the system, as well as to estimate the performance of the system.
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Localization of user equipment (UE) in mobile communication networks has been supported from the early stages of 3rd generation partnership project (3GPP). With 5th Generation (5G) and its target use cases, localization is increasingly gaining importance. Integrated sensing and localization in 6th Generation (6G) networks promise the introduction of more efficient networks and compelling applications to be developed.

Many use cases such as factories of future, healthcare, autonomous vehicles, energy, and urban environment require not only low latency, low jitter, and high availability data transmission applications that include closed-loop control on one side and ultra-high data rate communication applications that include video or large sensor data traffic on the other side, but also localization accuracy with a precision of up to 1 mm that would be an essential enabler for opening up a lot of new applications.

5G localization systems utilize received signal strength (RSS), time-of-arrival (ToA), and angle-of-arrival (AoA) technologies with sub-6 GHz, mmWave, and optical wireless communication (OWC) for estimating position of UE, whereas simultaneous localization and mapping (SLAM) systems could combine the utilization of communication technologies such as orthogonal frequency division

1. The full list of chapter authors is provided in the Contributing Authors section of the book.
multiplexing (OFDM), orthogonal time frequency space (OTFS), OTFS-like, or frequency-modulated continuous wave (FMCW) modulation with sensing technologies such as terahertz (THz) beam technologies to sense point cloud of its environment by identifying landmarks for estimating position of UE. Essentially, the plurality of multiple-sensing technologies and multiple-sensing nodes will ensure the continued ability to obtain localization of UE despite the occurrence of any obstructions.

Figure 4.1 depicts expected sensing use cases in an Industry 4.0 setting, where, e.g., the localization accuracy requirement for automated guided vehicles (AGVs) and collaborative drones is 1 cm every 1 s, for augmented reality (AR) headsets it is 1 mm every 100 ms, for collaborating mobile robots (cobots) it is 1 mm with cycle time of motion control function of 1 ms, synchronicity of 10 ns, and for motion, temperature, humidity, etc., sensors is 10 cm every 1 to 10 s, whilst all require the provision of localization with 99.99% reliability. The motivation for using 6G mobile networks for localization as opposed to a dedicated radar/LIDAR system is the pervasiveness of mobile networks means that they can be applied universally and can employ the economies of scale to produce new and cheaper pervasive services that use high accuracy localization. The best LIDAR systems can obtain a precision from between 0.5 cm over 200 m (Ouster OS1) [1] to 2 cm over 400 m (Ouster OS2) [2] accuracy, which is an indication of what accuracy can be expected from a 6G communication and sensing system.

The sensing stratum uses the control plane for issuing reference signals for measuring RSS, ToA, and AoA for scheduling measurement frequency and accuracy for UE, the management plane for providing administrative data for computing UE position from distance measurements, and the vertical application Application Programming Interface (API) for accessing the UE position, see Figure 2.3 in Chapter 2.
In particular, highly advanced industrial environments will present significant challenges even for 5G specifications (up to Release 18 3GPP specifications), spanning congestion, interference, security and safety concerns, high power consumption, restricted propagation, poor location accuracy within the radio, and core backbone communication networks for the massive IoT use cases, especially inside buildings. 6G is preparing a new solution consisting of a combination of artificial intelligence (AI) methods with new communication technologies, potentially extending to OWC and THz to perform resource allocation over and beyond massive machine-type communications and to enhance performance with regard to capacity, reliability, latency, and localization accuracy. Examples of localization in industry are its use with video guides for facilitating maintenance of equipment and graphics superimposed on AR field of view of a factory or warehouse scene for the accurate location of electric, gas, and pneumatic facilities; mobile service robots in airports for physically guiding passengers through airport; and for AGV robots for carrying passenger luggage between baggage handling conveyor belt locations in airports [3].

6G and its visionary scenarios continue this trend and look at localization that is even more accurate and has even stricter latency requirements [4]. 6G SLAM will require multiple access technologies, such as sub-6 GHz, mmWave, sub-THz for RSS, Time Difference of Arrival (TDoA), and AoA localization, combined with sub-6 GHz sensing to produce a point cloud for producing a digital twin for updating the digital twin for obtaining location from environmental landmarks. Computational offloading such as on a multi-access edge computing (MEC) cloud is required for producing location from all these technologies using AI, for example, to recognize location from landmarks and artificial intelligence/machine learning (AI/ML), for example, to Kalman filtering to predict position and trajectory from measurements. This will provide novel and enhanced sensing and localization services leveraging on the positioning information of the users and their surroundings, for instance for merged reality or digital twins. For this, 6G will primarily act as a connector between the sensors and the users, e.g., with sensor fusion, where sensor data from different modalities are combined. However, 6G may also play a role in storing, aggregating, and analysing the sensor data before providing the mapping information to the user.

Another aspect of positioning and sensing in 6G is the possibility to incorporate the sensing data into the network operations. With an accurate map of the surroundings, the locations of the users and various stationary and moving obstacles, the user mobility, and optimal beam pattern can be predicted, improving the performance and resource utilization.

Finally, the research into 6G engenders a paradigm shift in the radio interface. For the past century, radio waves have been used for either communication...
or sensing, i.e., radar. However, as the radio communication begins using higher radio frequencies (>100 GHz), the potential sensing accuracies become viable. By repurposing the radio interface of the mobile network from only communication to joint communication and sensing, the ubiquity of the mobile devices and networks can provide a cost-efficient and widely spread sensing resource that can be used to enhance user services or network operations.

Section 4.1 presents the plurality of multiple sensing techniques to produce extremely accurate sensing information to a user to enhance services using, e.g., sensor fusion, i.e., 6G primarily acts to connect the sensors with user. Section 4.2 presents the plurality of multiple sensing nodes to enhance connectivity. Section 4.3 presents the repurposing of the radio interface to also act as a radar (i.e., Joint Communication and Sensing (JCAS)). All these technologies will ensure the continued localization of UE despite the occurrence of any obstructions.

### 4.1 Providing Extremely Accurate Sensing

#### 4.1.1 Sub-1 cm Location Accuracy Using Sensor Fusion

Localization of UEs using ToA from sub-6 GHz wireless and RSS from optical wireless infrared techniques can be used to obtain an accuracy of less than 1 cm; however, it is highly dependent on the continuous direct line of sight access between the gNB access points (APs) and the UE. If there is no direct line of sight access to four or more gNB APs, then location ambiguity is introduced, and so other techniques can be used to maintain localization such as dead reckoning from inertial measurement unit (IMU), AoA from received radio signatures, iterative multi-lateration, or position from landmarks. The received radio signatures estimate AoA from more than two APs or AoA and distance from one AP, so that some forms of interim measures for obtaining location can continue to be made. Distance and speed of UE can be estimated using OTFS modulation from one AP due to its operation in the delay and Doppler domain as opposed to using OFDM, which operates in the time and frequency domains. If there is no direct line of sight access to any 6gNB APs, then position from landmarks calculates position from at least four landmarks identified from within point cloud data of a sensed environment obtained, for example, from a 6G sensing/LIDAR system and/or 360-degree image.

#### 4.1.1.1 Distance measurement and localization using AI

3D localization using RSS or TDoA requires line-of-sight (LoS) time of flight (ToF) measurements to picosecond accuracy for estimating distance to mm accuracy from at least four accurately located 6gNB APs; otherwise, inaccuracies and ambiguities are obtained where more than one solution is produced. LoS propagation paths to
each of these APs may not always be available as a result of incidental occlusion from moving objects, so a strategy of providing more, cheaper APs for providing alternative means for obtaining location and alternative methods using fewer APs are required such as AoA, which only requires two APs, since two lines intersect at or close to a point, or one AP and a distance, since a line and a distance define a point on the line.

In order to design such a system, a digital twin was obtained from 3D laser measurements in a real factory, and a ray tracing (RT) model was used to generate a rich data set of point cloud data, which was converted into a Siteviewer or Winprop CAD “digital twin” model, which uses a deterministic methodology to predict radio propagation of THz and mmWave frequencies based on the geometrical theory of propagation (GTP) that takes into account geometrical properties of the environment and propagation parameters such as ToF, direction of arrival (DoA), and direction of departure (DoD) [5].

The beam scheduler implements intelligent beam steering that, using an antenna array, can steer beams from 6gNB RUs to UE locations efficiently based on interpreted channel impulse response (CIR) knowledge of uplink isotropic transmissions from uplink UE. Then, it optimizes the beam direction using reinforcement leaning (RL) to maximize the SINR, and when the path between the transmitter and receiver is broken through an obstruction, it immediately finds and uses alternative secondary paths to steer the beam between the transmitter and receiver by avoiding the obstruction. The optimized beam direction from two BSs can also be used to obtain the location of UE locations.

The beamforming vector is obtained through a deep neural network (DNN) by using predicted digital twin isotropic transmissions from UE in a grid over the coverage area, and the predicted digital twin measured impulse response at each 6gNB RU receiver of four polarized transmissions and received power that acts as input information to train a DNN. Four polarizations were used to have more flexibility in terms of data generation for the training of AI, implying that the more polarizations the better for the AI training.

The beamforming codebook index is the set of beamform vectors comprising of steering angles at the receiver of different alternative secondary paths to steer the beam between the transmitter and receiver by avoiding any obstruction. In the absence of a real environment, the beamforming power control and interference coordination are jointly carried out on a digital twin to enhance the performance of the 5G network. The network comprises of serving gNBs and one interfering gNB as shown in Figure 4.2. The deep reinforcement learning-neural network (DRL-NN) is modelled for the downlink scenario in which a gNB is serving a UE. The gNBs are a fixed, known distance apart, and different UEs are uniformly distributed in a particular service area. Also, the users are moving at a fixed speed.
An UE is served by a maximum of one gNB. Hybrid beamforming for the downlink data transmission is employed to overcome the problem of high propagation loss.

RL is then to optimize the beam direction, whose state space, action space, reward, and learning algorithm are defined in [5]. Initial simulation is performed on MATLAB 2021a siteviewer for radio transmission (RT) using site viewer and simultaneous channel generation [6], but it could equally well have used Winprop, which models more accurate geometries and accommodates more surface properties [5]. The output of RT is fed for channel generation, which in turn produces input for the DNN for training. For RT and channel generation, different users’ locations for fixed 6gNB RU positions are considered. Channel parameters vary with respect to varying user locations. Therefore, DNN is trained to different channel parameters, which in turn are dependent on user location. The DNN is trained on python AI module and is trained for efficient beamforming of the data towards the user. Post-training and during the working phase, the system performs beam scanning to obtain the channel parameters based on user locations. Beamforming weights are adjusted from channel parameters to form the beam pointing towards the current user location. In this way, based on the obtained channel parameters, the user locations could be estimated [5]. If a beamformer steers the main beam in a particular direction ($\theta$, $\phi$), then the directional accuracy is defined as $\pm \delta \theta$, $\pm \delta \phi$ from the maximum signal-to-noise ratio (SNR) of the main lobe. The proposed deep learning integrated reinforcement learning (DLIRL) beamforming has an angle-of-departure (AoD) accuracy towards the UE location with a deviation of $\pm 2^\circ$, whereas RL has a deviation of $\pm 3^\circ$ and DNN’s deviation is $\pm 5^\circ$ [6].

4.1.1.2 Distance measurement using TDoA on mmWave Networks
The accurate 3D location of the 5G UE is calculated by the use of ToA measurements from at least four different locations and then exercising triangulation techniques as shown in Figure 4.3. In order to reach the required 1 cm accuracy, it
is required to measure the ToA at accuracy levels of ∼33 picoseconds (calculated from 1 cm/speed of light).

The setup that is used to measure the test UE location consists of the O-RU and O-DU and the localization measurement algorithm application installed on an X86-based server. The O-RU is configured in a loop-back mode, which enables it to transmit 5G OFDM pseudo-random noise (PN) signals (Tx) at 3.5 GHz similar to the UE transmissions. These Tx signals are connected via coax to two patch antennas that simulate the test UE and the reference UE. The reference UE is a UE with a known location that is used to calibrate the accurate test UE location measurement. The test antenna is located on a scanner that can accurately move its position to new locations in space. The 5G signals transmitted over the air at 3.5 GHz by the test UE and the reference UE patch antennas are received by the O-RU receiver (Rx) via four different Rx antennas located in the four corners of the ceiling of the measurement room. The O-RU will continuously measure the ToA of the 5G signals coming from the test UE and the reference UE with a resolution of 0.3 ps (corresponding to 0.1 mm) and transfer the results to the O-DU that stores them on agreed memory sharing register. A localization algorithm reads the ToA registers and calculates the test UE location. Following the successful test UE location described herein, the test UE might be replaced by a commercial UE [7].

Some initial results, which are illustrated in Figure 4.4, show that although the measurement samples have been measured with a resolution of a timetic of 0.33 ps or 0.1 mm, the samples are approximately normally distributed about the mean of 69516 timetics or 6.9516 m. The 95% confidence interval falls within ±2 times the stdev = 833 × 2 = 1666 timetics = 16.66 cm about the mean, which can be considered as a measure of accuracy. It is assumed that the mean of the measurements represents the true distance that is being measured, which was not provided in these initial results. A Kalman filter is an effective method for
reducing normally distributed noise from measurement results, which when applied reduces the 95% confidence interval to ±2 times the stdev = 13.74 × 2 = 27.48 timetics = 2.748 mm about the mean, as shown in Figure 4.6, which is considered as a measure of accuracy of the filtered measurement data. The time series of the overall measurement results and Kalman-filtered measurement results are shown in Figure 4.5. Note that RNTI = 220 refers to the calibration UE, and Sect = 24 refers to the portion of spectrum being used for the measurements, as shown in Figure 4.5. These initial results seem to be sufficient to meet <1 cm accuracy but need further improvement to meet <1 mm accuracy.

4.1.1.3 Distance measurement using RSS on OWC networks

If obtaining location from 5G sub-6 GHz or mmWave communications is made difficult, for example, as a result of highly reflective metallic scatterers in the
Figure 4.6. Frequency distribution of Kalman-filtered measurement for RNTI = 220, SECT = 24.

Figure 4.7. OWC position testbed.

coverage area, then RSS of an OWC communications system can be used as an alternate method for estimating position.

The OWC position testbed contains three main components for visible light positioning (VLP) LED or IR LED measurement campaign, as shown in Figure 4.7.

1. Location server: Including three parts: (1) LED control unit, (2) received signal collection unit, and (3) positioning unit. In an LED control unit, it is connected with an Arduino board, which has been set up to control LEDs in advance, including the LED switch settings and LED frequency settings. These settings can be used to control on/off of LEDs and change the frequencies of LEDs. When the VLP server receives setting change requests
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- **API**: It will change settings of the LEDs according to the user’s requests. In the received signal collection unit, it collects received signal data from APD receiver connected by a USB port, which can be downloaded by user through **API**. In the positioning unit, user can upload the received signal data file to execute positioning algorithm. Users can use the files obtained in the previous unit or upload them themselves. The positioning algorithm used in this server is traditional trilateration received signal strength indication (RSSI) algorithm. The output of the algorithm is the estimated coordinate of the receiver.

2. **LED transmitter module**: Including LED and its corresponding drivers. Every LED has to be driven by an LED driver in order to convert the power supply from 220 V into a suitable value and switch the frequency of LED.

3. **Avalanche photodiode (APD) receiver**: A highly sensitive semiconductor photodiode detector used to measure and collect received light signals. The received data are transmitted to the VLP server through the USB cable.

Some results in comparing with traditional RSSI-based VLP algorithm are shown in Figure 4.8. Two figures represent the values of $\varepsilon$ when the orientation of the receiver was randomly in the range of $[-3^\circ, 3^\circ]$ and $[-5^\circ, 5^\circ]$, respectively. The results are very similar, which reflects that the algorithm has good immunity to changes in receiver angle.

Firstly, in Figure 4.8(a), when the traditional algorithm was employed and the orientation of the receiver $\theta$ was in $[-3^\circ, 3^\circ]$, values of $\varepsilon$ were plotted using blue crosses for each measurement. They were mostly scattered between 0.25 and 0.35 m, and the average deviation is 0.31 m. It could be observed that even though the angle of the receiver $\theta$ was the same value, the value of $\varepsilon$ is different for different measurements. In other words, not only did the estimate of the distance between the transmitter and the receiver always have a large deviation, but the deviation was also difficult to determine.

![Figure 4.8](image-url) **Figure 4.8.** Deviation of the proposed algorithm and traditional RSSI-based VLP algorithm with a variation of receiver angle (a) $\theta \in [-3^\circ, 3^\circ]$ and (b) receiver angle $\theta \in [-5^\circ, 5^\circ]$. 

Afterwards, when the proposed algorithm was employed, the values of $\varepsilon$ were scattered using red crosses. Compared with blue crosses, red crosses were much closer to the x-axis: this means that the value of $\varepsilon$ was closer to 0. Indeed, the average of $\varepsilon$ decreased to $3.5 \times 10^{-3}$ m, and the maximum and minimum values of $\varepsilon$ declined from 0.36 to 0.01 m, and from 0.2133 m to $1.33 \times 10^{-5}$ m, respectively. Moreover, the distribution of red crosses was more compact: on the one hand, when the value of $\theta$ became the same, the values of $\varepsilon$ calculated by different measurements were not very far from each other; on the other hand, the value of $\varepsilon$ did not change greatly according to the change of $\theta$.

Therefore, it could be inferred from the distribution of blue and red crosses that, in general, our proposal led to less deviation and a more concentrated distribution than traditional methods. As a result, estimated distances between transmitters and receivers would be closer to their real distances by using our proposal. Furthermore, it could be boldly predicted that it could lead to lower positioning errors (PEs).

This trend is also evident in Figure 4.8(b). When the traditional algorithm was employed and the orientation of the receiver $\theta$ was in $[-5^\circ, 5^\circ]$, blue crosses were mostly scattered between 0.25 and 0.4 m, and the average deviation was 0.3103 m. Compared to the situation of $\theta$ in $[-3^\circ, 3^\circ]$ in Figure 4.8(a), the average deviation has barely changed, but the distribution of their values was more spread out in Figure 4.8(b). It can be inferred that the deviation of the distance between the transmitter and the receiver caused by the random orientation of the receiver became larger and less predictable as the range of values of $\theta$ expands.

The CDF of positioning results is shown in Figure 4.9. 98.81% of the total results had the PE less than 10 cm, which means almost all of the receiver’s positions could be accurately estimated.

![Figure 4.9. CDF of positioning results of the proposed algorithm and traditional RSS VLP algorithm in different receiver’s orientation: using the proposal when $\theta \in [-5^\circ, 5^\circ]$.](image-url)
4.1.1.4 Distance measurement using OTFS modulation

The 5G air interface and associated modulation have to support a number of diverse requirements and use cases (e.g., eMBB, high-speed use cases, mMTC, etc.), as detailed in many publications. The associated modulation waveform would then have to exhibit high performance in many diverse scenarios of high or low Doppler, delay spread, carrier frequency, etc. This is possible if the modulation scheme takes full advantage of the fading multipath nature of the channel and extracts the full diversity present in the channel in all dimensions of time, frequency, and space. Such a flexible waveform can serve as an integral part of a flexible air interface and associated core network. Therefore, researchers have recently introduced a novel modulation technique called OTFS [8], which may be useful for obtaining position of fast-moving UEs with high Doppler. It has been shown recently that OTFS arises as a well-suited modulation for the time and frequency selective fading channel. OTFS characterizes the Doppler-induced time-varying nature of the wireless channel and parameterizes it as a 2D impulse response in the delay-Doppler domain.

OTFS works in the delay Doppler domain rather than the time-frequency domain as shown in Figure 4.10. The delay Doppler domain representation of the channel converts the time-variant channel to the time-invariant channel, as shown in Figure 4.11. In addition to the OTFS diversity gains mentioned above, we have additional benefits of low reference signal overhead, enhanced channel state information (CSI) quality, and MIMO bit error rate (BER) performance of fast-moving UEs, as shown in Figure 4.13.

Because of the added advantages of OTFS over OFDM, the OTFS is an efficient way of estimating the localization via computation of ToA.

The above Figure 4.12 shows how a UAV can be efficient in locating the user in need via employing the OTFS for estimating an accurate ToA.

From the BER analysis for the OTFS and OFDM modulated signals shown in Figure 4.13, the comparative analysis of the OTFS and OFDM modulated signals
for fast-moving UE (where the UE is moving at a constant speed of 28 km/h) can be visualized. The BER for OTFS-modulated signal is lower because its performance is not degraded even with the fast motion of the UE, and the bit error and bit loss are less as compared to the conventional OFDM. Thus, OTFS may be able to more reliably estimate the distance of UEs moving at a fast speed.

![Figure 4.11. Different representations of linear time variant (LTV) wireless channels.](image)

![Figure 4.12. UAV with OTFS employed for the user localization.](image)

![Figure 4.13. BER comparison of OTFS and OFDM when UE is moving at a constant speed of 28 km/h.](image)
4.1.1.5 Distance and angle measurements using physically large arrays

To give an outlook towards the capabilities of large aperture arrays, a measurement-based analysis of beamforming and channel estimation is performed, targeted at positioning applications. The initial results are obtained using spherical-wave beamforming applied to data recorded using a (synthetic) large uniform rectangular array (URA), representing a large base station (BS) that is positioned along a wall in an indoor environment. The results are visually compared with super-resolution channel estimation results obtained when splitting the large URA into small sub-arrays. The channel measurements were recorded with a vector network analyser (VNA), with the synthetic arrays formed using mechanical positioners with a positioning accuracy below 1 mm.

Exploiting the full array aperture requires spherical-wave beamforming and perfect calibration of the full array, which can be difficult to achieve for thousands of array elements. The advantage of using the full available data is the superior resolution that can be achieved, allowing focusing power towards small spatial regions [9, 10], e.g., $\lambda = 2.16$ cm, for a carrier frequency of $f_c = 6.95$ GHz, is shown in Figure 4.14. The marginal spectra include modelled components that are computed from a geometric floorplan in combination with an image source model up to second order. In combination with the large aperture, a large signal bandwidth of $BW = 3$ GHz is used to show the optimum case regarding the achievable resolution. From the sub-figures, while direct paths and first-order reflections are well represented by the model, second-order reflections, which might no longer be visible over the full array, are not well associated with modelled components.

![Figure 4.14](image-url)

**Figure 4.14.** Spherical wave beamformer spectra for an exemplary LOS position in a medium-sized indoor environment. In the analysis, we use the full measurement bandwidth and all (synthetic) array elements. In the azimuth-elevation power spectrum shown in (b), 0 deg azimuth points towards a window in the environment and 0 deg elevation towards the ceiling.
Parametric approaches such as super-resolution channel estimation algorithms can achieve a high level of performance under the assumption that the channel is composed of discrete components that are parameterized in terms of, e.g., arrival times or angles. The separation into sub-arrays allows to make use of classic array processing assumptions, which are not feasible for application to the full array data, drastically improving the requirements for computational resources. Results obtained when applying a sparse Bayesian learning (SBL)-based channel estimation algorithm (described in [11]) to (4 × 4)-subarrays and $B = 500$ MHz of signal bandwidth are shown in Figure 4.15, as angle spectra (a), residual angle spectra after subtracting component estimates (b), and time-domain residual signals after subtracting the obtained component estimates (c). In Figure 4.15(a) and (d), the size of the markers represents the estimated amplitude, and the colour indicates whether a component was associated with a modelled component (cyan) or not (magenta). This association is performed by using an optimal sub-pattern assignment-based data association algorithm, which allows to associate estimated components to modelled components and thereby accounts for the varying visibility of multipath components (MPCs). While using only a fraction of the array elements and bandwidth, the obtained estimates still correspond well with the modelled MPCs. At the same time, the varying visibility can be accounted for, which will be an important

![Figure 4.15](image-url)

**Figure 4.15.** Channel estimation results using an SBL-based algorithm, showing estimated components over the angle-spectrum, residual angle-spectrum, and residual time-domain signals. Results are shown for (4 × 4) sub-arrays with 500 MHz bandwidth and for a subarray closest to the window (a, b, c) and farthest from the window (d, e, f). Component estimates are shown as magenta and cyan circles with the latter indicating association to a modelled environment feature (numbered 1–8), with 1 representing the direct path and 2 a window reflection.
aspect for multipath-based positioning and environment learning. Note the consistent changes that are visible in the modelled as well as estimated components, comparing the two subarray positions that are closest to the window (top row in Figure 4.15) and farthest from the window.

While analysis of the measurements performed has shown the effects of visibility as well as the spatial consistency of MPCs, without efficient fusion of subarrays, it will be difficult to achieve a similar performance compared to a large and fully coherent array. The next step will be the derivation of theoretical performance limits, e.g., in terms of the Cramer-Rao lower bound or similar, giving insight into system parameters such as signal bandwidth and the geometric distribution of sub-arrays. Of special interest will be the effect of imperfect phase or clock-synchronization between the subarrays, which is expected to be the main limiting factor to achieve the same performance as a fully coherent array.

4.1.1.6 Precise localization with the aid of synchronization signals and CIR

4.1.1.6.1 Introduction

Instead of adding an extra overload to the communication systems, one can rely on the mechanisms already in place to perform precise localization. In particular, approaches based on TDoA and ToA require the nodes not only to be synchronized with each other, but also to exchange localization-specific signals. However, the synchronization signals exchanged among the nodes for the purpose of synchronization as well as other sources of information such as CIR and AoA estimation, which are not primarily foreseen for localization purposes, can be utilized to precisely estimate the position of a UE.

In [12], the principles of network synchronization have been presented, which paves the way for an accurate mobile UE localization with the aid of synchronization signals, i.e., time stamps. In particular, a Bayesian recursive filtering (BRF)-based mobile unit (MU) joint synchronization and localization (sync&loc) approach is developed where Taylor expansion is utilized to linearize the non-linear relation between the measurements, i.e., time-stamp exchange and AoA, and the position parameters. While linearized BRF (L-BRF) can partially mitigate the destructive impact of non-linearities in the measurements, in addition to the covariance matrix underestimation, they are likely to diverge if a reliable estimate of the initial state is not available [13]. A promising approach, on the one hand, to avoid such shortcomings of L-BRF and, on the other hand, to boost the accuracy of position estimation, is estimating the prediction, measurement likelihood, and posterior distributions using particle Gaussian mixture (PGM) filters introduced in [14]. Specifically, in this approach, instead of a single Gaussian function, each
distribution is approximated with a sum weighted of Gaussian functions or Gaussian mixtures [15]. Nevertheless, the problem that immediately arises when using PGM filters is dimensionality, rendering the approach computationally expensive for multi-variable estimations. To overcome this drawback, a hybrid parametric and particle-based approach was employed, which capitalizes on the linear relations in the measurements to reduce the dimensionality.

Here, based on [16], a DNN-assisted particle filter (PF)-based (DePF) joint sync&loc algorithm is proposed that draws on the CIR to estimate the AoA (using multiple signal classification (MUSIC) algorithm [17]) and to determine the link condition, i.e., LoS or NLoS, using a pre-trained DNN, thereby excluding the erroneous measurements to enable a more precise parameter estimation. It then estimates the joint probability distribution of MU’s clock and position parameters using the PGM filter. The dimension of the PGM filter is then reduced by revealing and exploiting the existing linear sub-structures in the measurements, thereby tackling the dimensionality problem.

There are, however, several preliminaries for the PGM filter to return an accurate estimation of the MU’s clock and position parameters. In addition to the timestamp exchange mechanism explained in [12], as mentioned above, AoA using the MUSIC algorithm and DNN-based NLoS identification are the prerequisites for the DePF algorithm. The former increases position estimation accuracy, while the latter prevents the PGM from diverging.

4.1.1.6.2 NLoS identification, AoA, and CIR

The capability to estimate CIR is highly ubiquitous among APs. Therefore, relying on the CIR to develop a localization algorithm appears to be a realistic approach. The AP-UE CIR is a rich source of information about the condition of the communication link, e.g., whether the channel is LoS or NLoS, and the location of the UE. More precisely, the former is crucial to know when estimating the latter, as is the accuracy of the distance or time, and AoA measurements significantly decline if conducted under NLoS conditions.

Figure 4.16 shows the architecture of the DNN deployed for NLoS identification. We have utilized such a network in [18] to identify the link condition in indoor environments. The input layer has one channel fed with N samples, i.e., the magnitude of the CIR. The number of hidden layers and neurons in each hidden layer is set to $l_H$ and $n_H$, respectively. The rationale to rely on when selecting these numbers is that, according to [19], any classifier function can be realized by two hidden layers, i.e., currently there is no theoretical reason to use more than two. However, the lack of evidence does not imply that the DNNs with more hidden layers do not improve the classification accuracy. It rather suggests that the number of required hidden layers does not follow a well-established logic and is
mainly determined by a trial-and-error process. Therefore, for the algorithm proposed in this work, we empirically determine the number of hidden layers that delivers the best performance. Furthermore, as a rule of thumb, the number of neurons is suggested to be between the number of inputs and that of the outputs to prevent under/overfitting. Let the output probability vector of the DNN be $[1 - \hat{p}_{nlos}, \hat{p}_{nlos}]$, where $\hat{p}_{nlos}$ denotes the probability of the CIR being corresponded to an NLoS link. For the NLoS identifier, we seek to train the DNN such that the output probability vector is as close as possible to the $[1,0]/[0,1]$ for the LoS/NLoS CIRs. In other words, from the optimization point of view, we aim to design a loss function whose output is small when the DNN returns the correct vector and is large otherwise. It turns out that the function that possesses the above-mentioned property is the logarithmic function [20]. The loss function is known in the literature as the binary cross-entropy loss function. The goal of training is then to adjust the weights of the neurons such that the binary cross-entropy loss function is minimized. Finally, when the trained DNN is employed in the context of joint synchronization and localization algorithm, the decision on the link condition is fed into the algorithm using a binary parameter, which is set to one when $\hat{p}_{nlos}^i > 0.5$ and zero otherwise. The CIR fed into the DNN to identify the link condition can be treated as an input signal to the state-of-the-art AoA algorithms such as MUSIC or Estimation of Signal Parameters via Rational Invariance Techniques (ESPRIT) to obtain the AoA. We do not mention the details of these algorithms here, as rich literature on these algorithms is available online. In what follows, we elaborate on how PGM filters fuse the above-mentioned pieces of information to reach an estimation of clock and position parameters.

4.1.1.6.3 Particle Gaussian mixture filter

The data obtained from the synchronization signals, i.e., time-stamps, the channel condition obtained by means of DNN, and the AoA estimated using the CIR can be fused using PGM filters to estimate the location and clock parameters of an UE.
The idea underpinning PGM filters is to approximate the posterior PDF by the sum of weighted Gaussian density functions (GDFs) [15] as shown in Figure 4.17.

A single Gaussian mixture (GDF)

Figure 4.17. An example distribution of the clock and position parameters. \( \theta_i \) denotes the clock parameters and \( d_{ij} \) represents the position parameters [16].

Considering the time-stamp mechanism introduced in [12], we can conclude that the clock parameters, on the one hand, are linearly dependent on the time-stamps and, on the other hand, do not depend on the position parameters. This suggests that, although the likelihood of the measurements is not Gaussian distributed in general, it is indeed Gaussian across the clock parameters. By capitalizing on the linear Gaussian substructures in the model, the state dimensions are kept low.

Consequently, the GDFs can be employed only across the position parameters, transforming the structure of the posterior distribution into the multiplication of a single GDF across the clock parameters and the sum of multiple weighted GDF across the position parameters (visualized in Figure 4.17). Such a structure not only lays the ground for the hybrid parametric and particle-based implementation of BRF-based joint sync&loc estimation but also dramatically reduces the computational burden.

4.11.6.4 Takeaways

As mentioned in the previous subsections, synchronization signals, i.e., time stamps and CIRs can be utilized to perform precise localization. In particular, we can employ PGM filters in a hybrid parametric and particle manner to track the clock parameters of a UE and estimate its position. Such a technique does not require an exchange of any localization-specific signal and relies only on the pre-existing signal exchange mechanisms.
4.1.1.7 MEC cloud database and server for localization and mapping data fusion

SLAM achieves the purpose of simultaneous positioning and map construction based on combination of self-perception LIDAR-like sensing data combined with localization data. These data are necessarily captured by sensors and collated in a database on which processing can be performed for the purposes of different applications, and in particular location estimation applications, an example of which is now presented below. RSS OWC distance measurements from UEs, TDoA mmWave distance measurements from 6G access nodes, and AoA direction measurements from 6G access are recorded on MEC location database VNF and processed by a location server VNF to produce a data fusion estimate of the location of UEs that is stored on the Location Database VNF for access by network and user applications. Data fusion combines estimates of position from mmWave OWC RSS, TDoA, and AoA position measurements using the Kalman filter machine learning algorithm to obtain a more accurate position estimate that compensates for the different sampling times of the different distance and direction measurements.

The initial structure of the location database (LD) consists of:

1. The antenna table, shown by Figure 4.18 (Table 1 within the figure), stores all antenna/LED emitter coordinates and, in this instance, the relevant calibration parameters required, for example, the VLC Halo-Lens Compensation approach [21, 22]. Currently, VLP relies strongly on the assumed Lambertian properties of light sources. In practise, not all lights are Lambertian. To facilitate and benefit from the widespread deployment of VLC technology in numerous environments, measurements from non-Lambertian sources are analysed, and a novel calibration VLC halo-lens compensation technique was developed that enables high-accuracy positioning in a wider setting [21, 22].

![Figure 4.18. SLAM database and server system.](image-url)
2. The measurement table, shown in Figure 4.18 (Table 2), stores all the latest measured location parameters obtained by the RAN. Here, we illustrate the OWC-RSS, sub-6GHz-TdoA, mmWave AoA, and eventual THz (LIDAR) and camera components. Each dataset (row) pertains to a singular UE with an appointed ID and timestamp of the measurement acquisition instant.

3. The estimates table, shown in Figure 4.18 (Table 3), is where the processed position estimates are stored. For data fusion applied later in the location server (LS), the states to be stored in the estimates table must be consistent with the states of the target applied to the location server. This enables the previous UE state estimates to be used within the Kalman filter as prioriy data. Asynchronous sampling of range-based measurements is known to have negative impacts on localization performance. Various asynchronous sampling localization techniques (ASLT) exist to mitigate these effects. The exact suitability of such solutions is not evident, due to their additional processes, subsequent complexity, and increased costs. Extensive simulations were conducted to demonstrate the effectiveness of ASLT under variable sampling latencies, sensor measurement noise, and target trajectories. These draw attention to the computational trade-off and lead to the development of a novel solution achieving optimal localization performance with a significant energy reduction of over 50% [22].

4.2 Enhancing Connectivity

4.2.1 Positioning and Position-aided Communication in Distributed Access Architectures

Envisioned interactive applications foresee that physical and virtual worlds will get blended, as introduced in Chapter 2. This requires for wireless connectivity support providing “real-time” and “real-space” functionality; the differences should be unnoticeable to the human and the potential machines and applications. Distributed access architectures are key candidates to provide this. For example, RadioWeaves technology is being developed to that end, presenting a platform of interconnected communication and computation resources [9].

Position information in these networks can play a double role:

1. It is directly required to enable novel applications in professional and care environments, entertainment, including gaming, and personal and home spaces. Clear examples include tracking and location-based services, as well as robotic applications in industrial environments and extended reality (XR) applications. The analysis of diverse use cases indicates that an accuracy of 1–0.1 m is required for many applications [23].
2. Position information can support wireless communication and power transfer functionality. For the latter, location information enables beamforming solutions, which can greatly benefit the efficiency of the transfer [24]. Furthermore, in the pursuit of ultra-reliable communication, position information can be exploited to anticipate bad connections and support “break before make” decisions.

Different device classes [23] have been categorized for nodes that will need to be positioned in the same environment. The selection of position-related measurements will strongly depend on the capabilities of these devices. In particular, the positioning of low-power devices without any battery or with only limited energy storage relies on wireless charging, which poses stringent limits.

Distributed architectures hosting a very large number of antennas offer hyperdiversity that can be exploited well to extract both accurate and precise position information. Accuracy is most often related when specifying requirements and algorithmic progress are reported. However, precision, which is a measure for variations on the accuracy and also quantifies bad outliers, is also an essential performance measure, in particular when reliability is important. A distributed deployment is of particular interest in this regard, as it can support the “zero-outage.”

The distributed architectures also enable location-aware proactive redundancy for guaranteed ultrafast exchange of critical data. Cell-free access is being deployed to simultaneously sustain links to multiple arrays [25]. It is expected that distributed compute-connectivity infrastructures will be an essential part of the anticipated heterogeneous 6G networks, e.g., in the context of Industry 4.0 and in smart home and care environments [23]. A sudden bad connection to one array will always be covered in advance by another array without a latency penalty. The locations of devices were tracked, and information was used to provide ultra-robustness on critical links. Learning of the environment will support an optimal allocation of array resources to prevent retransmissions and link outages.

Adequate positioning techniques that can offer both good accuracy and good precision in distributed architecture open an opportunity to address the requirements of many novel applications mentioned as drivers for 6G [23]. Techniques leveraging on distributed resources will extract information from both LoS links and multipath reflections. Therefore, it is essential to characterize and model the propagation environment in distributed architectures hosting a very large number of antennas. Novel experimental campaign-based channel modelling work is being conducted. Algorithmic development exploits the ultra-wide aperture and near-field properties (in the sense of being within the Rayleigh distance) of the signals. Furthermore, the hypothesis that location and environmental awareness allow for a large-scale predictability of the channel state information and thus an
optimization of the efficient exploitation of the available hyper-diversity is confirmed in the first instance in the context of initial access [24].

4.2.2 Sub-6GHz, mmWave, and sub-THz RT Model and its Verification from Measurements and Applications Within Digital Twin of Factory for 6G

4.2.2.1 Construction of digital network twins in factory environments for access optimizations

6G envisions the integration of novel spectrum bands to support the development of ubiquitous smart wireless communications in industrial scenarios. Future industrial tasks and services rely on the simultaneous utilization of sub-6 GHz, mm-waves, sub-THz, and OWC [26]. The free blocks of spectrum available at THz and OWC enable the implementation of high-data-rate wireless links with enhanced capacity, latency, and with an unprecedented level of accuracy and resolution in sensing applications. Therefore, reliable channel models are of exceptional importance for the design, performance evaluation, standardization, and deployment of future 6G networks.

However, the development and parametrization of a single model covering such a wide spectrum of frequency bands and applications is challenging in multiple aspects. Localization and imaging applications require a precise correspondence between the geometrical properties of the propagated paths and the locations of users and scatterers. Moreover, testing heterogeneous localization methods, based on the combination of methods in different bands, requires models with consistency not only in the spatial domain, but also in the frequency domain: the scatterers must be in the same position for the different simulated bands [27, 28]. Therefore, models with deterministic components, such as RT, are more appropriate for these applications, since they allow simultaneous simulations at different frequencies with a precise geometrical representation of the environment in the propagation parameters of the paths. Nonetheless, the comparability of the results with reality depends on the complexity of the RT map/model. Thus, obtaining an accurate RT model with a high level of detail and a large number of objects is of crucial importance.

Therefore, a precise RT model was obtained from point cloud data from extensive 3D laser scans in an arbitrary industrial scenario, in which multi-band RF measurements were also conducted simultaneously for propagation characterization [29] and calibration and verification of the model at sub-6 GHz and mmWave [30]. In addition, simultaneous sub-6 GHz, mmWave, sub-THz, and OWC measurements will be conducted for verification purposes in the future. The ultimate goal of this model is to perform realistic analysis on different algorithms
Towards Joint Communication and Sensing for sensing, localization, multi-band, and sensor-aided beamforming based on the different properties of this digital twin of the environment [31].

4.2.2.2 Channel modelling for heterogeneous networks and joint communications and sensing applications

From point cloud to RT simulations

The methodology to generate the RT model is summarized in Figure 4.19.

Two different scanners were used according to the size of the object/environment: the Leica BLK 360 for the macro scenario and the hand-held scanner Artec Leo for the machines and other details. The macro scenario was scanned in multiple positions, as shown in Figure 4.20, and the data were later combined using special tags that were placed in the environment.

The CAD model was obtained by reconstructing the surfaces out of the points. Once all the points from the different scans are merged, the surfaces are reconstructed with basic shapes out of polygons that can be interpreted by the RT tool. Figure 4.21 shows the level of detail on the CAD model. Finally, material-dependent electromagnetic properties are assigned to each surface to have an accurate calculation of the RF components at different frequencies with the RT tool.

Model validation with RF measurements

Simultaneously with the point-cloud scans, ultrawideband multiband RF measurements at sub-6 GHz, 30 GHz, and 60 GHz were conducted in the same area. These measurements have been used, as shown in Figure 4.22(a)–(c), to validate the RT model in the time-delay and angular domains. In the latter case, (c) shows the measured power at the different scanning angles (with $30^\circ$ half power bandwidth (HPBW) horn antennas) at the TX side and the direction of the simulated paths.

![Figure 4.19. Processing methodology from point-cloud scans to RT models and simulations.](image-url)
4.2.2.3 Applications of digital twins

However, one of the key requirements for digital twin components is their real-time representation or an acceptable update rate capability in order to tackle changes in high-dynamic environments in a factory.
Figure 4.22. Power delay profiles of different RX positions over a line from (a) RF measurements at 6.75 GHz and (b) RT simulations. (c) Measured power azimuth/elevation profile and direction of the simulated paths in the RT model. (d) Identification of scatterers and propagation mechanisms.

An example of the latter case is that, given the location of the UE, RT can be used to determine the visibility condition or to estimate the pointing direction from the BS of a beam-former at mmWave or sub-THz, minimizing the training overhead.

4.2.3 Enhanced Connectivity with Channel Knowledge Map

Sensing to enhance communication services

A channel knowledge map (CKM) is a site-specific database containing transceiver locations and channel-related information that can be utilized to improve environmental awareness and improve CSI acquisitions. CKM is, therefore, critical to achieving high capacity, ultra-low latency, and ultra-massive connectivity in 6G networks. CKM can provide vital parameters of the wireless channels without requiring channel training. It is also possible to reduce training overhead in
large MIMO systems by advancing localization and environmental awareness. The authors in [32] examined environment-aware beamforming for RIS-aided communication enabled by the CKM, which does not require online training. In the simulation, CKM in active/passive beamforming led to significant rate improvements over training-based beamforming, and it also proved to be robust against UE location errors.

Together with CSI, dynamic blockage information from sensing services can also be useful for enhancing the communication performance, especially at high frequencies where the signal could be affected by the poor propagation environment with high path loss. To realize context information-assisted communications, the BS could potentially predict the position of UE and blockers with advanced sensors and localization techniques, and this information could be useful for dynamic blockage avoidance. Moreover, channel variance issues could be mitigated by using the recently proposed concept of predictor antenna (PA) [33]. PA system refers to a setup with two groups of antennas deploying on the top of a vehicle, where the front antennas (called PAs) sense and report back the CSI to the BS. Then, the receive antenna(s) (RA(s)) following behind the PAs could use the CSI from PAs when they reached the same positions as the PAs. In this way, the quality of CSI is improved, leading to better system performance. In [34], focusing on highway scenario, the PA concept was incorporated into a large-scale cooperative PA (LSCPA) setup with cooperative communications among BSs and utilize the information provided by different vehicles to avoid not only temporal blockages but also the CSI outdating. Results summarized in [32] indicate that the E2E throughput for a given time slot of the network can be improved by 32% using context information in the form of coarse localization and trajectory information, whereas with highly accurate localization and trajectory information, reliable CSI can be obtained with the PA concept, resulting in a 335% gain.

4.3 Joint Communication and Sensing

4.3.1 Introduction

JCAS is are already one of the main differentiators of the 6G vision with respect to 5G communication systems. While sensing includes positioning, it will also encompass novel functionalities that are not present in 5G, which in turn may lead to new services. Supporting these services will have architectural implications. This section will discuss these novel types of sensing, the services they may enable, and the implications for the 6G architecture. In addition, recent developments towards the practical implementation of joint communication and sensing will be detailed.
4.3.2 Sensing as a Service

The term sensing is often reduced from its broader definition (detection of events, measuring changes in the environment of physical properties) to mean radar-like sensing. However, sensing can also cover channel estimation, radio frequency sensing, spectroscopy, weather monitoring, and any downstream processes that rely on sensing data.

4.3.2.1 Technical concept

Radar-type sensing

Radar-type sensing can be classified into three categories: monostatic sensing, bistatic sensing, and positioning as sensing, with illustrations shown in Figure 4.23.

Monostatic sensing is an extensively studied topic in JCAS, where the transmitter and the receiver are co-located (e.g., radar, as shown in Figure 4.23(a)) and where the transmitted signal is reflected by surrounding objects or targets and then processed at the receiver. If the transmitter and the receiver are located at different places, it is called bistatic sensing, as shown in Figure 4.23(b). In these two scenarios, the receiver can estimate the position of the incidence point that reflects the signal (e.g., buildings, cars, bicycles, and pedestrians) and map the surrounding environment (mainly passive objects). In contrast, the concept of positioning as sensing refers to estimating the position of a connected device directly (i.e., UE) using signals from multiple anchors (shown in Figure 4.23(c)), with examples such as the global positioning system (GPS), ultra-wideband (UWB) positioning, and 5G positioning. The mentioned scenarios can also be combined. For example, when a UE with an unknown position is involved in bistatic sensing (e.g., one BS and one UE instead of two BSs), this becomes a SLAM.

Sensing involves several processing steps, some of which can be optimized in a closed-loop tracking scenario to progressively improve the sensing performance over time: (i) signal design, (ii) signal detection and acquisition, (iii) channel parameter estimation, and (iv) position estimation. The task of signal design could be
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**Figure 4.23.** Illustration of three categories of sensing. (a) Sensing the environment with a vehicular radar. (b) Sensing the environment with two BSs. (c) Positioning of a vehicle with three BSs.
performed in time, frequency, and space to enhance sensing performance based on a priori knowledge of the environment obtained through position estimates in previous measurement epochs [35]. The designed signal is transmitted over the radio channel and acquired at the receiver, which then performs synchronization, phase noise tracking, and filtering. The sampled signal is applied to a parametric channel estimation routine, which returns estimates of ToA, AoD, AoA, and Doppler of the LoS path and possibly MPCs [36]. The channel parameters are provided for the localization, mapping, or tracking routine. This routine aims to solve the inverse problem of inferring the state of the UE (i.e., location and orientation) or the environment from the estimated channel parameters. In monostatic sensing, the transmitted data could be known at the receiver due to being co-located on the same hardware, which enables sensing using communication payload data. However, in bistatic sensing and positioning, pilot (reference) signals are needed, and there is a trade-off between communication and sensing resources.

In general, the sensing estimation accuracy depends on a variety of factors, which can be summarized as follows: (i) resolution, (ii) SNR, (iii) sensing scenario, and (iv) model mismatch. To estimate the parameters of a signal path during the channel estimation, the path should be resolvable (separable) in at least one domain among delay, AoD, AoA, or Doppler. However, even under sufficient resolution, the received signal may be weak and limit the performance, which can be determined by the transmit power, path loss, the reflection coefficient of the object, etc. In addition, the sensing scenario (deployment of transmitters and receivers, operating frequency, etc., which have implications on blocking, scattering, or molecular absorption characteristics) and the mobility of objects and users (the coherent processing duration of the waveforms will be limited) play a vital role. Finally, unmodelled effects due to radio hardware impairments or propagation effects will lead to reduced localization and sensing performance, which can have severe impacts in applications with stringent accuracy requirements.

Consequently, offline sensing system design (e.g., hardware selection and deployment), online optimization (e.g., signal design), and signal processing algorithms (taking into account the model mismatch or not) constitute essential ingredients to guarantee an acceptable level of performance for a sensing system.

**Non-radar type sensing**

Typical sensing methods for using communication infrastructure try to mirror a radar. In these methods, focus is on detecting the target and estimating its parameters such as velocity, range, etc. However, there are sensing use cases where the focus is not on range and Doppler but on other aspects, such as sensing weather, human activity, local environment, etc. Figure 4.24 illustrates the communication infrastructure for non-radar type of sensing.
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Figure 4.24. Radar and non-radar type of sensing using mobile networks.

Figure 4.25. (a) Central London map with different landscapes shown in different colours. (b) Classification accuracy denoted via confusion matrix for landscape sensing algorithm discussed in [37].

4.3.2.2 Use of sensing information in services

Landscape sensing and contextual sensing (incl. weather monitoring)

Landscape sensing methods identify the macro-environment around the UE, such as forests, streets, buildings, water body, etc. It can aid in several scenarios in RAN automation such as tailoring the signal to the UE from the BS. The landscape sensing methods proposed in [37] detect the UE landscape using measurements from the central London metropolitan area (refer to Figure 4.25(a)). Figure 4.25(b) shows the classification accuracy achieved using the methods proposed in [37]; here, landscape categories such as those that denote “street,” “building,” “barren landscapes,” and “other” categories can be applied.

Contextual sensing is another type of non-radar type of sensing that deals with identifying the target context and aiding in the higher-level tasks. For example, a fall detection in an assisted living scenario can trigger an emergency call to the hospital. In [32], the authors proposed active sensing where target-UE uses its communication capability to share its inertial sensor values with the edge-server in the
BS. Using these inertial sensor values, an AI agent on the edge server will identify the human activity.

**Sensing to optimize factory environments**

The digitalization within factories is progressing, but the integration of the digital and physical worlds still faces many challenges. Localization, sensing, and integrated communication will play an important role, and next-generation mobile communication systems can support the Industry 4.0 vision in a great manner. Sensing the environment and creating a digital twin of objects and layouts of the building help digitalize the factory environment. Localization of mobile units such as AGVs or assets (respectively products) within and outside of the factory allows for seamless tracking and analytics of business flows. Errors in production processes can be detected early, and inefficient flows can be optimized. The evaluation of the current location and communication requirements of mobile units is examined and optimized bidirectionally. Mobile units can take routes that may be a little longer but more efficient in regard to communication requirements (throughput, latency, etc.). Next-generation mobile networks with integrated sensing capabilities will be even more valuable if sensor fusion with existing localization and sensing technologies (e.g., camera, LIDAR, or UWB-based) is able by offering open interfaces.

4.3.2.3 Architectural implications of sensing as a service

**Signal resource allocation**

To implement sensing on the OFDM transceivers, the sensing resources need to be periodically allocated, as shown in Figure 4.26. Typical sensing (radar-type) use cases can be mapped to the requirements on the range resolution, maximum unambiguous range, velocity resolution, and unambiguous velocity. These requirements put constraints on the OFDM waveform, specifically on periodicity, symbol duration, and frame time, as illustrated in Figure 4.26. In [38], the sensing overhead for a traffic sensing use case was computed, considering a range resolution of 0.5 m, a maximum unambiguous range of 100 m, a velocity resolution of 0.5 m/s, and unambiguous velocity in the range of $[-20 \text{ to } 20] \text{ m/s}$, for realizing traffic sensing use case, and showing that this will result in an overhead of 2.7% for a mmWave deployment with numerology, centre frequency, subcarrier spacing, and bandwidth of 28 GHz, 120 kHz, and 300 MHz, respectively.

**Network, spectrum, and hardware requirements**

To sense target in mono-static way, the transceiver must simultaneously transmit and receive signals; this creates a full duplex requirement on the communication infrastructure. Such a full-duplex-capable transceiver requires a high level of self-interference cancellation, which is very challenging. This can be overcome by using
bi-static or multi-static sensing; however, these methods require a high level of synchronization between the co-operating BSs, which is very challenging to achieve.

Though large bandwidth and high frequency of operation are beneficial from a sensing perspective as they can enable very high range and angle resolutions, they come with a cost of very limited coverage and expensive hardware. In contrast, the lower-frequency spectrum provides much wider coverage. Depending on the accuracy and coverage requirements for the use case spectrum, these need to be carefully chosen.

**Services in the 6G ecosystem**

Sensing the environment will be a completely new feature, and the capabilities are gaining more relevance as localization becomes more accurate and reliable. Especially indoors, where no GPS is available, the next-generation mobile networks can add high impact on certain applications. But with these developments, the service offering from pure communication service is broadened, and the stakeholders and users’ groups might grow. The complexity of offering multiple services will be challenging. The configuration and even the usage of these services should be flexible. In some scenarios, all capabilities will be needed at the same time, which might even require an integrated approach. The next-generation mobile networks should be as flexible as possible in each phase of the lifecycle (planning, analysis, design, development, testing, implementation, and maintenance). Especially in indoor environments, the requirements can change over time, and it might be necessary to include new hardware, even from third-party vendors to enhance the service quality. Also, accessing sensing data in a standardized manner at various processing stages (from raw to finalized contextual data) is beneficial to allow an ecosystem to flourish and enable, for example, a truly seamless sensor fusion between different sensing and localization technologies. Privacy might become more sensitive for two reasons. First, as localization information becomes more accurate, misusage can damage or harm people and institutions much more severely, and secondly, sensing people
(radar-like) and detecting the presence of humans pose a new category of privacy concerns, especially if, with pattern analysis, the identification of this detected person can be deduced. If critical use cases are built on top of sensing and localization data, the sensing data itself must be secured and verified by next-generation mobile network mechanisms.

New services may emerge based on sensing and localization capabilities, or existing services may integrate into the next generation of mobile network capabilities. A very straight-forward synergy between services is to enhance communication based on the current location. The farther away a service resides in Figure 4.27 from pure and raw sensing data, the more context information and classification of data are required by the service.

4.3.3 Joint Communication and Sensing in Practice

When developing new technologies, there is always a big step to go from a theoretical idea to showing that it works in practise. In Figure 4.28, the results from some initial JCAS tests are shown. In this example, a bi-static setup operating at 69 GHz is used. The signal transmitted is a 400 MHz-wide OFDM signal with 960 kHz subcarrier spacing. In the setup, there is a reflective wall and a person (wearing a tin foil hat to enhance reflections) that should be detected. Both the transmitter and receiver consist of a $1 \times 16$-element phase array, where the transmitter uses 50 different beams and the receiver uses 56 different beams, both in the range $\pm 45^\circ$. In the bottom left plot, the RSS is plotted as a function of the beam indices of the
transmitter and receiver. At indices 0,0, the strongest response is found, and that corresponds to the LoS channel. In addition, there are two more blobs indicated by the red arrows, one originating from reflections at the wall and the other from the person in the picture. In the right plot, the distance to the targets is calculated based on the channel estimation. The distance indicated is relative to the LoS distance, meaning that the 0 m peak is due to the LoS channel, the peak at 5 m is caused by the wall, and the small peak at 2 m is caused by the person. For a more detailed description of the demonstration and more pictures, see [32].

4.4 Conclusions

The global impact of the existing global positioning system (GPS) has transformed the lives of many people with many new applications that use outdoor location information, which has impacted people’s lives in many different ways, such as: (1) find your path, (2) avoiding traffic, (3) tracking your phone or child’s phone, (4) finding the nearest place such as restaurant, (5) finding places such as schools & colleges, (6) track stolen phone, (7) preventing car theft, (8) tracking for law enforcement, (9) discover unknown places, and (10) find nearby places. It is expected that indoor and outdoor location systems with an accuracy of millimetres, which cannot be performed by GPS due to the building obscuring the direct line of site to GPS satellites, will similarly transform the lives of many people by inspiring many new indoor and outdoor applications, which will have a global impact on people’s lives in many different new ways in many different verticals. Furthermore
the introduction 6G JCAS capabilities will allow the spatial sensing of the environment since by measuring the delay of the return echo in the line-of-sight path between the transmitter and object, the distance to the object can be calculated and therefore its position and velocity. This is very useful information for not only appraising the LoS/NLoS radio transmission in which mMIMO dart-like beams propagate but also sensing object for collision avoidance, proximity sensing and location from landmark sensing.
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Over the past few years, network automation has become an increasingly important topic in both research and industry. With the growing complexity of modern networks and the need for efficient network management, artificial intelligence-based algorithms have gained attention as a promising solution. Standardization efforts have also been underway to support analytics derived from network data. As we look towards the future of mobile networks, it is expected that the integration of network intelligence (NI) will be a crucial component of the next-generation 6th Generation (6G) mobile network. While the foundational pillars of 6G have been defined by recent research and standardization works (e.g., 3GPP Release 18), it will be necessary for the upcoming waves of mobile network architecture to natively integrate NI solutions, making lifecycle management of NI an integral part of network services. This will require a novel architectural framework that supports the integration of NI into the network services, as well as the development of novel algorithms that can leverage NI to optimize network performance and enable new services and applications. In this context, this chapter proposes a comprehensive framework for the integration of NI in the 6G mobile network, which includes the key components of NI functions, management and orchestration (MANO), and infrastructure. We also introduce novel algorithms that can leverage NI to optimize...
network performance and enable new services and applications. Overall, the goal is to provide a roadmap for the integration of NI into the 6G mobile network, with the aim of creating a more efficient, intelligent, and flexible network architecture that can meet the demands of the next generation of mobile services.

This chapter is structured as follows: the overall set of enablers needed for the transition towards intelligent networks is discussed in Section 5.1. Then, Sections 5.2 and 5.3 discuss the overall network intelligent architectural framework that has to deal with the specificities of the application of NI to future 6G mobile network. In Section 5.4, we then draw some guidelines for the design of such network intelligence function (NIF) that empower the vision presented in this chapter. Finally, from Section 5.5 to Section 5.12, we discuss different NI solutions that will address from different perspectives the challenges posed by the management and operation of a 6G network to eventually maximize the impact envisioned in Chapter 1.

5.1 Enablers for an Intelligent Network

Top-down network architecture design process typically starts by identifying a targeted service portfolio, given specific environmental conditions and business goals. These characteristics are captured in a set of representative use cases that are then used to derive the needed network functionality. This approach is, however, limited in terms of how well expected advancements in the application technology (e.g., computing, sensing, and actuation) and how end-user needs can be envisioned. Ideally, a network architecture would be adaptable beyond its original design goals to meet the unforeseeable changes in the service portfolio and related business goals. The network should hence allow its automatic reconfiguration with minimal manual operations in response to new and changing demands. Self-adaption of the network functionality is addressed by NIs that embed and extend artificial intelligence/machine learning (AI/ML) functionality beyond orchestration and network management into network functions and services. Intelligent Networks functions reside across the common service platform, the network functions (NFs) domain, and the management, see Figure 5.1.

It consists of AI/ML-enabled closed-loop control of NFs with the necessary supporting enabler frameworks to automate and modify network operations based on given policies and goals. The first prerequisite for NIs is a common end-to-end (E2E) analytics framework that collects and provides accurate and timely data for inference and training the AI/ML functionality. The E2E analytics framework is
Figure 5.1. 6G enablers for the NIs in dark blue boxes in the context of the different 6G architecture domains.

responsible for exchanging knowledge across various network layers and domains, enabling AI agents and ML models training and operation. The AI-model’s training depends on the concrete location where the model will be applied and the type of data that is accessible to it in a given configuration. As 6G architectures may span across a cloud continuum from the central cloud to the distributed edge and user equipment (UE), two deployment solutions are identified: first, a fully distributed edge-based solution, where all AI functions are instantiated at the edge nodes as cloud native applications; and second, a hybrid solution, where computationally expensive AI functions are trained and possibly executed in the central cloud using wider and richer data sets than would be available in a given edge cloud. As 6G UEs are assumed to consume intelligent services from the network, they can also train their own AI models collaboratively in a privacy-preserving way according to the federated learning (FL) paradigm [41]. To facilitate this, it is required to provide specific means to discover and join learning federations of UEs, allowing them to train their own AI-models collaboratively while maintaining privacy. Trained AI/ML models are stored and maintained in an AI repository, from which specific ones are installed into resource-controlling AI agents. AI agents are distributed across the network to control and adjust the resources of the network, which they are responsible for (see Figure 5.2).

Specifically, the first step is to identify the set of AI functions that are required to support this closed-loop network automation approach, possibly allowing hierarchies of closed loops, and considering their virtualization, packaging, and orchestration as in-network cloud-native functions that can be controlled and supervised by the MANO layers. To effectively address this approach, four AI functions have been identified as fundamental: the AI model repository function, the AI training function, the AI monitoring function, and the AI agent. Table 5.1 provides a short description for each of them.
Table 5.1. AI functions identified as enablers for supporting AIaaS.

<table>
<thead>
<tr>
<th>AI Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AI model repository function</strong></td>
<td>It is the function that provides a catalogue of the available AI/ML trained models (including their metadata for capability specification), which are either already deployed or ready to be deployed within new or existing instances of AI agents. Multiple versions of the same model can be stored in the AI model repository function, e.g., related to subsequent training sessions over different datasets.</td>
</tr>
<tr>
<td><strong>AI training function</strong></td>
<td>It is the function that performs the training of AI/ML algorithms (including any required data pre-processing) and produces executable models that can be integrated in the AI agents. The AI training function is triggered either autonomously by the AI monitoring function when a performance degradation is detected, or by the management and orchestration layer whenever a new model has to be generated.</td>
</tr>
<tr>
<td><strong>AI monitoring function</strong></td>
<td>It is the function that takes care to evaluate the performance of the AI/ML models and consequently provide the trigger for training and re-training operations in the AI training function. This translates into evaluating the runtime accuracy of deployed models, as well as their performance in terms of action impact. This includes methods for identifying any potential conflict (direct or indirect) in the model inferences.</td>
</tr>
<tr>
<td><strong>AI agent</strong></td>
<td>It is the function that uses the trained AI/ML models (one or more) to perform the inference process (including any required data pre-processing functionality). According to the specific model(s) it executes, the AI agent requires specific data to be ingested. The outputs of the AI agents are then used to drive the actions and the behaviour of other functions, including 5th Generation (5G) NFs and application functions (AFs), as well as management and orchestration functions.</td>
</tr>
</tbody>
</table>
Collectively, the whole set of AI functions described in Table 5.1 form the AI as a Service (AIaaS) framework whose main purpose is to offer services to be consumed by any trusted NF, or even third-party applications that are external to the network through network exposure APIs (Figure 5.3). The consumer of the AIaaS can submit requests for inferencing decisions to AI agents for a particular action. The elements of the proposed AIaaS framework must comply with regulatory aspects of data governance that are accomplished by management of multiple trust levels between network domains to ensure data privacy requirements within each security domain. The proposed framework may be able to reduce the AI overhead, since operation of a given AI agent in one domain can be extended to different privacy domains, provided that the privacy requirements are addressed within each domain.

In addition, the underlying infrastructure layer needs to be adaptable to varying NF workloads, new functionality, and dynamic placement of NFs across the multi-cloud continuum. Dynamic instantiation of the AI agents and programmable NFs leverages AI-driven orchestration with the capability to select different processing points for network functions across the multi-cloud continuum. This is done by dynamic function placement (DFP), which introduces a two-level hierarchical orchestration solution where domain internal dynamicity is not fully exposed
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externally but still network functions can be executed in a multi-domain, multi-cloud environment on-demand basis. A top-level orchestrator interacts with the domain-level orchestrator and decides which candidate domains for NFs are to be created or moved. Final deployment details and selection of the domain’s internal processing point are left for the domain-specific orchestrator. The newly instantiated or reconfigured NFs and AI agents need to discover each other, and they need to communicate efficiently via a network service mesh (NSM).

In order to satisfy communication efficiency requirements, NSM must support the most common communication patterns like publish-subscribe and request-response communication. Additionally, both synchronous and asynchronous communication must be supported. NSM provides a registry (or similar) for (de-)registering services that are then exposed via service discovery, which is used to find out what services are available in NSM and how.

Networking policies also play an important role in NSM, and they must be enforced in a distributed manner, i.e., a set of networking policies distributed over the related domains is dealt with in the same manner. Additionally, OAM and AI-related knowledge may have different connectivity requirements between the related domains and their internals to harmonize management operations.

NSM-managed tunnelling between domains needs to support different types of communication patterns, and typically this is indirect communication via a communication intermediary. So tunneled data represents NF:intermediary communication and could be unidirectional or bidirectional depending on how routing is arranged in the domains.

One important thing to consider is the support for traffic prioritization inside the tunnel, because it might influence how inter-domain tunnelling should be configured. For instance, one straightforward option would be to avoid mixing different quality of service (QoS) classes in the same tunnel and instead have QoS class-specific tunnels. Maintaining multiple tunnels per domain boundary should not restrict scaling too much and technically be feasible, i.e., not so much state information should be maintained per tunnel endpoint.

5.1.1 A Two-level DFP in Multi-domain Landscape

In this section, further details are provided on the two-level design for DFP, which is shortly introduced in Section 5.1. Additionally, the impacts of adding multi-domain support to orchestration and service discovery, which are closely related to DFP, are also discussed.

The proposed design has the decision-making on two levels:

• Top-level decision-making, during which the best candidate domains are searched for.
- Domain-specific decision-making, where the network function deployment will be finalized according to the domain internal resource conditions and preferences.

The decision-making structure that follows is closely related to the logic of two-level hierarchical orchestration, in which multi-domain scope is handled first, followed by domain-specific scope. The same multi-level support shall be considered in other supporting functionalities, such as monitoring and management (e.g., NF scaling), which are part of DFP. Monitoring is naturally done within a domain, and then the information is exposed externally. One critical requirement of the design is the ability to expose information from domain(s). The top-level part is dependent on the information that is exposed by individual domains. It is crucial that the validity of the information is adequately scalable. If the exposed information is too dynamic (“short-lived”), a distributed system may end up wasting time and resources trying to keep dynamic information synchronized. Aside from the information's validity and lifetime, the amount of exposed information can also be a limiting factor. Therefore, domains may need to pre-process the information and expose it as information aggregates. However, in some cases, raw information might also need to be exposed.

NF scaling is a common operation for legacy orchestration, and it is used as an example for defining the impacts of the two-level design for decision-making and operation execution. This is the reason why multi-domain and intra-domain scaling should be considered separately:

- Multi-domain: scaling over multiple domains requires technical key performance indicators (KPIs) (e.g., utilization metrics representing the current resource conditions and load estimations for the near future from each domain) to make service offering-related decisions (e.g., requesting increased service capacity or relocating service offerings) from one domain to another.

- Intra-domain: traditional NF scaling up/down or in/out based on the local needs and/or external triggers such as requests from the top-level entity.

The duality of the decision-making closely corresponds to the timing aspects of the related control loops. For instance, any control loop running on top of multiple domains (top level) presumably has longer execution delays than those running inside a domain, which is a crucial piece of information since the potential execution delay of the control loop(s) determines how fast such a system can react to changes. This reaction sensitivity also relates to the dynamic environment in which the control loop is operating, and the information based on which the control loop is executed is part of this environment.
Similarly, to the exposed domain information, it is important that the decision-making information is not too dynamic or short-lived. This implies that longer control loops, such as those used in multi-domain scope, are better suited for wide-scope predictive decision-making. In addition, faster control loops, which are used inside domains or even inside logical or physical nodes, are better for reacting to rapid changes under dynamic conditions. In this design, the top-level domain does predictive operations with a longer lifetime, and each underlying domain operates on that basis. Therefore, from a decision-making perspective, domains are able to react faster to local changes and make short-term decisions and operations until longer-term decisions are propagated from the top level. It is important to have some form of feedback channel between the levels. For instance, domains can communicate their internal actions and decisions back to the top level, where the long-term solution(s) can be adjusted accordingly, i.e., predictions have to be updated according to what has happened at the lower (domain) level. Additionally, domains can have a certain degree of autonomy by having instructions and thresholds on when to report back to the upper (top level) level. It is essential that the used service discovery solution is efficient enough and scales well. To ensure proper scaling, service discovery can also implement a two-step design: (i) resolve the destination domain, and (ii) resolve the communication endpoint (NF) inside the domain. In multi-domain environment and especially when DFP is effectively in use, it is important that the establishment of inter-NF communication session could be optimized. According to this optimization, service discovery can be a domain internal thing without requiring longer loops between multiple domains, including some centralized functionalities.

For multi-domain environments, the usage of communication intermediaries (e.g., service communication proxy (SCP) in 5G environment) can help us in making scalable inter-NF communication by using indirect communication, where an intermediary hides a set of NFs and that for such NFs the service discovery results in the communication address of the corresponding intermediary. This ensures the scaling properties of service discovery and makes the data in (top level) service registry static since all the dynamics of NF instances are masked by communication intermediaries. Typical legacy schema for masking NFs has been grouping them based on NF type behind an intermediary and at the same time enable load balancing opportunity per NF type. However, in a more heterogeneous multi-domain environment where NF instances can be found in the core, (far) edge, or even behind the radio interface, the question of whether this is the only option arises, implying that new schemes based on which NFs can be grouped together behind intermediaries will likely emerge. It is well known that direct inter-NF communication, especially between domains, potentially limits how effectively load balancing can be done for NFs.
Context-related communication (e.g., context transfer or context sharing) could follow the normal inter-NF communication patterns, e.g., indirect communication via intermediary. This may be the only available option for inter-domain cases, but for the cases where the target NF instance is in the local domain, direct NF:NF communication might be preferred. In this way, context-related communication does not need to share communication medium with inter-NF communication and could receive higher priority, respectively, because NF context(s) must be in place before any inter-NF communication would be meaningful. There are no technical requirements to support traffic prioritization based on its type, but using separate communication mediums could further help in isolation and ensure separate scaling as well.

Regarding shared data between old and new NF instances, it could be categorized as (i) generic and (ii) instance-specific. The former is functional or practical as such between instances, but the latter has to be updated by a new instance, which receives the data provided by a context transfer functionality.

Shared data might have different real-time (RT) requirements based on how it is distributed and kept synchronized. For near-real-time (NRT) data, any changes must be distributed immediately to ensure that data updates are propagated fast enough. Respectively, for non-NRT (NNRT) data, there is no such urgency to make distributed data changes immediately; thus, the system can collect multiple updates and then distribute them as an aggregation. There are strict timing constraints in the interaction between the DFP and the service registry that determine whether the results of the DFP operations that impact service availability and resourcing are updated in time. It should be noted that updates with indirect communication via an intermediary, which is not directly visible in the service registry, can potentially be faster than the updates in the domain-wide service registry for direct communication updates. Naturally, this requires that DFPs be interfaced for distributed operations. DFP needs to support coordinated operations across domain borders to support such advanced use cases. Last, two topics are introduced for a new type of NF instance-related operation in DFP that derives especially from multi-domain support. Namely, they are NF relocation and NF offloading. While these two operations and the already-mentioned NF scaling are quite self-explanatory, it is often hard to differentiate them from each other rationally. Their existence can be justified in a multi-domain environment for this purpose, and they are defined as follows.

Scaling is called a “legacy” operation for NFs within this context. It is primarily driven by NF consumer demand and refers to scaling existing NF producer(s) capacity (up, down, in, or out) to ensure a specific NF’s “optimal” service level. KPIs for “optimal” can be obvious in many ways. It should be noted that multi-domain implies new requirements for NF scaling as well. For instance, how to
support distributed multi-domain transactions for NF scaling by coupling together domains' atomic transactions is a valid research question.

“NF Relocation” is a permanent operation that is used to change the physical location of NF instance(s) in the network topology. As soon as relocation and possible context transfers are done, the original instance is deleted. For example, a management entity might ask for an optimization to request NF relocation. The need for relocation can also be derived from the 6G service model, where it has been envisioned that end-user-specific (far) edge services that may have strict latency requirements are required to follow the end-user in the network topology.

NF offloading is the distribution of existing NF workloads to new network topology locations with newly created NF instance(s). One example of an offloading decision could be sudden changes in capacity offerings, i.e., load balancing. Offloading differs from relocation in a way it does not involve the deletion of the original NF instance(s). In other words, offloading can be considered a temporary expansion of NF capacity for offloaded workloads, which can be withdrawn once the offloaded tasks are finished. One typical scenario is NF offloading from the core domain to the (far) edge domain to meet the latency requirements.

5.1.2 AI Workload Placement Perspective

This section presents an intelligent network enabler for effectively managing and orchestrating computing resources. Computation tasks may vary, e.g., in relation to the source of the data to be processed. One critical computation tasks' category is related to AI and ML workloads. Specifically, (i) balancing the computation and communication load, (ii) moving computation, and (iii) efficient placement of computation further challenges are introduced. Physical nodes (e.g., user equipment, edge/cloud servers) that undertake the execution of AI workloads may encounter trust level problems, traffic load-related issues, or challenges/requirements related to their energy consumption.

The availability of the data, along with potential restrictions on its sharing among the various network segments/nodes due to privacy reasons, is one of the crucial factors that must be taken into account. In order to provide maximum privacy, but also network transmission-related communication overhead and, as a result scalability, the placement of AI workloads must consider the vicinity of the data source, e.g., in terms of network hops/available bandwidth for transferring the data, as well as the data volume and frequency based on which this must be transmitted. In addition to the aforementioned factors, one should also examine the special features/characteristics of AI workloads, namely different input data models, behaviour models, and knowledge sharing needs among nodes of the network, as
well as considerations related to the trust level of the nodes that undertake computation tasks.

A management methodology focusing on AI workloads for Beyond 5G (B5G)/6G architectures could target a three-fold strategy, i.e., to minimize the energy consumption of the overall network towards sustainability, minimize the processing and transmission delay in relation to the data volumes that are to be transmitted towards the processing entities, and maximize the overall trust level of the system by prioritizing nodes/AI agents with high trustworthiness indexes [1].

### 5.2 NI Native Architecture Empowered by AI

In this section, an architectural model that stems from and integrates with current standards (e.g., O-RAN, 3GPP, and ETSI) and realizes the vision of native support for E2E NI coordination is described. The use of NI or AI to represent AI functions applied to network problems is alternated in this chapter. To achieve the specified result, the proposed architectural framework builds upon the initial guidelines provided by [2]. This previous study covered a subset of the current requirements from a higher-level perspective and focused on the relationship among NI degrees of freedom, input-output relationships, and RT constraints subject to infrastructure observability and controllability. In the following, the proposed architectural framework is discussed in detail, as depicted in Figure 5.4.

![Figure 5.4. The framework for the NI integration in the overall architecture.](image-url)
The network’s softwarization and data-driven trends have led us to decompose the structure into four complementary layers. Along with the infrastructure layer, the control plane, and the user plane, which are the three essential building blocks of a software network like the 5G network, an additional layer is envisioned: the network intelligence plane (NIP). This NIP is introduced owing to the current trends in the industry that integrate the functions related to NI [3] in the network.

The MANO of this compound network is performed by two modules: the MANO, as traditionally done in 5G networks, which handles the typical lifecycle management of the network and network slices, and a new sibling element, the network intelligence orchestrator (NIO), which takes care of all the operations related to the management of the intelligence of the network. These operations include:

- The selection of the NIFs that come together to build a network intelligence service (NIS) to pursue one of the KPIs envisioned by 6G networks, such as energy efficiency.
- The monitoring of such functions, including the monitoring of their KPIs (e.g., their accuracy) and of the specific actions that may be taken to optimize them (e.g., meta-parameter change, re-training, or model changes).
- The specific training procedures in case of learning models.
- The interaction with the MANO to handle service and resource orchestration.

For MANO, all the definitions and functional components from ETSI can be reused, omitting these to avoid clutter. Instead, in the next sections, the internals of the novel NI orchestration, specifying interfaces and procedures, are described.

5.2.1 Detailed Architecture

In this section, an overall representation of architectural models is provided as well as the list of relevant definitions from standards. The newly proposed components (e.g., NIF, NIS, and NIO) and the explanation of how they fit such existing architectural models (e.g., NIF mapping to xApp/rApp in O-RAN and NWDAF in 3GPP) are presented in the next.

5.2.2 Taxonomy

As discussed in [3], the management of NI in a softwarized network can be performed in a similar manner as the management of network services is designed for 5G networks. This allows to reuse well-known concepts, adapting them to the context of NI. The high-level interactions are depicted in Figure 5.5, highlighting how the interactions take place.
Thus, analogously to the information model specified for network management by, for instance, 3GPP, the concepts of NI Service (cf. Network Service, leveraging a slice such as enhanced mobile broadband (eMBB) or ultra-reliable low latency communications (URLLC)) and NI Function (like any function specified by, e.g., 3GPP or O-RAN) are defined as follows:

**NIF:** Functional block within a network (slice) that implements a decision-making functionality to be deployed in a controller, NFV orchestrator, or network function and has well-defined interfaces and behaviour.

**NIS:** Composition of NIFs that has a specific target, usually related to a specific set of targeted KPIs. Table 5.2 shows examples of NISs derived from NI functionalities developed in [3].

There is a one-to-many relationship between NIS and NIFs, as the former could be provided by one or more instances of the latter. Consequently, network operators or service providers can, for example, request specific sustainability and reliability services targeting one or more KPIs. The NI orchestration will take care of providing such a service by composing specific instances of NIFs.

NIFs themselves could be of different kinds. They could be learning models based on, e.g., deep neural networks (DNNs) or engineered models, or they could be built upon specific optimization algorithms such as those based on control theory or mixed-integer linear programming (MILP). These NIFs have two main interactions with the underlying layers (c-plane, u-plane, or infrastructure, proxied by a NFV orchestrator): NIFs inject decisions and receive information about the network slice state and the context of such a state. A NIS is hence a coordinated...
Table 5.2. Examples of NI services derived by NI functionalities [3].

<table>
<thead>
<tr>
<th>NI Service</th>
<th>KPIs</th>
<th>NIFs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliable virtualized RAN</td>
<td>Reliability</td>
<td>• Reliable distributed unit (DU) for RAN virtualization</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Orchestration of radio and computing resources in vRANs</td>
</tr>
<tr>
<td>Sustainable network operation</td>
<td>Virtual network function (VNF) energy savings</td>
<td>• Cloud acceleration for virtualized RAN</td>
</tr>
<tr>
<td></td>
<td>Compute resource savings</td>
<td>• Compute aware scheduling analytics</td>
</tr>
<tr>
<td></td>
<td>OPEX savings</td>
<td>• AI-enhanced edge orchestration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Data-driven resource orchestration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Multi-timescale network slice reservation</td>
</tr>
<tr>
<td>Network capacity management</td>
<td>Wireless capacity increase</td>
<td>• Reconfigurable intelligent surfaces control</td>
</tr>
<tr>
<td>Edge orchestration</td>
<td>OPEX savings</td>
<td>• Network service auto-scaling</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Capacity forecasting</td>
</tr>
</tbody>
</table>

For the purpose of creating a common framework and integrating NI algorithms into the overall architecture, a methodology that is already utilized by the MAPE-K (Monitor-Analyse-Plan-Execute over a shared Knowledge) feedback loop is proposed. The MAPE-K feedback loop is considered one of the most influential reference control models for autonomous and self-adaptive systems [4]. This nomenclature adopted to label NI requirements allows classifying the algorithms that run at NI instances in a unified manner, based on how they interact with the other elements of the network.
It is worth noting that the original MAPE-K framework has limitations in the target context of mobile network functionalities supported by NI. Therefore, changes to the legacy MAPE-K are proposed to consider the specificities of the network environment, as depicted in Figure 5.6. In the figure, the different training/control loops that may be implemented by a NIF are depicted: the inference loop, the training loop, and the training loop with a branch for online learning. The model emerging from this adaptation is coined Network MAPE-K (N-MAPE-K).

Specifically, the MAPE-K is extended along two dimensions:

- The purpose of the NIF, whether the knowledge is being trained or used in inference for the operation of the network, follows the MLOps paradigm.
- The nature of the NIF algorithm distinguishes between online learning and pre-trained/engineered models.

For the latter, the knowledge module shall be integrated with a training definition, containing all the attributes of the algorithm and thus specifying aspects such as the input data shape, batches, and most importantly, the used loss function (which could be dynamically adjusted) and the state/action representation, depending on whether the NIF algorithm belongs to the family of supervised learning or to the one of online learning. Additionally, the effector and the sensors can also be redirected to a digital twin element if needed by the specific NI instance, in order to disentangle the learning-loop process from the real operation of the network.

Hence, each NIF can be further split into NIF components (NIF-C) as follows:

- The Sensors specify all the probes that are needed to gather the input data and the kind of input data to be gathered. In principle, the APIs are specified at this level.
- The Monitor block specifies how the NIF interacts with the sensors.
• The Analyse block includes any pre-processing, summary, or preparation of the data, such as averages, autoencoders, and clustering algorithms.
• The Plan implies the specific NI algorithm that is implemented, for instance a neural network (NN) fulfilling categorization tasks.
• The Execute part specifies how the algorithm is going to interact with the system and how to possibly change configuration parameters.
• Finally, the Effector includes specific configuration parameters updated in the network function, again specifying the API.

With this framework, already presented in [5], NI algorithms are represented in a unified way and hence perform all the NI lifecycle management as discussed next.

5.3 NI Orchestrator

The structure of the proposed NIO is detailed next. The NIO is the element in charge of managing and orchestrating the NIS, NIF, and NIF-C, the elements that build the NI. The NIO structure is mutated from the layered structure of the ETSI NFV MANO framework, tailoring the components to the specificities of NI.

5.3.1 NIO Internals

The network intelligence orchestration framework, depicted in Figure 5.7, is structured over three levels, as in the ETSI NFV MANO framework. In the following,

![Figure 5.7. The NI orchestration framework.](image-url)
references to lifecycle management refer to onboarding, instantiation, termination, scaling, and state retrieval.

**NIF component manager:** The NIF component manager is in charge of handling the lifecycle of the NIF-Cs, independently of their kind (i.e., independently of whether they are Source/Analyse/Plan/Knowledge/Sink) and their connection towards the infrastructure. For instance, in the case of Sources, the internet protocol (IP) addresses of the different data producers shall be provided, while in the case of Sinks, the specific configuration of application programming interface (API) endpoints has to be configured. This will have specific instantiations according to where this interaction shall take place. For instance, if the NIF is executed from the core, then Sinks and Sources shall integrate with the network registry function (NRF) and the network exposure function (NEF), properly synchronizing with the network data analytics function (NWDAF), whose analytics are captured as a set of Analyse, Plan, and Knowledge boxes. Similar considerations also apply for other network domains, such as the radio access network (RAN), where this framework can be fully integrated into the O-RAN x-Apps ecosystem.

**NIF manager:** The NIF manager, instead, has a global view of the set of NIF-C that composes every NIF: besides the lifecycle management of the NIF, this module is in charge of monitoring the health of the intelligence functions. This includes typical diagnostic information (e.g., constantly checking the KPIs yielded by the NIFs, like the accuracy) if the NIF is being used in inference or it is an online learning solution, or other metrics such as the loss and the training loops if the NIF is currently being trained (like the one presented in Section 5.2). The NIF manager is responsible for setting the meta-parameters of the models (through the interaction with the NIF-C manager) and reporting the health status of the NIF to the upmost module in the hierarchy, the Intelligent Orchestrator.

This module is in charge of the lifecycle management of the NIS, by properly coordinating the NIFs that build each of them. This includes the possibility of sharing NIF-C among different NIFs (e.g., two NIFs that require the same input) and also the arbitration policies in the case of two NIFs that share the same sink, that is, the configuration APIs.

**Intelligent orchestrator:** The intelligent orchestrator manages the connection towards the network MANO to gather important information, such as the expected network KPIs for the managed slice and service, as well as the information of the underlying network infrastructure. The intelligent orchestrator has catalogues of already-onboarded NIS and NIFs. In particular, NIFs may need to be (re-)trained to cope with changing or different conditions or on a periodic basis. In this case, the network orchestration interfaces with an external platform to build ML pipelines and perform such operations.
5.3.2 NI Distributed and Scalable MANO Framework for Massive Number of Network Slices

Sustainable, scalable, and energy-efficient massive slicing MANO in 6G systems will rely on distributed AI-native architectures, where both the analytics and the decisions will be performed close to the monitoring points via federated and multi-agent learning strategies. This will improve both scalability and reaction times, paving the way for zero-touch network service management (ZSM).

For 6G evolution, the proposed distributed and scalable MANO framework investigates zero-touch MANO in the support of network slicing at massive scales for B5G and 6G networks focusing on MANO scalability [6]. It proposes a novel autonomic MANO framework, heavily leveraging the distribution of operations together with state-of-the-art data-driven AI-based mechanisms. As shown in Figure 5.8, the proposed architecture splits the centralized management system into several management sub-systems, distributing both the intelligence as well as the decision-making across various components. Each technological domain may have one or several distributed management elements. Hierarchical, distributed, scalable, and AI-based management of a massive number of network slices across domains towards zero-touch management is achieved by distributing the management functions over all entities in charge of the life cycle management (LCM) and runtime management of network slices. This ensures the delegation of service-level management functions to be onboarded within the network slice.

The proposed distributed and scalable MANO framework has been designed for AI-driven MANO of massive numbers of network slices. It supports operations of fault management, self-healing, self-configuration, performance optimization

---

**Figure 5.8.** Proposed distributed and scalable MANO concept for 6G evolution – a high level outline.
(including energy-saving), and security operations. The proposed framework follows the so-called MAPE paradigm and is in line with key ETSI ZSM and ENI requirements and, hence, placed within the architecture introduced in Section 5.2. The AI-driven, multiple MAPE loops are used for level-specific, control loop-based optimization. Distributed closed control loops assist the LCM entities with state-of-the-art AI-based and data-driven mechanisms.

The proposed distributed and scalable MANO framework is based on four key component types: the monitoring system (MS), analytics engines (AE), decision engines (DE), and actuator (ACT) that present different parts of a control loop pipeline instantiation that can be used according to the target scope of analysis and decision with the goal of minimizing the raw data exchange to allow a fast decision analysis and decision. Each such loop is implemented using a pipeline composed of MS, AE, DE, and ACT. Typically, AEs and DEs are AI-driven. These four components present different levels of instantiation that can be used according to the target scope of analysis and decision, where the aim is to minimize the raw data exchange and allow a fast local analysis and decision. Their descriptions are as follows.

The MS is an entity responsible for gathering a set of different metrics from the systems that the DE is controlling. The MS can be common for multiple control loops.

- An AE performs time-series predictions as well as feature space regressions, clustering, and classification to extract insights from the measurements collected by the MS.
- A DE decides the LCM actions that need to be applied to face the issues detected by the AE. It may also control the MS measurement granularity or the AE prediction parameters.
- The ACT converts high-level (intent) reconfiguration commands obtained from the DE sublayer into a set of atomic reconfiguration commands. Hence, DEs do not have to deal with details of reconfiguration.

5.3.2.1 Distributed and scalable MANO architecture

For 6G evolution, the proposed distributed and scalable MANO architecture, its corresponding components, and interfaces are shown in Figure 5.9.

- **Business layer**: The layer consists of the business entities that operate the framework, provide slice management services to slice tenants, or own a slice (slice tenants).
- **MANO layer**: The layer consists of the core functions of the framework responsible for MANO of slices, slice LCM, and exposure of management interfaces to specific business entities.
In the following, detailed descriptions are provided for each static and dynamic component of the framework belonging to the management and orchestration and infrastructure layers, with a focus on lifecycle management. The description of business entities and their interactions is presented from a high-level perspective. The components of management and orchestration and infrastructure layers are as follows:

- The **MANO portal** is used by slice tenants, slice management providers, and infrastructure providers to request operations regarding slice LCM, i.e., slice deployment, slice modification, and slice termination [6]. It also exposes the capabilities offered by the proposed distributed and scalable MANO framework (available slice templates, etc.) and partakes in negotiations related to the business dimension of the contract. The portal is also used to pass all the accounting and billing-related information.

Inter-Domain Manager and Orchestrator (IDMO) is equivalent to the 3GPP network slice management function (NSMF) [7] and exposes the northbound API (NBI) for the OSS/BSS or consumer service management function (CSMF). IDMO oversees the LCM of E2E network slices. It has full-scope slice MANO decision capabilities and takes global actions for network-wide, cross-slice, and cross-domain optimizations. The tenant or the slice owner interacts with the...
OSS/BSS or CSMF to define the network slice to deploy using an already-generated blueprint to generate a network slice template (NST) that includes attributes and meta-data on the network slice (e.g., the start date and end date, slice owner, type of slice, etc.) and information on each sub-slice composing the network slice. For instance, in the case of computing resource (i.e., cloud or edge) domain, the NST may include information such as the number of CPUs, memory, and virtualization technology (i.e., virtual machine (VM) or containers) to be used. For the RAN domain, resources may be related to the functional split type [8], the MAC scheduler algorithm, the number of radio resource blocks (RB), and others. Finally, for the transport domain, resources may include the type of link (bandwidth, latency), number of virtual local area networks (VLANs), front-haul link capacity, virtual private network (VPN) links, and QoS. Each technological domain’s needed resources are enclosed in the NST in the form of a technological domain-specific descriptor. For instance, for the NFVI domain, the resources are described using a network service descriptor (NSD) that includes the VNF(s) list and their descriptors.

Domain manager and orchestrator (DMO) is responsible for the orchestration and management of each of the slice orchestration domain (SOD) slices. Each technological domain is managed and orchestrated by its own entity, DMO, which is equivalent in 3GPP to the network sub-slice management function (NSSMF) [7]. Depending on the technological domain, a NSSMF may correspond to NFVO for cloud/edge, RANO for RAN, and software defined networking (SDN) controller for the case of the transport network.

Domain shared functions (DSFs) are a set of shared functions (VNFs) that can be implemented as physical network function (PNF)/VNF or CNF and can be reused by SFLs of multiple slices. The approach provides a reduced footprint of the deployed slice.

The inter-domain slice manager (IDSM) is a part of the slice template (a set of VNFs), and in some cases, it can be generated automatically by the IDMO (if IDMO is responsible for slice template split between multiple SODs). When IDSM is in use, it provides the slice tenant with a management interface. The IDSM is also responsible for the calculation of slice-related KPIs.

In the proposed distributed and scalable MANO framework slice structure, two separate layers can be distinguished – the slice management part called the slice management layer (SML) and the slice main part called the slice functional layer (SFL). The SML is an implementation of the ISM concept, having in mind the AI-based MAPE management. The SML is, therefore, split into MS sublayer (MS-S), analytic engines sublayer (AE-S), DE sublayer (DE-S), and actuating functions sublayer (ACT-S). The SFL contains a set of virtual functions that form the network slice to be deployed. The SFL part is composed of virtual functions that are dedicated solely to a slice (they are included in the slice template).
The infrastructure domain manager (IDM) provides the overall management of the infrastructure. Its interface to DMO allows for the allocation of resources (NFVI agent), the exchange of information related to the energy consumption of resources, and the exchange of the information related to the cost of resources that can be used by IDM for resource brokering. The framework enables programmable infrastructure management. The DMO orchestrator can dynamically deploy management functions that cooperate with IDM to achieve infrastructure management. The IDM has an interface to the infrastructure provider, who can use the MANO portal asking for the deployment of additional infrastructure management functions, called IOMFs (see below). The functions are orchestrated in a similar way to slices, and LCM requests are sent by the infrastructure provider to the MANO Portal.

The infrastructure orchestrated management functions (IOMF) are specific functions that support infrastructure management. They can be orchestrated by the IDM upon request of an infrastructure provider via the MANO portal.

Option A in Figure 5.9 concerns the deployment of a self-managed multi-domain slice. Such a type of slice requires a special component that is responsible for E2E slice management; it is worth noting that this component is implemented as a part of the E2E-slice template, not as a part of DMO. Option B shows the deployment of slices that use the PaaS approach, i.e., shared functions that implement the management as a service (MaaS) paradigm. Another set of shared functions, DSF (see further), is in this option exploited by the functional part of the slice. Option C shows infrastructure management-oriented and orchestrated DMO functions that are created in a similar way to slices, on the request of the infrastructure provider. The components that are deployed within each option are described in detail in the forthcoming sections. More details on the overall concept can be found in [9] and [6].

5.3.2.2 Monitoring system of distributed and scalable MANO framework for 6G networks

The MS of the distributed and scalable MANO framework (MANO-MS) implements the crucial concept of observing the network within the proposed architecture and gathering vital information that will feed the NI agents operating the network. In particular, MANO-MS is a distributed MS, developed within a container infrastructure system that relies on Kubernetes. Figure 5.10 illustrates the architecture of MANO-MS, with the central component being the sampling loop, implemented using sampling functions. The manager component is responsible for the life-cycle management of the sampling functions and provides access to the gathered telemetry data via q and db interfaces. The communication between these
components is facilitated by the service bus of MANO-MS, which is implemented through Apache Kafka.

The platform is controlled through the m interface, as depicted in Figure 5.10. During deployment, the bus topics are configured, and the user then requests a sampling loop by submitting a configuration file. After validation, the manager generates the corresponding deployment instructions, which are passed on to Kubernetes (K8s) for deployment. The deployed sampling function, implemented as a CNF, enters the operational stage, and periodically samples the telemetry data as configured, publishing it to the bus.

The MANO-MS platform is versatile and capable of monitoring a wide range of telemetry data, as long as an embedded element monitoring is available (e.g., metrics from different network components as depicted in Figure 5.11).

5.3.3 Enabling SDN Control with NI

In previous sections, it has become clearer that NI can be provided at multiple network domains and through multiple orchestration layers. In this section, an architecture for enabling an SDN controller with intelligence is provided, as are several use cases.

Artificial intelligence, and more specifically machine learning, has been demonstrated as a feasible tool to support network traffic analysis in multiple scenarios. To this end, the introduction of ML in transport networks has been previously studied [10], but typically is focused on non-RT scenarios and with the usage of dedicated tools.
Network programmability has been brought to transport network due to the introduction of SDN, which proposes the decoupling of control and data planes of underlying network equipment. To this end, it offers improved network programmability of the equipment and introduces the concept of SDN controller. The SDN controller is responsible for the control and management of the network equipment, allowing a logically centralized control and management.

TeraFlow project has proposed a new transport SDN architecture that enables an open environment for network applications and devices using full standard interfaces with container-based services, which are deployed as micro-services and managed on elastic infrastructure through agile DevOps processes and continuous delivery workflows [11].

Figure 5.12 shows the architecture for TeraFlowSDN (TFS), which is a cloud-native SDN controller composed of multiple container-based services using novel virtualization techniques, which are deployed as micro-services and managed on elastic infrastructure through agile DevOps processes and continuous delivery workflows. These micro-services structure an application as a collection of interconnected and related services using a common integration fabric. In a micro-services architecture, services are simple and detailed, and the protocols are lightweight. This architecture eases the introduction of novel services within the SDN controller that are able to provide NI. In this section, two functionalities are noted.

Figure 5.13 shows the first proposed functionality, which relates to traffic forecasting. SDN controller is able to monitor current network status and obtain time-stamped traffic matrices on top of a pan-European core network (using Geant as an example [12]). Then, a traffic forecasting application (forecaster) can introduce
ML-based algorithms to predict the network status in the future. This information can be provided to the OSS/BSS in order to trigger necessary link updates, as well as provided back to the SDN controller in order to limit resources allocated to specific network links.

Forecaster is a novel TFS component that is able to perform proactive SDN traffic prediction (i.e., forecasts) by means of ML algorithms. For example, it is able to collect RT KPIs, such as link occupancy, and use ML algorithms to forecast
where and when a problem (e.g., unavailable link resource) is likely to occur so as to reroute traffic before it happens.

The interfaces provided by the Forecaster component allow to do a complete network forecast by introducing a topology identifier, or obtain specific forecast of a link, by introducing a link identifier. A forecast is a data structure that contains an array of timestamped predictions for a specified period of time for a specific link. Another provided interface allows to check if a new requested connectivity service will have resources available in the future. To this end, a link resource availability threshold is configured, and the forecast component provides a `ForecastPrediction` with the decision.

Multiple traffic forecasting libraries can be introduced in order to provide the component with multiple engines. One of the aforementioned possibilities is the Prophet library, which already includes a seasonal model for data forecasts. Another possibility could be the introduction of AutoML. AutoML does not require training, and thus, no previous modelling of the data is required.

Another features that TeraFlowSDN includes is the introduction of NI to face different threats on different planes. Management and control planes expose capacities that could be impacted by multiple vector attacks: from insiders (e.g., unauthorized configurations), to exposed interfaces (northbound, southbound, or east-west bound), to SDN applications. At the data plane, the TeraFlowSDN controller is exposed to both classical and advanced network attacks (e.g., DDoS, malware, traffic manipulation, physical-layer intrusions, etc.).

Moreover, the inclusion of ML components as applications of the SDN controller also adds a new threat surface that can be utilized by the so-called adversarial techniques that try to fool ML components by introducing small perturbations in the input that cannot be perceived by humans.

Both the massive amounts of information flowing through the network infrastructure and the very short latencies in threat detection impose limitations on current intrusion detection systems that perform ML-based network management. To cope with this problem, TeraFlowSDN includes a two-layer ML-based architecture with a central ML engine and ML-based threat detectors placed at the edge nodes.

The use of this advanced distributed architecture, supported by Google Remote Procedure Call Protocol (gRPC) telemetry data and network flows, will help to detect and mitigate the above-mentioned threats. In some specific data plane attacks, it is necessary to deploy distributed detection engines at the edge, with specific inference ML models that should be developed, to solve the attacks close to the origin.

The use of a simulated environment based on real NFV/SDN telecom infrastructures allows to generate traffic, train models, and deliver accurate inference ML engines to the edge and to the Cybersecurity net application for early mitigation.
To ensure the resilience of TeraFlowSDN ML models against adversarial attacks, multiple libraries have been included for designing defences in ML-based components and testing them against sophisticated adversarial attacks.

Finally, TeraFlowSDN includes un-, semi-, and supervised learning approaches for multi-layer network security monitoring, with additional embedded intelligence, using standard interfaces, containerization, and load balancing, while paving the way towards carrier-grade deployment of ML-based security monitoring [13].

5.4 Design Guidelines for NIFs

Artificial intelligent systems are irreversibly set on the evolutionary path of every future vertical as well as of every object and service we humans will interact with in the near future. This trend is motivated by the need to support elastic and demanding real-world use cases such as automated and cooperative mobility, e-health, gaming, entertainment, etc.

In this scenario, it is acknowledged that the telecom operators will have the opportunity to fill a central role in providing innovative solutions for application and service developers who need to combine the advanced capabilities of B5G and 6G networks with the fluid cloud-based application development processes emerged in the last decade (such as platform as a service (PaaS), continuous integration/continuous delivery (CI/CD) pipelines, and micro-service/serverless-based designs). A significant example of such an ecosystem are AI-enabled applications, which have become a major innovative force in almost any vertical and are being foreseen as one of the pillars that will boost the fourth industrial revolution. While great progress has been made during the last few years with respect to the accuracy and performance of AI-enabled applications, their integration into potentially autonomous decision-making systems or even critical applications requires E2E quality assurance, ubiquitous availability, and low latency. In the following, the reference model for NIFs is specified, as well as the implementation of some NI functions.

5.4.1 Reference Model for NIFs

The orchestration of such a new generation of AI-enabled application requires the introduction of new abstractions into the network service orchestration domain. Here, a novel concept of NIFs is introduced to refer to the AI-enabled E2E application sub-components that can be deployed across edge-enabled B5G and 6G networks. A new generation of AI-enabled applications will be obtained through the chaining of various NIFs across the various levels of the edge architecture. This will trigger the need for novel network automation platforms supporting all aspects of
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network and service management, including the deployment and scaling of NIFs over a distributed facility as well as the various ancillary tasks that are to be performed to deploy such application, e.g., the creation of a new network slice.

To achieve this breakthrough, innovation is needed in two different areas: (i) the reference models for NIFs and (ii) the E2E orchestration of NIFs.

**Reference models for NIFs**: There is a need to define a reference model for NIFs, capable of capturing and representing the heterogeneity of NIFs at different levels of the technology stack. This can be developed as a network of interconnected modular ontologies, implemented in standard knowledge representation languages (e.g., OWL), following well-known state-of-the-art ontology engineering methodologies. Special attention needs to be put into describing NIFs not only from a functionality point of view, as available in other catalogues, but also considering other capabilities (e.g., computation, communication, storage, and hardware acceleration) that complement those of the NIFs, as well as any other aspects related to constraints necessary to support their dynamic orchestration. Similarly, the reference model shall also offer capabilities to describe methods and approaches to support the provisioning of the AI-enabled applications.

Building applications by chaining NIFs calls for the definition of a reference model for NIFs capable of capturing and representing the wide diversity of NIFs that will be deployed in B5G and 6G networks. This model is necessary to provide a common packaging for AI functions and a virtual marketplace for standardized AI components. There are several approaches in the literature to model artefacts (including datasets, pieces of software, algorithms, models, computational resources, etc.) to facilitate their understanding and reuse, as well as their potential chaining in complex applications. A relevant example is the workflow infrastructure conservation using semantics ontology network [15], focused on documenting computational scientific infrastructures, describing their relevant capabilities, and how they can be deployed, with four different ontologies: software stack, hardware specs, scientific virtual appliances, and workflow execution requirements. Other similar works in this direction are the software ontology (SWO) [16], a model for describing the software involved in the storage and management of data, with a strong focus on the biomedical domain or OntoSoft-VFF (ontology for software version, function and functionality) [17], focused on the description of the functionality and evolution through time of any software used to create workflow components. In addition to this, the state-of-the-art provides general-purpose metadata profiles and vocabularies that have been used for cataloguing different types of assets/entities: Dublin Core for all types of digital objects, DCAT and DCAT-AP for open government datasets, as well as its extensions, the DataCite metadata schema, and the research object model for scientific workflows.
E2E orchestration of NIFs: Deploying large-scale AI-enabled applications calls for the provisioning of resources across multiple administrative and technological domains. Therefore, it is of paramount importance to partition applications composed of multiple NIFs across multiple domains according to the requirements of each NIF. The proposed approach aims to cover more extreme provisioning scenarios in terms of hardware and software resources by starting from “de facto” standards for the orchestration of cloud and edge services, such as Docker and Kubernetes, and their emergent variants (e.g., FaaS). Acknowledging the heterogeneity and complexity of the currently available edge computing platforms, especially when it is as broad as the one foreseen in B5G and 6G networks, research innovative solutions for the E2E orchestration of the AI-enabled applications is needed. This goal can be achieved by leveraging novel network automation platform, in which monitoring solutions tackling the specific requirements of optimized hardware, edge devices, communication infrastructures, and cloud services will be taken into account. The monitoring subsystem will collect raw information to obtain the QoS indicators that provide insights regarding the correct behaviour of multiple NIFs orchestrated and linked to create complex AI-enabled applications. The quality indicators will cover traditional metrics for IT systems (e.g., performance) but also specific items to assess that NIFs operate according to their initial design. At the same time, the collected metrics and the quality indicators will ensure the capacity to oversee the operation of orchestrated NIFs and even to integrate AI-based functionalities to detect abnormal situations or to implement predictive maintenance.

While the NIFs paradigm opens the door for a number of opportunities for the customers, it also poses numerous challenges for the infrastructure providers including the need for supporting properties such as QoS, scaling, and fault-tolerance for the AI-enabled applications. This problem is exacerbated by the need for supporting stringent QoS requirements such as ultra-low latency and high data rate of novel applications and services envisioned in B5G and 6G networks. The AI-enabled applications force service orchestrating mechanisms to take into account additional factors, apart from the code and data locality, in order to satisfy diverse latency and data rate requirements by making appropriate placement decisions at MEC servers, which are expected to play a pivotal role in curtailing the round-trip delay of the applications. Extensive work on orchestration has been done in the past years by the service community and by the network community. An extensive survey on an E2E MANO in multi-technology and multi-operator 5G networks can be found in [18]. A study on multi-domain network and service orchestration is conducted in [19] highlighting its challenges in data-centre networks as well as in cellular networks.
5.4.2 Customized AI Techniques that Empower Practical NI

6G network will need to rely on customized instances on AI, which natively embody the NI (in the NIP). In the following, two exemplary solutions are discussed.

5.4.2.1 Avoiding the loss-metric mismatch in NI

Loss functions drive the training process of supervised machine learning models. In the vast majority of cases, loss functions are designed to be generic enough to work well in a wide range of scenarios. In regression problems, including forecasting tasks, mean absolute error (MAE), mean square error (MSE), and mean squared logarithmic error (MSLE) are common choices for expressing the loss.

However, in many practical cases in network management, such traditional losses do not characterize well the target performance metric of forecasting tasks. For instance, in anticipatory resource allocation problems encountered across mobile network infrastructure domains, the goal is to anticipate a capacity that is sufficient to accommodate the future traffic demand. Indeed, under-provisioning of capacity leads to the disruption of the offered service and violations of the service-level agreements (SLAs) with the service providers, while overprovisioning causes a more affordable squandering of resources. There, it is critical that the predictor learn to forecast a minimum quantity that is always above the demand.

Using a traditional loss function to perform forecasts in cases such as those outlined above results in a so-called loss-metric mismatch, where the regression objective, represented by the loss to be minimized, does not correspond to the optimization of the actual performance metric (Figure 5.14). As a result, the AI model that implements the regression model does not learn predictions that are aligned with the expected network management objective.

Thus, the NI native architecture defined above shall support the use of customized loss functions that are carefully developed based on expert system knowledge, i.e., a deep understanding of the network engineering or management task at hand, as well as of the variables that affect it and how they do so. This illustrates how the tailored design of loss functions for NI shall occur.

In the left plot (a), a pure traffic predictor is trained using a legacy loss, e.g., MAE or MSE for regression. The resulting forecast cannot be used as is, but serves as an
input to the actual decision block, which is manually designed by human experts to output the anticipatory MANO actions so that the target network performance objective is met. Yet, the decision block is agnostic of the inherent accuracy of the predictor and just trusts the forecast it receives. In the right plot (b), the novel approach proposed here is outlined: expert knowledge is used to directly design a dedicated loss that encodes the relationship between the prediction and the performance objective. As a result, the predictor is trained to produce forecasts that optimize the performance and can be directly used to drive the MANO actions. Importantly, the action decision is now aware of the unavoidable prediction error (e.g., lower accuracy in predicting small traffic volumes) and automatically compensates for it (e.g., by taking more conservative actions to accommodate small-traffic future demands).

5.4.2.2 Loss meta-learning for NI

The performance metric to be optimized by anticipatory MANO actions is not always known a priori by the network operator. This is the case, for instance, when the performance must be measured at the application layer (i.e., in the service provider domain) or when it concerns end user satisfaction (e.g., if it relates to mean opinion scores or quality of experience). In these situations, designing tailored loss functions is not possible, since the human expert (e.g., network manager or system engineer) does not know the exact relationship between the forecast and target performance.

6G networks shall leverage on innovative guidelines to deal with NI design in the complex situations described above. Specifically, instead of imposing a predefined expression of the loss function used to train the predictor, a design of forecasting models is proposed that is free to meta-learn the loss function that best suits the network management objective at hand. In practice, this is realized by combining a loss-learning block with the actual predictor, as shown in Figure 5.15. This block is responsible for learning the loss function, or, equivalently, capturing the relationship between the forecast produced by the predictor and the target management objective. Once
ready, the loss-learning block can operate as a tailored loss function: it receives the output of the predictor and determines its quality for the precise management task. Therefore, it can be employed to train the predictor so as to steer the optimization of its parameters towards minimizing the actual MANO objective. The full design of the proposed framework is specified in [20].

5.4.3 Sustainable Decentralized AI Solutions

Sustainable decentralized AI-native architectures involve using energy-aware AI techniques for designing and optimizing 6G network slicing MANO in a sustainable and scalable way. The invoked architecture enables the next innovations:

• A FL-based AE is considered to reduce the amount of raw data exchange between local AEs and E2E AEs, making data analysis and prediction more energy-efficient. This technique avoids transferring the local dataset to a remote server, which leads to a high communication overhead and higher energy consumption.
• Decentralized deep reinforcement learning (D-DRL) techniques are considered in the DEs, such as multi-agent DRL (MA-DRL) and federated DRL (F-DRL). Such type of decentralized AI techniques can be utilized in the DEs in several ways: (1) To perform cross-domain joint VNF placement and energy control. The energy cost could be added in the denominator of the DE multi-objective reward function along with latency, while the throughput can be maximized by plugging it in the numerator with the costs. The multi-objective weights are fine-tuned according to operator/tenant priorities that depend on the slice type and business strategy. (2) Traffic-aware local decision agents dynamically placed in the network. These federated decision entities tailor their resource allocation policy according to the long-term dynamics of the underlying traffic, defining specialized clusters that enable faster training and communication overhead reduction.

5.4.4 Implementation of Intelligent Distribution from the Computation Perspective

From a computational point of view, the network can be seen as an entity consisting of a large number of computing nodes interconnected via communication links. The nodes are not homogeneous but range anything from high-performance data centres and edge servers down to user equipment and miniature IoT computing devices. Some of them have a more complicated internal architectural structure, featuring multiple processor cores, CPUs, processor cards, and clusters of them with
internal communication channels, as well as memory and input/output devices. Also, communication links are typically heterogeneous. In addition, neither the computational workload of the network nor its hardware components are constant but alter more or less frequently all the time, depending on the prevailing user data traffic distributions and acts of service providers. Let us call computation here parallel if it happens simultaneously in multiple units within a node and distributed if multiple nodes are involved.

In order to get the best performance out of the network, the computation needs to occupy intra-node units and be distributed among the network nodes so that the overall computing capacity would be maximized and the resource usage (e.g., time, energy, design effort, etc.) and cost would be minimized while ultimately supporting the designated use cases. A typical network node alone has more than a thousand design parameters, not to mention the plurality of nodes and fitting the subsets of the computation into them. It is therefore evident that determining the optimal distribution is a demanding multi-target Nondeterministic Polynomial (NP) complete problem, which cannot be solved with the current technology. The current 5G systems approach distribution by relying on simple offloading functionality from UE to the network, virtual machines allowing flexible allocation of resources in the cloud, containers reducing the state of computation, multicore CPUs allowing (constrained) parallel processing, and a programming paradigm relying mostly on independent sequential components and asynchronous execution of threads.

To boost the more macroscopic 6G network-level architectural design decisions, the hidden capability of low-level architectural techniques would be worth considering. For more flexible and efficient placement of computation, an architecture utilizing the following techniques to overcome the limitations of 5G network and processing solutions could be potentially applied (see Figure 5.16).

**Figure 5.16.** Intelligent computation distribution with low-level architectural techniques.
To support parallel and distributed execution, a programmer and the system need to divide the computation and related communication into parts (threads, processes, components, and subservices) that execute in parallel or concurrently in multiple execution units and communicate with each other. The number of computational (software) parts often exceeds the number of (hardware) execution units, introducing the need for multitasking, i.e., sharing units between the parts. In order to avoid efficiency issues, multitasking requires (i) swift context switching between the parts targeted to the execution unit. Context switches can be made faster, e.g., via multithreading [21] that uses on-chip resources to retain multiple contexts and allows for instant switching between them. If computational parts of a single service or task are executed in multiple execution units, there is a need to perform intercommunication between these units that can form (ii) specific patterns of computation and communication. Execution of these patterns can be accelerated by techniques such as multicasting and multioperations [22]. Multioperations are primitives of parallel computation where threads perform reductions, e.g., additions, on values provided by multiple threads into a single value in a constant number of steps. Often, in the case of non-uniformly distributed computing tasks, there is a need for (iii) balancing the computation and communication load between the execution units in order to manage hot spots and overcome the capacity limits of a single unit. Techniques including work sharing and work stealing between the nodes, e.g., edge servers, close to each other can be considered requiring (iv) moving computation between the execution units. Since current techniques using virtual machines and containers require moving a substantial amount of data from the source unit to the target unit as well as interrupting the execution, saving the state, and restoring it after the movement, techniques such as grouping a number of neighbouring nodes into a distributed computer would be useful to reduce the need for data block movements. Since the delay caused by moving computation is proportional to the amount of data moved, (v) reducing the state of computation can increase the performance. This is possible, e.g., by grouping homogeneous computations into flexible vector-like entities with one control flow but multiple data flows, such as thick control flows [23]. If there exist dependencies between the parallel parts, one needs to perform synchronizations to obtain the correct results. This is expensive in current multicore CPUs. A possible way to support (vi) cost-efficient synchronizations is to use the wave synchronization mechanism overlapping synchronizations with computations.

Distribution of computation can be investigated from the perspective of usability or programmability, which is now receiving more attention as a KPI for emerging 6G systems. Methods of (vii) easy programmability for parallel functionalities within the nodes include, e.g., shared memory emulation [24, 25], supporting unified and synchronous memory access with strict memory consistency and
eliminating many complications of current multicore CPU programming. Finally, the algorithms for (viii) efficient placement of computation contribute to efficient computation distribution, which makes the right data to be in the right place at the right time with minimal cost. Up to the node level, the placement of functionality and data could be done explicitly by the programming or with the help of simple hardware mechanisms, such as symmetric multiprocessing. If the node is a high-capacity data centre, more complex techniques are needed for optimum allocation of computational resources due to limitations on the scalability of the legacy techniques and the communication bandwidth between nodes.

To avoid excessive synchronization and communication delays, only nearly independent components should be distributed to separate nodes. A good strategy could be based on simple greedy algorithms placing the computation into a node with the lowest workload within the region of neighbouring nodes or more complex ML-based solutions. In this case, although computation and data placement throughout the entire network would not be feasible, the hierarchical placement for a certain range of networks (e.g., regions of edge servers, subnetworks of a certain size) would be possible in a given environment (i.e., energy limit, the number of users, existence of physical defects, and traffic congestion).

5.5 A Multi Agent Reinforcement Learning Framework

This section provides an overview of the integration of RL, a subset of machine learning, into radio networks. The advancements in device and communication protocols in 6G have enabled greater automation in managing the Core-RAN-Edge network component. The objective of RL is to maximize long-term performance by automating a complex and dynamic system. This involves multiple network segments with different scales and characteristics, including the nature of the controller, decision-making periods, and centralized or decentralized nature. As a result, the MA-DRL [26] scheme may be utilized to support the learning and deployment of RL-based agents in managing 6G systems.

5.5.1 Design Concepts of the MA-DRL Scheme

Reinforcement learning (RL) is one of the main machine learning paradigms (Figure 5.17). An RL agent is an actor in a dynamic system/environment (for instance, the RAN in 6G); it can interact with and alter the system and eventually learn through interaction data with the system. Once trained, the RL agent continuously acts with the objective of maximizing a long-term performance. RL
is researched in many domains such as games (board games and video games), robotics, telecommunications, etc.

**RL** models the system as a Markov decision process (MDP). The configuration of the system is represented as a state in a state space $S$. The set of decision/actions the agent can take in the environment is $A$. A transition model, $P_a(s)$, describes the effect of the agent’s action $a \in A$ on the environmental state $s \in S$. A reward signal, $R_a(s)$, represents the positive or negative feedback the agent receives after it takes an action $a$ in a state $s$. In order to be applied to 6G, the system of application will need to be described as a MDP by defining the set of $S$, $A$, $P$, and $R$.

**RL** is composed of various families of approaches that take into account various characteristics of the problem.

- **Multi-agent RL (MA-RL)** deals with systems where multiple actors simultaneously compete or cooperate to solve a task. The multi-agent setting is motivated by problems where the real world imposes some communication or sensory constraints that force the agents to act in a decentralized way once deployed in the world.
- **Specific RL** methods deal with systems where the state is only partially observable. In a 6G system, some components might need to take decision without having a full and complete information about the system.
- **Off-policy** methods can learn an RL agent while executing the decisions of another fixed, predefined agent (that may not be RL related). This is of interest if one wants to learn about RL agents without having them interact in a hazardous way with a sensitive system while learning.

Traditional RL algorithms apply to small and discrete problems but do not scale when the number of observations or actions increases. The combination of RL and deep learning has somewhat reduced this issue. DNNs are a powerful and flexible tool to learn different levels of abstraction from data. The ability of DNNs to deal with high-dimensional data is game-changing to scale RL to more complex and eventually real-world problems.
5.5.2 The MA-DRL Scheme

This section outlines the functional implementation of the MA-DRL scheme in a 6G system. The proposed logical architecture, as already discussed above, divides the system functions into multiple major logical elements, including the cognitive plane, the monitoring plane, and the control plane [26].

The monitoring plane collects and monitors functional and performance parameters, including KPIs concerned. In this monitoring plane, there are two RL components: the RL reward monitor and the resource analytics. The RL reward monitor translates the feedback from the 6G system into a reward understandable by the RL scheme. The resource analytics is a component that analyses the feedback from the 6G system and is responsible for detecting special events such as non-stationarities.

Based on the inputs from the monitoring plane, the cognitive plane analyses the system and makes decisions to offer intelligent operational strategies such as optimizing resource allocation and deployment inputs to the relevant RL-driven modules such as RAN slicing, cell-free (CF) scheduling and beam steering. Most of the RL elements are therefore located in that cognitive plane. The RL simulator implements the training environment (mimicking the 6G system). The RL agent training host performs the RL training. The RL agent designer is a database of trained agents and training configurations. Finally, the RL engine manages the three previous blocks.

The cognitive plane outputs its intelligent decisions to other planes for actions to be applied. The control plane is called on demand to enforce RT actions decided by the cognitive plane via the RL policy adapter. The RL adapter is in charge of translating the MDP actions into proper control actions specific to the RL application.

For reference, the components of the MA-DRL scheme within the proposed logical architecture are reported in Figure 5.18.

On-line versus off-line learning

This section presents a comparison between the offline and online training workflows. The offline workflow involves agent training on a simulated environment, whereas the online workflow involves the agent directly training in the actual infrastructure.

The online and offline deployments emphasize some challenges of the application of RL to 6G systems, such as:

- RT control: the agent must compute its action at the required control frequency.
- Safety: the agent’s actions must not be harmful to the overall system. In the online deployment, the agent should be able to perform safe exploration.
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Figure 5.18. Overview of the MA-DRL scheme components.

- Robustness: the MA-DRL agents should be robust to inputs with small deviations (e.g., noisy sensors) to their training data.
- Dynamic environment: the agent should adapt to inputs whose dynamics may vary over time (see non-stationarity).

Non-stationarity, trust, and domain of validity

In addition to the above discussion, the building of a tool to instill confidence in the deployed RL agent is explored. This is accomplished by equipping the MA-DRL scheme with monitoring functions.

The validity of the trained policy deployed in the 6G system needs to be assessed by defining system-level policy evaluation rules, which will trigger alerts to the RL engine. The resource analytics component should implement these rules. If the rules exploit KPIs collected from the monitoring plane, the interface between the resource analytics component and the relevant monitoring components needs to be implemented. In some cases, the reward used during training can provide valuable information during exploitation that could be used to raise alerts or for monitoring purposes. Therefore, the reward computation from the monitoring plane needs to be implemented in the RL reward monitor component.

Finally, the handling of these alerts by the RL engine and RL agent designer will be defined. A simple approach could involve the agent designer randomly selecting trained agents until one is found that no longer triggers alerts. A more advanced approach would entail identifying a matching agent trained in a similar environment configuration based on the KPIs reported by the alerts. In this case, the
relevant KPIs and potentially threshold/tolerance values for configuration matching need to be specified.

### 5.5.3 MA-DRL for Joint Slicing Scheduling

This section provides an illustrative example of how the MA-DRL scheme can be utilized in an RL application by demonstrating how a joint-slicing scheduler problem can be formulated as an RL problem and incorporated into the MA-DRL scheme (Table 5.3).

<table>
<thead>
<tr>
<th>Components</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDP</td>
<td>The state space consists of three stats at each UE, namely: WBCQI, Queue Length, and Delay of the First Packet. The action space is the number of physical RBGs assigned to each UE, constrained by the total number of physical RBGs. The reward is a weighted sum of Throughput, Latency, and Packet Loss with the weights subjected to further sensitivity analysis.</td>
</tr>
</tbody>
</table>
| Policy Adapter   | • Translating between JSONs on the system side from-and-to the tensors on the agent side of the gym interface.  
• Time synchronization so that the corresponding <States, Actions, Rewards> are not messed up. |
| Reward Monitor   | Need for tools to analyse the distribution of rewards over time under different weights for sensitivity analysis. |
| Training Host    | Use vanilla policy gradients with pure MLPs for policy representation. All training is done offline. |
| Simulator        | The simulator consists of:  
• OpenAI’s gym interface sitting between the DRL agent and the RabbitMQ message queue.  
• The OAI’s system with FlexRIC wrapping OAI’s 5GNR sitting behind RabbitMQ  
• A telnet that programs OAI’s 5G-L2SIM to replay the provided CQIs and traffics trace as UEs to the OAI’s 5GNR base station.  
The four components (DRL agent, gym interface, RabbitMQ, and FlexRIC) are interacting as described in the “training scheme” section. |
| Interfaces       | The gym interface will provide callable Python functions (e.g., .step()), on the agent side to enable the use of standard DRL implementations.  
The gym interface and the OAI’s system will communicate through the RabbitMQ message queue. |
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This use case addresses connectivity in factories in the context, where more machines with diverse operational modes will be integrated together, making QoS-guaranteed wireless connectivity desirable. To this end, they address the challenge of supporting multiple connectivity “slices” with diverse requirements and ask how to do it optimally.

This RL application is tailored towards a deployment in a Bosch factory where the technical requirements of the two slices are diverse: the PLC offloading and video processing offloading:

- **Slice PLC**: Delay requirement is tight while data rate is normal.
- **Slice video processing**: Delay is not as tight but uplink data rate is high.

In the formalization, an RL problem will be solved for different slicing configurations, and the best configuration will be then selected. The specific components of the system in the following table.

## 5.6 AI-Driven Air Interface Design

AI-driven air interface design is a novel methodology for designing RANs, and it is envisioned to be one of the enabling technologies of the 6G intelligent networks. It relies on artificial intelligence techniques to learn single functionality or multiple functionalities in a transmitter or receiver of a radio communication link from training data. This chapter provides sample AI-driven air interface designs targeting hardware impairment compensation or mitigation, spectral efficiency enhancement, channel estimation, and radio resource allocation. The section is organized as follows: sub-section 5.6.1 presents an AI-driven receiver method for radio frequency (RF) hardware impairment compensation; sub-section 5.6.2 presents a fully learned receiver; sub-section 5.6.3 is about AI-native air interface design with constellation shaping to mitigate hardware impairments; sub-section 5.6.4 addresses AI-native channel estimation; sub-section 5.6.5 presents AI-driven channel estimation for reconfigurable intelligent surface (RIS)-enabled networks; and sub-section 5.6.6 presents AI-driven resource allocation methods in cell-free MIMO networks.

### 5.6.1 AI-driven Receiver Methods for RF Hardware Impairment Compensation

Data traffic over cellular communication networks has an increasing trend, which imposes requirements on the 6G radio cellular networks to support it even higher than their 5G counterparts. However, developing techniques to fulfil these requirements in the presence of limitations in RF hardware is challenging. Signal
transmission is subject to distortions due to RF hardware impairments which have an even higher impact in high-throughput scenarios. For example, the wideband transmission is severely impacted by power amplifier (PA) non-linearity; high-band transmission (e.g., sub-THz communication) is degraded by oscillator phase noise; and high-throughput transmissions are limited by the quantization noise of digital-to-analogue converters (DACs). Therefore, it is required to develop techniques to compensate the impact of RF hardware impairments and enable high-throughput communication under extreme conditions.

Several solutions have been investigated to reduce the impact of hardware impairments, e.g., improved oscillator circuit design to reduce the phase noise which increases overall hardware cost and adjusting the operating point of the PA by applying power backoff which reduces the energy efficiency of the transmitter and reduces coverage. In addition, there have been techniques to linearize the transmitter, e.g., by performing digital pre-distortion (DPD). These techniques usually require an estimate of PA characteristics based on a feedback loop using a sampling receiver circuit at the transmitter side to measure the PA’s output and down convert it to a baseband signal for signal processing to estimate PA’s characteristics. The DPD performs pre-distortion of the signal based on the estimated PA’s characteristics so that the overall RF-chain resembles approximately linear characteristics. The DPD processing is overall complex and energy consuming task, especially for wide-band signal transmissions.

Artificial intelligence techniques enable a new design paradigm, where instead of mitigating RF hardware impairments or trying to linearize the transmitter, a receiver can be trained to learn signal detection in the presence of RF hardware impairments. An AI-empowered receiver based on artificial neural networks (ANN) is proposed in [27]. The radio transceiver architecture with AI-empowered receiver is outlined in Figure 5.19. The AI-empowered receiver learns the optimized demapper to compute soft bits as input to the soft decoder (low-density parity-check (LDPC)) in the presence of RF hardware impairments (e.g., phase noise or PA non-linearity). The demapper can be implemented using a fully connected NN with real

![Figure 5.19. The radio transceiver architecture with AI-empowered receiver.](image-url)
and imaginary parts of the equalized received signal and signal-to-noise ratio (SNR) estimate as inputs and the log likelihood ratio (LLR) values corresponding to the transmitted information bits as outputs.

The simulation results for the block error rate (BLER) performance of the AI-empowered receiver with a demapper composed of NN with five hidden layers each with 64 neurons are shown in Figure 5.20. For 64QAM-modulated signals with modulation and coding scheme (MCS) index 19, the AI-empowered receiver achieves roughly 1 dB performance gain compared to the legacy receiver method at 10% BLER operating point. For 256QAM-modulated signals, even for the lowest defined code rate in the standard (MCS index 20), the legacy receiver cannot successfully detect the signals and fails to reach 10% BLER. However, the AI-empowered receiver provides satisfactory results without any visible error-floor. This confirms that AI-empowered receiver can enable using higher-order modulations while providing signal reception with desired reliability, hence they can be used in high-throughput scenarios where higher-order modulations are desired.

The achievable throughput for the AI-empowered receiver and the legacy receiver with link adaptation at the transmitter is shown in Figure 5.21. The legacy receiver in the presence of linear PA provides an upper bound on throughput. In the presence of PA non-linearity, the legacy receiver achieves lower throughput compared to the upper bound, and the performance gap becomes larger at high SNR. The AI-empowered receiver achieves higher throughput compared with legacy receiver. The performance gain is larger at higher SNR values, and the achieved throughput saturates at the same level as the one for the upper bound on throughput. Hence, the AI-empowered receiver can partially compensate the impact of distortions due to PA non-linearity of a transmitter and can increase throughput and/or extend the coverage of a communication link.

The AI-empowered receiver can be used to relax the requirements on inband distortions (e.g., the requirements on maximum error vector magnitude, EVM) and the linearization methods to be performed at the transmitter side, e.g., DPD. The receiver method can be used in uplink communication of a cellular network,
which is usually coverage limited, and performing linearization techniques (e.g., DPD) at the UE is challenging, and it is desired to increase the energy efficiency of the UE to increase battery lifetime. Alternatively, the proposed method can be used in a downlink scenario to increase throughput and/or extend the coverage area of the base station (BS), enhancing the energy efficiency of BSs.

5.6.2 DeepRx: A Fully Learned Air Interface Receiver

A key component of the air interface is the receiver. Traditionally, the receiver has many processing blocks, including raw channel estimation from the reference signals, smoothing and interpolation, equalization, demapping, and decoding. The traditional receiver therefore splits the processing of the channel estimate (via known and received reference signals) from the processing of the rest of the signal and only combines them in the equalization step. This means that the receiver’s performance is limited by the accuracy of the channel estimation, which is inherently limited, e.g., for high mobility UEs. This limitation can be circumvented by training the receiver algorithm from the antenna signal to the uncoded bits, as demonstrated in the DeepRx receiver shown in Figure 5.22. By also using the unknown received data, such an ML receiver learns an algorithm that can track the changes in the channel response in time and frequency, even in the case of sparse reference signals, leading to improved performance, as shown in Figure 5.23.

A similar DeepRx-type receiver can also be extended to support MIMO detection. Conventional MIMO detection algorithms contain an equalization block that relies on input-input multiplications. In order to train a NN to replace such algorithms efficiently, it is necessary to equip the NNs with the ability to represent input-input multiplications. Otherwise, the NN must learn to approximate them, which can be inefficient. The DeepRx MIMO [29] has different ways to represent
Figure 5.22. DeepRx replaces most of the processing blocks in the frequency domain receiver processing in the physical layer. The blocks inside the DeepRx box describe the traditional receiver processing blocks that DeepRx replaces with a trained neural network.

Figure 5.23. DeepRx SIMO reaches linear minimum mean square error (LMMSE) with known channel performance, even for highly mobile UEs of 0–130 km/h as in these figures.

Figure 5.24. DeepRx can be extended to MIMO by adding the capability of input-input multiplication to the neural network, which allows more efficient learned equalization.

the multiplications. One example is shown in Figure 5.24, where the network learns which inputs should be conjugate multiplied and which should be multiplied. The performance results of such a DeepRx MIMO network are shown in Figure 5.25.

DeepRx shows that it is possible to learn state-of-the-art receiver algorithms based on data. Since the learned method relies on very few assumptions on the actual waveforms, it is possible to utilize this kind of receiver for other types of waveforms, e.g., ones that utilize novel constellation shapes.
Figure 5.25. DeepRx MIMO can surpass the LMMSE receiver in TDL-E channels and reach near LMMSE with known channel performance.

5.6.3 Al-native Air Interface Design with Constellation Shaping and Hardware Impairment Mitigation

One step towards a truly Al-native air interface is to allow ML to design certain aspects of the physical layer. In practise, this means that the chosen properties of the air interface will be natively tailored for ML-based processing, e.g., on the receiver side. Ideally, this will result in enhanced spectral efficiency as the air interface is optimized with the help of ML.

In this approach to air interface design, ML is employed to learn the constellation shape and a transformation function for the time-domain waveform. These elements are learned in conjunction with an ML-based receiver, which has a similar architecture to DeepRx [30]. The benefits of such an approach are twofold. First, as opposed to 5G and earlier network generations, where the receiver must be provided so-called demodulation reference signals (DMRSs) for channel estimation and consecutive equalization, the proposed Al-based approach with learned constellation shape can operate without any pilots. This naturally removes the overhead they incur, as all the resource elements (REs) can be used to carry useful data. Second, the learned transformation of the time-domain waveform makes the whole system more resilient against PA-induced nonlinear distortion. Namely, using such a transformation, the power of out-of-band emissions can be reduced, while at the same time facilitating more accurate detection at the receiver side.

Figure 5.26 illustrates the overall approach on a conceptual level. In this example, an otherwise conventional orthogonal frequency-division multiplexing (OFDM) transmitter is assumed, with the exception that the bits are mapped to symbols using the learned constellation. In addition, as mentioned above, a convolutional neural network (CNN) is added to the transmitter’s inverse fast Fourier transform (IFFT) output in order to ensure resilience against PA-induced nonlinearities.

The complete transmission link is trained E2E, which can be done with supervised learning. This requires a differentiable model between the bit source and the receiver output, including the transmitter, multipath channel, and the receiver.
Moreover, to ensure that a generic scheme is learned, the training is done using several randomized PA responses. Binary cross entropy between the transmitted bits and the detected bit estimates is used as the primary training loss function, which is equivalent to maximizing the throughput between the transmitter and receiver. In addition, the out-of-band emissions at the PA output are also added to the loss term, which incentivizes the transmitter to produce a waveform with as little emissions as possible. With this, the transmitter and receiver are incorporated into a single E2E model and can thereby learn jointly the constellation shape, transmission scheme for minimizing out-of-band emissions, and the required receiver-side processing for detecting the modulated bits.

Figure 5.27 shows an example of a learned constellation for a multipath scenario, as well as the achieved uncoded bit error rate (BER). The training is carried out with the TensorFlow library, where the full link is implemented as an E2E model. This also includes the channel model, which is based on precomputed channel coefficients generated under an urban micro (UMi) simulation scenario. In these
results, the transmitter PA is operating near saturation. The proposed ML-based solution is compared to two baselines:

- A practical receiver, which estimates the channel from pilots using least squares and interpolates it linearly over the whole slot (extrapolation of the channel estimate beyond the last pilot symbols is done with the nearest neighbour rule). The symbol estimates are obtained with LMMSE equalization, after which the soft bits are calculated using the log maximum A-posteriori (log-MAP) rule.
- A genie-aided receiver, which has perfect channel knowledge and performs LMMSE equalization followed by log-MAP demapping.

Both benchmarks utilize a conventional quadrature amplitude modulation (QAM)-OFDM waveform with two OFDM symbols per slot (14 OFDM symbols) dedicated to pilot transmissions. It is evident from Figure 5.27(b) that the learned pilotless scheme is superior to the benchmark schemes in terms of the achievable spectral efficiency, as it achieves a lower BER with less overhead. The pilotless operation is made possible by the learned asymmetric constellation shape, shown in Figure 5.27(a), which the receiver can use for blind detection of transmitted symbols. The lower BER of the learned scheme is mostly due to the nonlinear distortion within the RX signal, which the baseline schemes are not capable of suppressing.

To investigate the impact of PA-induced nonlinearities, Figure 5.28(a) shows the BER of the different schemes under a fixed SNR for varying PA input backoff values. It is evident that the learned system with the TXCNN achieves the lowest BER when the backoff is small (this is the most nonlinear operating point
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of the PA). However, when the nonlinearities are less severe, the benefit of the CNN diminishes, as expected. Figure 5.28(b) shows the adjacent channel leakage ratio (ACLR) of the learned waveform, compared to a conventional QAM OFDM waveform, measured at the PA output. Here, ACLR is defined as the ratio of the power of the in-band desired signal to the power of the out-of-band emissions. The effect of the TX CNN is again clear, as it achieves a clearly superior ACLR compared to the other schemes.

Altogether, these findings demonstrate the potential of an AI-native air interface in reducing BER, improving the spectral efficiency and reducing the signalling overhead over the current systems. Moreover, the benefits of ML-based processing when dealing with hardware impairments are also evident. The proposed approach facilitates more accurate detection of distorted signals while reducing the out-of-band emissions.

5.6.4 AI-driven Channel Estimation

Channel estimation (ChE) is among the first functions of a radio receiver that has been enhanced by AI/data-driven methods [57]. The ChE problem has been targeted by many tools stemming from AI.

For ChE problem, the minimum mean squared (MMSE) estimator is optimal in the Neyman-Pearson-Lemma sense. However, in practise, MMSE is not utilized widely, due to the following reasons: the first one is computational complexity. The MMSE requires inversion of the covariance matrix of the first input, which can grow with \( o(n^3) \). The second reason is the run-time sample complexity, i.e., the number of samples required to construct an accurate sample covariance matrix. For ChE, the processing delay that’s required to accumulate pilots to build an accurate sample covariance matrix is not tolerated. Thus, an NN inspired by the mathematical representation of the MMSE estimator is proposed [57–59]. This NN consists of two layers that represent the MMSE estimator and a multiplication layer that passes the input to the estimator.

The proposed NN architecture is shallow and therefore more manageable for mathematical analysis, although it may not scale well with input size. If this NN architecture implicitly implements the MMSE, the well-known covariance matrix decomposition can be utilized, in which the large covariance matrix is represented in terms of Kronecker product smaller matrices. To handle data with spatial (vertical and horizontal), temporal, and frequency dimensions, the large input covariance matrix is decomposed into four smaller matrices. This enables the use of the same NN architecture on these four slices of data. At each stage, a slice of the 4-dimensional input vector is fed to an NN tailored for that slice of data. This has been portrayed well in Figure 5.29.
Figure 5.29. Data slices in the frequency and spatial directions of vertical and horizontal.

Figure 5.30. The neural network architecture consists of multiple smaller neural networks with reshaping operations in between. This design allows for processing large input vector size, without the need to large NNs.

The overall NN structure is depicted in Figure 5.30. For each of the NNs, the input data have to be reshaped to fit the NN. This reshaping acts as an additional re-shuffling, which further helps the generalization of the learned weights.

The performance of this NN is compared to that of the optimal MMSE solution. In Figure 5.31, the coloured graphs are the result of turbo-AI. The 3D turbo-AI illustrates three stages of turbo-AI, namely frequency, horizontal, and vertical, while the 4D turbo-AI benefits from all the dimensional processing. This further shows the trade-off for computational complexity versus performance in terms of normalized mean squared error (NMSE).
5.6.5 AI-based Sparse Channel Estimation for RIS-aided Communications Networks

A reconfigurable intelligent surface is composed of a large number of passive elements, each of which can reflect back incoming signals while incurring a phase shift. The wireless propagation environment can be reconfigured based on this property of RISs, and the phases of individual elements can be configured to optimize a certain objective function that corresponds to some aspect of system performance. However, most optimization solutions need channel state information to be known at the entity controlling the RIS (the assumption is that the RIS is controlled by the BS, where BS estimates the channel, calculates optimal phase shifts, and sends control signals to the RIS to configure the phase shifts). However, channel estimation is difficult as RIS consists of a large number of passive elements, which requires measurements at the BS with long pilot sequences due to large dimensionality. Also, it is necessary to estimate both the direct channel and the reflected channel through RIS.

The channel estimation for the reflected channel through the RIS requires the design of phase configuration of the RIS elements. It has been studied in [31], and an optimal codebook is proposed based on a minimum variance unbiased estimator. The dimensionality of the parameter space can be reduced by considering the
angular domain sparsity of the mmWave channels, resulting in improved accuracy with reduced pilot overhead. In [32], a sparse representation of the concatenated BS-RIS-user channel is derived, where channel estimation is converted into a sparse signal recovery problem. A double-structured orthogonal matching pursuit (DS-OMP)-based cascaded channel estimation scheme is proposed in [33], based on the double-structured sparsity of the angular cascaded channels. In this work, a channel estimation method based on the sparse representation of the channel is proposed, and angular parameters are estimated using a NN. The NN-based solution is a one pass method compared to iterative traditional sparse estimation techniques, while results show better accuracy compared to [31]. The uplink channel estimation of an RIS-assisted mmWave system is considered, where the direct link is assumed to be non-line-of-sight (NLoS) and the RIS has line-of-sight paths with both the user and BS. A compact representation for the RIS channel is derived, where the angle of arrivals (AoAs) is discretized. First, the case where AoAs lie exactly on the discrete grid (on-grid) is considered, and a sparse estimation method is proposed based on OMP. Also, the results are compared with NN-based predictions. Then, the case where AoAs can take any discrete value deviating from the discrete grid (off-grid) is considered, where the residual error from on-grid points is expressed separately. The NN architecture shown in Figure 5.32 is used for the prediction of AoAs, which consists of several NNs. The top NN is used to predict the on-grid AoA points, and the residual error is calculated by the NNs shown in the bottom. This work has been published in [34].
Numerical simulations are performed to evaluate the results, and channel estimation error is considered as the KPI. Comparison of the performance of the proposed methods is shown in Figure 5.33, where the NMSE of direct channel and cascaded channel through RIS are considered separately. The performance of the NN is compared with least squares estimation and sparse estimation algorithms with and without perfect AoAs. Results show that NN outperforms all the other methods; however, a saturation effect is seen with increased transmit power due to leakage from grid imperfections.

5.6.6 AI-based Radio Resource Allocation for Cell-free Massive MIMO Networks

Proper radio resource management (RRM) is of much importance in improving the system performance in communication networks. However, the classical optimization or heuristic-based resource allocation algorithms have several challenges, such as high computational complexity, suboptimal solutions in complex and non-convex problems, lack of flexibility and parameter sensitivity, and inaccuracy of the model-based resource allocation methods [37]. Novel communication architectures such as cell-free massive MIMO networks and high-frequency communication systems have an increased system complexity due to the large number of
antenna elements in the transceivers and the increased AP deployment density for a high-frequency radio access technology. RRM becomes more challenging in such systems due to the increased system complexity and high dimensionality of the resource allocation problems. In recent literature, the learning capability of ML algorithms is exploited to overcome the above challenges associated with conventional approaches in complex communication systems [36–40]. Most of the existing studies focus on a supervised learning approach where a model is trained to learn the mapping between the inputs (user locations or channel statistics) and the optimal outputs (power allocations) obtained by an optimization algorithm.

On the other hand, an unsupervised learning-based resource allocation approach does not require the optimal resource allocations to be known during model training as in supervised learning; hence, it alleviates the need of generating a large dataset with thousands of samples by solving the computationally complex optimization problem [38]. Thus, it makes the data preparation and model training simpler, more practical, and more flexible since the deep learning model can be easily retrained in a changing environment over time. An unsupervised learning-based resource allocation scheme for a cell-free massive MIMO network is proposed here to learn the resource allocations in a data-driven manner with lower computational complexity than an optimization-based algorithm. Specifically, joint optimization of user power allocations and fronthaul capacity allocations (between CSI and data) to maximize the network sum throughput in an uplink of a limited-fronthaul cell-free massive MIMO network is considered. A DNN is directly trained using a custom loss function to optimize the sum throughput objective instead of training with labelled data. The large-scale channel coefficients between the users and the access points are used as the DNN input.

The loss function for model training is defined as the negative value of the sum rate, which is a function of large-scale channel coefficients and the trainable parameters $\theta$ of the DNN. It is differentiable with respect to the trainable parameter set $\theta$ which allows training the model via mini-batch gradient descent method. In each iteration of the training, a set of channel realizations is generated from its distribution, and the average loss is calculated over the mini-batch. During training, the model learns parameters $\theta$ to minimize the loss that maximizes the sum rate and outputs the power allocations and fronthaul capacity allocations. Furthermore, the DNN could be used in two modes: (1) offline training mode, where the model is trained offline for a large dataset with different channel instances; and (2) online training mode, where the offline trained model is retrained in each channel instance, allowing further customization and fine-tuning of model parameters based on large-scale channel inputs in each channel realization, to further optimize the sum rate performance.
Figure 5.34. Sum rate performance comparison between proposed method (PowerNet) and baseline (optimization-based) with and without hardware impairments in the transceivers. Dashed lines: Ideal transmitters and receivers without hardware impairments. Solid lines: With hardware impairments in the transmitters and receivers.

Figure 5.35. Recorded CPU timing for the CVX solver and the PowerNet to produce outputs for 100 channel realizations for different network configurations.
As seen from Figures 5.34 and 5.35, numerical simulations have shown the proposed ML approach to learn resource allocation vectors, resulting in similar sum throughput performance compared to optimization-based baseline while having lower computational complexity. The time complexity of the DNN does not drastically scale with the number of users and APs, as the optimization-based algorithm does. While the time complexity of the optimization-based algorithm exponentially scales when the number of APs or users is increasing, the time complexity of the DNN only increases slightly when the system parameters are scaled. In contrast to the iterative algorithms used in the optimization-based approach, the ML approach only requires one-shot output calculation, which only involves matrix multiplication and addition operations to produce the DNN outputs; hence, it has a significantly reduced time complexity of the DNN.

5.7 Statistical Federated Learning for Resource Provisioning

A paramount feature of 6G systems is its massive and highly heterogeneous network slicing, which enables tenants to not only target specific industries, but also bring digitalization to end users through the expected widespread adoption of novel, advanced, and diverse digital services (e.g., holographic communications, next-generation extended/virtual reality applications, tactile internet, industry 5.0). This fact will require 6G networks to manage a large number of slices, which could potentially span multiple technology domains, such as the RAN, edge, cloud, and core. This fact poses a major challenge to traditional centralized MANO methods, which are vulnerable to single points of failure and require extensive monitoring. This results in a large communications overhead and delayed, heuristic-based decisions, leading to increased energy costs and reduced scalability and sustainability for the network. To address this issue, sustainable and scalable 6G network slicing must rely on distributed AI architectures, where local computation tasks are performed closer to the monitoring points, reducing energy costs and exchanging only some local updates (e.g., the model weights or compressed/pre-processed data) or compressed statistics through federated and multi-agent learning strategies.

5.7.1 AI for SLA Management in RAN

AI techniques will be a crucial factor in the automation of resource allocation for dynamic network slicing and its associated SLA. In order to reach both scalability and sustainability in network slicing, AI-enhanced analytic algorithms must
be brought closer to the distributed monitoring points throughout the network. This approach significantly reduces the raw data exchange, allowing only certain AI model parameters to be transmitted for coordination or collaboration purposes. In such a scenario, FL-based analysis is an attractive solution that enables: (i) local learning at each network element, whether virtual or physical, by exchanging only the weights of its model with the aggregation server; and (ii) addressing the absence or inadequate distribution of local datasets by capitalizing on the knowledge of other elements participating in the FL task. The challenge in this case is twofold: first, to ensure that the outputs of the models learned offline conform to a pre-determined statistical distribution, such as the slice-level SLAs, when deployed in a testing scenario; and second, to ensure that these models converge when faced with non-independent and identically distributed datasets in live network environments.

This section presents a new decentralized management and analytics framework designed to handle a massive number of dynamic slices in Beyond5G and 6G scenarios, enhancing scalability, sustainability, and responsiveness of self-management and self-configuration of network slices for ZSM. The framework aligns with both ZSM [42] and enhanced network management interface (ENI) objectives [43]. Additionally, the framework is implemented in three technological domains: cloud, edge, and RAN [44].

5.7.2 Statistical FL-based Policy for RAN

To demonstrate the scalability and ZTM capabilities of the aforementioned architecture, consider the deployment solution illustrated in Figure 5.36. It shows a dis-aggregated RAN architecture with a central unit (CU)-distributed unit (DU) functional split, in which each transmission/reception point (TRP) is co-located with its DU, which is connected to the corresponding CU using a fronthaul link. Each CU runs a VNF at the edge on top of commodity hardware and includes a co-located MS and an AI-enhanced AE, which are instantiated per slice. For each central unit i and slice j, the MS (i, j) performs the data collection to build a local (small) dataset D_(i,j) of size Di,j, consisting of a set of input features vector metrics x_(i,j)ˆ((n)) (e.g., over-the-top traffic patterns, average channel quality indicator (CQI), average number of active users, etc.) and the corresponding outputs y_(i,j)ˆ((n)) (e.g., physical resource blocks (PRBs) occupancy, CPU load, etc.). These local datasets are generally insufficient to train precise analytical models. As a result, local AEs participate in a FL task, where an E2E slice-level AE acts as an aggregation server. Note that TRPs are often deployed in areas with varying traffic patterns, both spatially and temporally, which are strongly affected by the user distribution and depend on the context in which the TRPs are deployed (e.g., residential areas, commercial districts, and entertaining events such as concerts or football matches). Furthermore,
the radio performance indicators are associated with time-dependent channel conditions. As a result of these aforementioned aspects, the local mini-data datasets are inherently non-independent and identically distributed.

The benefits of the proposed management framework can be demonstrated through a use case of slice-level resource prediction with SLA constraints \[45\]. The main objective is to respect the SLA violation rate for each slice while minimizing the total communication management overhead. A typical SLA is established between the tenant of slice j and the infrastructure provider, to ensure that the utilization of slice resources (e.g., CPU load or number of occupied PRBs) does not exceed the range \([\alpha_j, \beta_j]\) with a probability given by a specified upper-bound threshold \(\delta_j\). These SLAs can be defined in terms of percentiles and the empirical cumulative density function (ECDF) constraints and solved via a proxy-Lagrangian and two-player game \[45\]. In practice, the infrastructure provider and the tenant of slice j may agree that the Q-th percentile of utilization a specific resource must be lower than some given agreed bound to ensure isolation, where the Q-th percentile refers to the value below which \(Q\%\) of the samples of this resource are distributed.

In order to prevent the exchange of raw monitoring data with the cloud domain, each AE performs SLA-constrained resource prediction locally. This involves learning an AI-based resource provisioning model, under long-term SLA constraints, considering space-time-varying input features such as slice traffic and radio conditions, which depend on the CU locations at the RAN and slice type. Given that the local MS datasets are not exhaustive, the local AEs participate in a FL task to enhance their predictions, acting as local clients. Only the j-th slice model weights and SLA violation rates achieved by the local models are communicated to the E2E
slice-level AE, located at the cloud, which plays the role of a FL aggregator. At each FL round, the E2E AE averages the received model weights and broadcasts the result to the local AEs that update their corresponding local resource provisioning models. The whole process is illustrated in Figure 5.37.

The algorithmic statistical FL (StFL) architecture and algorithmic framework for decentralized resource allocation have been presented in [46] and [45], respectively. As shown therein, the StFL solution enables SLA enforcement, while significantly reducing the overall network overhead, when compared to the centralized counterpart or with FedAvg algorithm [46]. Furthermore, as analysed in [44], the StFL algorithm achieves more than $\times 10$ times energy efficiency, paving the way for 6G sustainable massive slicing networks. To further reduce the communications overhead, minimize the computation and management of data, and ensure scalability under massive slicing, a subset of the active AEs can be selected in each FL round. Towards this goal, a stochastic policy has been proposed in [47] and [48] to select a subset of $m$ clients out of the total set of $K$ (where $m < K$) local AEs to take part in the FL optimization, based on their received SLA metrics. This approach uses these metrics to compute the violation rate probability distribution over the local AEs based on a softmin activation layer, and a stochastic policy is considered to randomly select the clients in the next round of the FL training based on the violation rate distribution. As a result, AE that reach lower SLA violation rates can participate in the FL round with a higher probability. In practice, the whole process can be summarized as follows: during each FL round $t$, the E2E DE selects stochastically $m$ local AEs to participate in the FL task, based on the violation rate probability distribution, which is obtained using the softmin activation layer. Then, the E2E DE provides feedback in the form of an activation bit to inform the participating AEs. In this scenario, only the AEs selected would participate in the training process and transmit their weights to the FL aggregator that will average them. Finally, the resulting global model is broadcast to all the local AEs involved in the training. This procedure is repeated until convergence.
5.8 Network Slicing-Driven by Deep Reinforcement Learning

Network slicing enables multiple virtual networks to be instantiated and customized to meet heterogeneous use-case requirements over 5G and beyond network deployments. However, most of the solutions available today face scalability issues when considering many slices, due to centralized controllers requiring a holistic view of the resource availability and consumption over different networking domains. To address this challenge, a hierarchical architecture is designed to manage network slice resources in a federated manner [49]. Motivated by the advancement in DRL schemes and the open RAN paradigm, a set of traffic-aware local decision agents (DAs) is proposed to be dynamically placed in the RAN. These federated decision entities tailor their resource allocation policy according to the long-term dynamics of the underlying traffic, defining specialized clusters that enable faster training and communication overhead reduction.

Emerging use cases such as vehicle-to-everything (V2X) communication, the Internet of Things (IoT), and augmented/virtual reality (AR/VR) are some of the examples of 5G/6G use cases that need to co-exist on a shared physical infrastructure. However, the diverse demands for bandwidth, latency, and reliability increase the need for effective orchestration solutions to manage these services effectively and efficiently. Network slicing holds great potential as a solution to this challenging scenario. Network slicing creates an all-encompassing environment to underpin a plethora of network services by running fully or partly isolated logical networks, namely slices, on the same physical infrastructure. The zero-touch network is conceived as a next generation of network management that leverages the principles of NFV and SDN to be the cornerstone for supporting fully automated operations and on-demand configuration without the need for fixed contractual agreements and manual intervention. To handle these radical changes, the ZSM framework reference architecture has been designed by the ETSI [50]. It is designed to support fully automated network and service management. The architecture supports a set of architectural design principles, including:

- Modularity aspects for creating self-contained and loosely coupled services to prevent monoliths and tight coupling.
- Extensibility enables the network to extend new services and service capabilities.
- Scalability fulfills increasing or decreasing demands to deploy managed entities, and modules can be independently scaled.
- Resilience aspects cope with the degradation of the infrastructure and other management services as well as simplicity makes minimal complexity while still meeting the functional and non-functional requirements.
The modular characteristic is paired with intent-based interfaces, closed-loop operations, and AI/ML techniques to empower the full automation of the management operations. One of the essential building blocks in the ZSM is intelligent decision-making elements.

The fluctuating nature of traffic demand dramatically complicates the process of resource planning and allocation, particularly in the RAN domain. Resource allocation decisions, such as bandwidth allocation, must consider the added variability of the wireless channel and mobile users. Traditional RAN slicing solutions envision a centralized controller with a comprehensive, RT view of the network and its resources. However, this approach needs to work on scalability issues in actual implementations due to the large volume of monitoring information that must be exchanged and the high number of BSs. As a result, it becomes challenging to implement optimal resource allocation strategies in a timely and efficient manner.

Despite the innovative approach, it is still necessary to determine an effective way of managing slicing scenarios with many vertical services. In this regard, a hierarchical architecture is proposed for network slice resource orchestration. The framework considers the variable distribution of mobile traffic demands and sets up a network of local decision agents as virtual software instances within the NRT RAN intelligent controller (RIC). These DAs can access local RAN monitoring information and extract local knowledge without relying on a centralized entity for decision-making.

The framework utilizes a dynamic agent selection mechanism based on local traffic conditions similarity, allowing for more efficient information exchange and collaboration among local DAs. The benefits of this approach include: (i) resource allocation at the edge of the network, leading to more timely and accurate information; (ii) reduced control information that needs to cross the network to reach the central controller, reducing overhead towards the core network; and (iii) provisioning of FL schemes that enhance the capabilities of DAs. DAs will not only learn from a local observation space but also from information from other RAN nodes, thus improving the generalization of the learning process. The main innovation of this approach is based on utilizing the distributed RAN information to create a new type of specialized agents that work together in homogeneous clusters through a federation layer. This results in a scalable and stable decision-making process under rapidly changing traffic conditions. The proposed framework is also compatible with O-RAN.

5.8.1 Framework Overview

This solution is based on the slicing concept in mobile networks, where multiple network tenants share a portion, namely slice, of the common mobile network infrastructure. Each slice has dedicated networking resources to meet its service level
agreement (SLA). The focus is on the RAN domain, where the SLAs are expressed in terms of maximum slice throughput and transmission latency. The term transmission latency refers to the average time that traffic belonging to a slice must wait within the BS transmission buffers before being processed due to inter-slice scheduling procedures.

The mobile network infrastructure consists of a set of BSs with slices deployed on them. Each BS has a capacity expressed regarding PRBs of fixed bandwidth. The available PRBs must be divided among the slices according to their RT traffic demand and SLA requirements. It is assumed that each network slice has predefined latency and throughput requirements as part of the SLA between the network operator and the slice owner. The focus is on the RAN domain, and the latency is considered as the queuing delay experienced by traffic while passing through the scheduling processes of each BS. The system operates in time slots, which represent a decision interval. The PRB allocation decisions can only be made at the beginning of each decision interval, with an interval determined by the infrastructure provider ranging from a few seconds to several minutes.

The allocation of radio resources to end users is considered a two-step process, assuming the existence of a preliminary admission and control mechanism. First, once network slices are admitted into the system, the infrastructure provider schedules the allocation of radio resource slots for each tenant. Then, based on the slice's resource availability, each tenant may enforce its own scheduling solutions for its end users, depending on their use case or business requirements.

An F-DRL-based architecture is leveraged to handle the RAN slicing scenario. This architecture involves the local DAs operating as software instances within each BS, as depicted in Figure 5.38. The agents are responsible for enforcing slice PRB allocation decisions based on the local monitoring information received from the network MS. However, the distributed nature of RAN deployments and the varying spatiotemporal behaviour of mobile traffic traces make it challenging for an agent trained on complex and multi-variate monitoring metrics. To address the aforementioned challenges, an FL layer has been introduced to enable inter-agent communication and expedite the learning process through knowledge sharing.

The quest for intelligent and optimal control in massive telecommunication environments has aroused intensive research on the applications of DRL methods. The DRL can provide a promising technique to be incorporated into network slicing and solve the control and optimization issues. DRL combines RL and DNN to extract knowledge based on experience gained by interacting with the environment (network slicing). To solve slice issues such as admission control, congestion control, energy efficiency, resource management, service creation, dynamic network configuration, anomaly and fault detection, security, and reliability, the agent of network slicing should update the Q-function for optimal actions. Deep Q-learning
benefits from a NN to approximate the Q-value function. The state can be considered as input, and the Q-value of all possible actions is generated as the output. An agent (NN) in DRL generates the dataset on-the-fly, continuously interacts with a network, and is well-suited to problems with numerous possible states with high dimensions. This model-free method stores the experiences of each interaction with the environment in a replay buffer, which enables the network parameters to be updated without any prior knowledge of the environment’s statistics. Figure 5.39 illustrates the local double DQN (DDQN) agent workflow.

5.8.2 Federated DRL for RAN Slicing

FL enables the training of machine learning models across decentralized entities that only have limited data access. Unlike multi-agent RL, which requires a centralized data source for all agents to observe, select actions, and receive rewards, FL allows for a collaborative learning process by aggregating multiple model updates. It results in a shared prediction model that is more refined, improves the learning rate, protects privacy, and offers better generalization. In the F-DRL-based framework, each agent trains a local DDQN model and shares its experience in the form of hyperparameters with other entities in the same federation layer. This iterative process leads to a global updated model that is stored in a cloud platform or an edge platform for faster feedback. To enhance efficiency and minimize communication overhead, the federation layer collects and shares the local models only every
Figure 5.39: An illustration of local DDQN workflow.
Mobile traffic demands follow repetitive patterns linked to human activities and have a spatiotemporal nature. Characterizing these patterns can lead to improved network utilization forecasting and more effective resource allocation planning. However, more than simply relying on the geographical locations and proximity of BSs is needed to accurately understand traffic demands, as land usage may vary even within BS in the same area. It presents a challenge in this framework, as not all federated agents should exchange information, and it should not be limited to just nearby entities. To address this issue, a clustering algorithm is proposed that utilizes network monitoring traces and their similarity to guide the formation of DA subsets.

### 5.9 Analytics Engine and Interpretable Anomaly Detection

Network slicing will remain a fundamental concept in 6G networks, with an even more increased scale. While slicing increases the flexibility of the system in order to support different types of deployments and services, it also increases the complexity of the management solutions manyfold. Current standardization directions have focused on centralized management of such virtualized systems, such a solution is becoming extremely complex and hard to scale to the number of slices that are envisioned. Rather than a centralized solution, as it is considered by both ETSI NFV [51] and 3GPP management architectures [52], a solution based on the three decentralized components, namely MS, AE, and DE, offers many advantages, as described in the first section. These components are deployed on the different entities taking part in the management process, i.e., MANO, OSS/BSS, NSMF, and the in-slice management plane, distributing the management functions among these entities, in order to ensure a scalable management system.

The AE is designed to analyse the status of network slices using telemetry data collected by the MS, predict slice KPIs, and detect anomalies in KPI trends. The AE operates per slice, supporting the distributed architecture defined above. Its outputs, i.e., predictions of slice KPIs or anomaly results, are then reported to DE as key indicators to learn from and infer actionable decisions to maintain and optimize the slice performance as defined in SLAs. AE exploits the proposed distributed and scalable MANO architecture in Figure 5.40 to push the analysis close to the data collection MS in each domain (i.e., RAN, edge, and cloud), minimizing the need to transfer raw slice performance and configuration data across the different network domains and slices. The E2E slice KPIs to be predicted by the AE
have been defined in line with standards specifications [53] and reflect the slice performance, including, for example, uplink/downlink throughput for network slice instance (NSI), average E2E uplink/downlink delay, virtualized resource utilization per NSI, etc. Compared to KPI prediction, focus is placed on considering the unique characteristics of 5G and 6G systems when implementing KPI prediction for a slice level AI engine, as opposed to previous systems.

5.9.1 Fault Management Probabilistic Model

Multivariate time-series analysis is an important model that simultaneously analyses multiple measurements to study the behaviour of time-dependent data, and forecasts future values depending on the history of variations in the data. Figure 5.40 illustrates the AE workflow, which incorporates the input data points from MS and is further trained using graph theory to produce the slice KPI predictions and perform fault detection on predictions. In the following, the AE and design of an interpretation framework are introduced, as shown in Figure 5.40.

Graph neural networks model the relationship between a set of objects (nodes or vertices V) and their connections/interrelationships (given by a set of edges E linking the respective nodes/vertices) in non-Euclidean space (data points, which may or may not have the same underlying domain, i.e., same graph structure defined by an adjacency matrix). A combination of graph CNN and recurrent connections is proposed, which uses multiple time series as input to the network. This approach helps in capturing both the spatial and temporal relationships among the network attributes in a slice. The work in this proposed framework adopts
the hybrid graph theory and recurrent neural network-based architecture to learn meaningful network information in an unsupervised manner. To discover hidden associations among network nodes (representing the input features), a graph learning layer computes the graph adjacency matrix, which is later used as an input to all graph convolution modules. The graph learning layer learns a graph adjacency matrix that captures the hidden relationships among the multitude of network slice KPIs. This is then fed into the gated recurrent units to capture the temporal dependencies. The advantages of both of these methods are drawn upon to model both temporal and intra-feature dependencies.

The model receives time series input slice KPIs as input, along with time sequences of slice KPI values for the KPI to be predicted (or analysed for anomalies). The sequences for the input model, as shown in Figure 5.40, are passed through the recurrent neural network GRU layers, while the correlation matrices are processed by graph convolutional networks (GCN). Here, the initial node features (time series data points) are provided as an input to the GCN, and then, the node embeddings are computed by applying the series of convolutional modules. The proposed method utilizes historical time series data as input and employs a graph CNN to capture the topological structure of the network, thereby obtaining relational dependencies. Then, the time series data with relational dependencies are input into gated recurrent units to capture the temporal features. The final results are obtained through a fully connected layer, which predicts the slice KPIs.

Recurrent neural networks and hidden Markov model are used to estimate the probability of a sequence (e.g., sliceLatency KPI) occurring using these probability distributions. Note that $p(x_i|x_1:i−1)$ is the probability of the integer $x_i$ occurring after the sequence $x_1:i−1$. A language model for sequences specifies a probability distribution for the next in a sequence, given the set of previous sequences. Using a training set of well-known normal sequences, the probabilistic NN is then trained to generate this probability distribution, as shown in Figure 5.41. Given a set of

![Figure 5.41. Probabilistic classifier for predicting anomalous sequences.](image-url)
normal sequences, the anomaly detection algorithm evaluates the test instances as anomalous or normal. As the algorithm implemented is cost efficient (reduced training and testing times), it consumes much less computational resources in comparison to the traditional DNN algorithms.

5.9.2 Interpretation Framework

Most DNNs are “black box” that cannot provide easily interpretable insights into the relationship between input and output. Particularly when there is high-dimensional data and multiple layers in the NN, there is a need for a method (post-hoc, after training) that can be used to provide the interpretability of models on the datasets where the ground truth of interpretation results is not available. To overcome this, a relatively new technique in machine learning, known as a supports the interpretation of the NN, or any complex machine learning model, by determining how input features contribute to the value of output features. The SHAP framework unifies methods such as LIME and DeepLIFT [54] under the class of additive feature attribution methods. Reference [55] demonstrates the game theory-based SHAP framework, and the authors in [56] explained how Shapley values could be used for explaining the anomalies detected by a trained NN-based model.

An interpretation framework is provided to enable better insight and automation for the AE, as it is based on deep learning. The DE can use this information to make appropriate decisions on the next steps to take, such as reconfiguring the slice based on the features that have the most impact on the KPI that needs to be brought back into an acceptable range.

The deep explainer SHAP function takes as input the model, an instance of anomalous input \( x \), and a set of background instances. For a particular feature \( x_i \), it calculates a set of SHAP values that measure the importance of each of the features \( x_1, x_2, \ldots, x_n \) in predicting \( x_i \). This local interpretability can be represented graphically by using force plots, decision plots which enable us to pinpoint the SHAP value of features with respect to each other. In the anomalies interpretation procedure, the anomalous sequences are first filtered based on the probability score. Then, for each anomalous row, the top features with the lowest probability score are selected. For each feature in the list of top features, the model weights are set, and the Deep SHAP explainer is used to calculate the SHapley values. The deep explainer SHapley function outputs allFeatures, shapValue, and inputValue for anomalous KPI sequences. The shapValue corresponds to the impact of each feature on all other features in the input. The features are sorted based on the shapValue in descending order. Then, the positive shapValue features and their corresponding inputValue are stored as effect (featureEffect) and value (featureValue), respectively.
5.10 Summary and Outlook

The integration of NI into the network architecture will enable the realization of the 6G vision, which aims to provide unprecedented connectivity, capacity, and low latency. To achieve this goal, standardization work has been performed to support analytics coming from network data, and a plethora of artificial intelligence-based algorithms have been proposed. However, there is still a need for a novel architectural framework to integrate NI into major network architectures and enable specific AI-based enablers for the network operation towards 6G. In this chapter, a common architectural framework for the native integration of NI has been proposed towards the fully automated and scalable operation of 6G networks.

This novel NI framework includes an NI stratum that embraces different parts of the network architecture, from access to core, from infrastructure to management, and ensures that AI algorithms are handled with specific criteria related to data acquisition, policy enforcement, and decision making.

Also, several algorithms have been discussed in this chapter, highlighting the capabilities of such an approach based on AI. Once accomplished, AI and 6G networks will be integrated together as a single technology to meet the 6G vision.
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6.1 Introduction

Today’s society faces major challenges such as the pandemic and global warming that need to be addressed while creating innovation-led opportunities for economic prosperity and job creation in a circular, green, and digital economy. Sustainability is a holistic concept covering environmental, social, and economic aspects while being a key element for circular economies and thoroughly developed into the globally implemented United Nations (UN) Sustainable Development Goals (SDGs) [1].

For the 6G vision, the fundamental network design paradigm must be extended from established performance-oriented to performance- and value-oriented parameters. This leads to a new class of evaluation criteria, defined as key-value indicators (KVIs) [2], e.g., sustainability, inclusiveness, and trustworthiness, as detailed in Section 2.1. Sustainability, which is the main focus of this chapter, is explicitly
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considered from two perspectives: (i) 6G itself needs to be sustainable and mapped to network energy efficiency as well as material efficiency (circularity) and environmental footprint (Sustainable 6G) and (ii) 6G as an enabler for sustainable growth in other markets and value chains, e.g., by promoting smart transportation, manufacturing, and agriculture. For instance, connected vehicles such as driverless electric ones enabled by 6G can not only promote clean energy but also reduce emissions by optimizing traffic flow (6G for Sustainability).

It is also worth noticing that the proposed categorization is in accordance with the International Telecommunication Union (ITU), which organizes the Information and Communications Technology (ICT) sustainability into three orders of effects: (i) first-order effects that denote the life cycle impacts of goods, networks, and services (i.e., its footprint), (ii) second-order effects that denote the impacts in other sectors due to the use of ICT, and (iii) other (higher-order) effects that denote higher order effects such as those associated with behavioural changes [3]. In the proposed categorization, the first-order effects of 6G are mapped to Sustainable 6G, while 6G for sustainability corresponds to the second- and, to some extent, higher-order effects.

Unlike technical capabilities (targeted in previous chapters), quantifying societal values such as sustainability is challenging, as it may depend on factors like background, culture, and even ideology of individuals as well as operating locations, regulatory environment, and stakeholder structures. Although the UN SDGs are considered the most comprehensive approach to determining sustainability as a whole, it is commonly agreed that these goals and indicators have to be customized to the sector in focus. For the ICT sector, ITU, Global Enabling Sustainability Initiative (GeSI), and Science-Based Targets initiative (SBTi) have jointly developed directions to reduce the ICT environmental footprint by 45% between 2015 and 2030 to decarbonize in line with the 1.5°C limit of the Paris Agreement [4].

To achieve this goal, it is of high importance to note that globally, the energy consumption from using devices represents more than 40% of the ICT power consumption while networks and data centres shared the remaining consumption roughly equally between them [3]. From a carbon emission and life cycle perspective, devices again dominate and represent more than half of the overall emissions, while networks represent around 25%. Overall, the majority of networks and data centre emissions are associated with the use stage, while devices use stage and embodied emissions require as much attention. However, this balance looks different for other impact categories, so it is important to consider the environmental impacts of the full life cycle also for networks and data centres (including aspects such as lifetime, recyclability, materials efficiency, etc.).

Taking into consideration the paramount importance of climate change as well as the KVIs and the constraints mentioned above, the following sustainability key
performance indicators (KPIs) for 6G as part of the future ICT sector are identified [5, 6]:

- **Enablement effect on other sectors**: enabling reductions of emissions of more than 30% CO\textsubscript{2}eq in 6G powered sectors of society (6G for Sustainability); the enablement effect refers to the CO\textsubscript{2} emission reduction between a baseline scenario and a scenario with an applied solution that reduces greenhouse gases (GHG) emissions. The main challenge in this case is to define a clear methodology for evaluating the “enablement” impact of ICT on other sectors, with ITU working currently towards this direction [7]. Additional challenges include that the overall effect of 6G is beyond reach as the total use of 6G with the magnitude of unknown use cases cannot be foreseen. Therefore, for the time being, the evaluation of 6G can only be scenario-based and refer to specific use cases.

- **Economic target**: total cost of ownership (TCO) reduction by more than 30% compared to current networks (Sustainable 6G); the TCO refers to the sum of capital expenditure (CAPEX), i.e., one-time costs, and operational expenditure (OPEX), i.e., recurring costs. To achieve this KPI, it is of high importance that in a typical mobile network today, CAPEX is \(\sim\)30% and OPEX is \(\sim\)70% of the TCO over a 10-year period, with the radio access network (RAN) being the biggest cost component in both CAPEX (\(\sim\)50%) and OPEX (\(\sim\)65%) [8], then followed by transport, core network, energy, and other network costs (e.g., people, network management and maintenance, etc.). A breakdown of RAN CAPEX shows that the largest cost components are site construction, spectrum, and equipment, while a breakdown of RAN OPEX shows that the largest contributors are power consumption, site rentals, and operations.

- **Enhance energy efficiency**: reducing energy consumption per bit in networks by more than 90% (Sustainable 6G); energy efficiency can be expressed as the ratio between the energy consumed per hour measured (in watt/hour) and the data volumes (in bytes) sent during the same time period. The latter definition is in accordance with the European Telecommunications Standards Institute (ETSI)’s assessment [9], which suggests the use of MWh/Tb. Alternative definitions refer to the amount of bits successfully sent over the network divided by the total energy consumed or equivalently to the total network throughput divided by the total power consumption, measured in bps/W or equivalently bits/joule.

To complement the 6G sustainability targets, it is fundamental to jointly take into account all the sustainability aspects of networking, including hardware, planning, deployment, operations, and the entire equipment life cycle.
The heterogeneity of resources and services, comprising communication, computing, control, sensing, and so on, naturally calls for an ever-deeper end-to-end (E2E) cross-layer design and optimization, taking into consideration the entire 6G network (core, transport/aggregation, access, and user equipment/devices) during its entire life cycle with the parallel need of energy efficiency being an integrated network design criterion.

6.2 Technology Enablers for Network Sustainability

To achieve the aforementioned sustainability targets, 6G networks will employ a number of key sustainability enablers, presented in this chapter, which can be divided into four categories based on the way they achieve sustainability: (i) the enablers at the deployment level, presented in Section 6.2.1, that include architectural innovations (disaggregated and virtualized RAN) or hardware innovations (energy-neutral devices), (ii) the enablers at the management/orchestration level (of algorithmic nature) that target at network operation efficiency maximization (sustainable resource allocation), presented in Section 6.2.2, (iii) the ones at service/application layer (application-aware networks), presented in Section 6.2.3, and (iv) the cross-layer sustainability enablers (sustainable radio-aware digital twin), presented in Section 6.2.4, that include innovations in two or more layers, respectively.

6.2.1 Sustainability Enablers at the Deployment Level

Sustainability enablers at the deployment level include novel technologies that have been designed in a sustainable way, such as, for instance, the use of highly efficient electronic components. The latter may refer to all the electronic layers that impact global consumption including the baseband unit (computation part) as well as the radio unit (radio frequency (RF) amplifying part). The computation part is mainly dependent on Moore’s law and microchips integration, while the RF amplifying part is driven by power amplifiers technology improvements and materials, e.g., gallium instead of silicon for its good performance at high frequencies. Additional sustainability enablers at the deployment level that are highlighted in this section include, e.g., a novel disaggregated and virtualized RAN (vRAN) architecture enabling elastic edge computing. Other promising sustainability enablers at the deployment level include wireless power transfer (WPT) and energy harvesting, targeting at energy-neutral devices with advanced characteristics, i.e., devices that are powered through WPT or energy harvesting, being detailed in Section 6.2.1.2.
6.2.1.1 Sustainable virtual elastic edge computing architecture

The 5G service-based architecture (SBA) has adopted edge computing as a key paradigm and has defined the necessary interfaces (e.g., Mp2 reference point) and enabling technologies (e.g., traffic steering at edge sites through the User Plane Function, UPF) that allow edge deployments to be fully integrated with the 5G Core. Moreover, via the EDGEAPP initiative [10], a new application architecture for verticals was defined, allowing over-the-top (OTT) applications to be deployed at local area data networks (LADNs) at the network edge.

Building on the work of the [11] for the 5G Non-StandAlone (NSA) mode and the aforementioned edge computing enablers, future 6G networks intend to leverage an existing Multi-access Edge Computing (MEC) platform (e.g., StarlingX) that participates in ETSI’s plug tests and being fully integrated with the 5G network functions virtualization infrastructure (NFVI) [12] by supporting coordinated resource allocation for MEC applications and 5G network functions.

This is accomplished by coordinating two different management and orchestration sub-systems (i.e., the NFV orchestrator (NFVO) and MEC orchestrator, or MEO) which interact through the Mm1 reference point, defined as part of the ETSI MEC specifications [13].

While 5G early-stage approaches adopted a common virtual machine (VM)-based technology stack for MEC and NFV, 5G/B5G approaches focus on Cloud-Native technologies (i.e., Docker Containers, Kubernetes Virtual Infrastructure Managers (VIMs), and the Helm Container Management Framework) which are widely regarded as the future of vertical application development [14] with enhanced flexibility and increased application performance.

While support for Kubernetes VIMs is gradually emerging in MEC platforms (e.g., in StarlingX) and is discussed in [15], there is currently a gap in supporting disaggregated Cloud-Native apps. To fill this gap, extensions to the MEO are proposed to support the disaggregation of application functions, which will be defined as collections of helm charts, both horizontally (i.e., across edge sites) and vertically (i.e., from the cell site towards the core cloud).

The proposed sustainable virtual elastic edge computing architecture shown in Figure 6.1 will consider the deployment of the vRAN components either at the “bare metal” of the MEC hosts’ NFVIs or within virtual network functions (VNFs), as proposed in [15], to offer compatibility with the network slice as a service (NSaaS) sub-system. Moreover, future 6G networks focus on extending the Mobile Edge (ME) platform at the host level, to allow MEC apps to be accessed by any user equipment (UE), irrespective of physical location. This will be accomplished through the interaction of the ME platform with the UPF deployed at the radio edge node, via the Mp2 reference point. The radio edge UPF (right side of Figure 6.1) will act as a branching point, steering user plane flows towards the
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Figure 6.1. Overview of the sustainable virtual elastic edge computing architecture [17].

targeted MEC host, where they are served by the corresponding MEC application. For example, the user plane flows that correspond to ultra-reliable low latency communications (URLLC) traffic will be generally terminated at the same radio edge node (and served by its local MEC host), with near-zero latency [16]. The placement of these application functions to any edge data centre (i.e., the radio, regional, and cloud edges) where they can be accessed by any UE will allow the optimized distribution of latency budgets. Moreover, dynamic virtual network embedding algorithms (left side of Figure 6.1) will be explored for 6G networks, to determine the optimal disaggregation of application functions at any edge data centre, considering compute, networking, storage, and latency constraints as defined by the MEC application manifests. Hence, increased resource utilization via inter-data centre load balancing can be achieved. Therefore, a MEC platform is instantiated based on ETSI MEC functionalities implementing the required extensions in line with the vision of [16] of a virtual elastic infrastructure.

The virtual elastic edge computing architecture, depicted in Figure 6.1, leverages the computational resources of the different domains (cloud, regional, and edge) and enables sustainability at the deployment level by means of involving:

(i) distributed analytic engines (at the left side of Figure 6.1) at all tiers of the edge computing architecture,

(ii) decision engines at the two core-tier orchestration subsystems (i.e., the NFVO, which manages E2E slices via the NSaaS module, and the Mobile Edge Application Orchestrator (MEAO)), and

(iii) UPF traffic steering mechanisms to monitor the status of the MEC hosts’ resources.

The decision engine decides the proactive or reactive allocation of the elastic edge computing architecture and networking resources to serve the respective
demands. The decision engine of the elastic edge computing architecture can integrate the resource allocation algorithms discussed in Section 6.2.2 to enable sustainable deployment by implementing the decide part of the envisioned closed-loop control based on the principles of observe, decide, and act.

In the context of involving analytic engines and decision engines, the Radio Edge UPF may act as a branching point, steering user-plane flows towards the targeted MEC host, where they are served by the corresponding MEC application. Thus, user plane flows from URLLC traffic will be generally terminated at the Radio Edge node (and served by its local MEC host), with near-zero latency [16]. The UPF traffic steering mechanisms as shown in Figure 6.1 explore the status of neighbouring MEC hosts resources, which may also be determined not only by end-user workloads and traffic demands but also by RAN workloads (e.g., in charge of running the distributed unit and centralized unit).

Consequently, the virtual elastic edge computing architecture enables sustainability at the deployment level while considering the aspects of optimal disaggregation of application functions, considering compute, networking, storage, and latency constraints as defined by MEC application manifest deployed at the cloud, regional, and edge of the networks.

The architecture shown in Figure 6.1 leverages the subset of ETSI MEC/NFV blocks that are most relevant to enable the sustainable virtual elastic edge computing infrastructure [18]. The selected blocks from [18] are illustrated in Figure 6.2, where the blue and red blocks (i.e., the VIM, MEC platform, MEC platform manager, MEC Orchestrator, NFV orchestrator, and MEC Apps) refer to the MEC and NFV architectures, respectively. The VIM comprises the functionalities that are used to control and manage the interaction of a VNF/Cloud-native

![Figure 6.2. Elastic MEC framework to enable sustainable virtual elastic edge computing architecture [17].](image-url)
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network function (CNF) with computing, storage, and network resources under its authority, as well as their virtualization [19]. The MEC platform will offer an environment where the MEC applications can discover, advertise, consume, and offer MEC services, receive traffic rules from the MEC platform manager and applications, provide instructions to the data plane, and receive DNS records from the MEC platform manager, respectively. The MEC Platform Manager (MEPM) is responsible for managing the life cycle of MEC applications, including the reporting of events to the MEAO, and for managing service authorizations, traffic rules, and DNS configuration [18]. The MEO is responsible for maintaining a global view of the resources, the applications, and the users and for triggering the instantiation/termination of applications. However, when deploying MEC in the NFV environment, MEC applications appear as VNFs/CNFs towards the ETSI NFV MANO components. The MEC applications run as virtualized applications, such as a virtual machine (VM) or a containerized application, on top of the virtualization infrastructure provided by the MEC host and can interact with the MEC platform to consume and provide MEC services [19]. MEC applications are packaged by application developers (or in some cases also by MEC operators). The impact of sustainability of the virtual elastic edge computing architecture is further boosted by leveraging sustainable resource allocation algorithms (as the ones presented in Section 6.2.2) as part of the decision engine while collecting the analytics from the architecture.

6.2.1.2 Energy-neutral devices

Apart from the sustainable architectural design, described in Section 6.2.1.1, technology enablers at the deployment level include the design of sustainable devices. In this context, energy-neutral devices are studied in this section, detailing also how they can have a positive impact on the sustainability of wireless networks. An energy-neutral device is defined as “a passive or active device with a guaranteed continuity of use through a Wireless Power Transfer (WPT) or energy harvesting link that offers sufficient energy. In other words, the device experiences no net negative effect on its potential energy resources from its harvesting ($E_{in}$) and consumption operations ($E_{cons}$)” [20].

Energy-neutral devices can play an important role in the sustainable realization of the 6G trend and vision of a massive Internet of Things (IoT) deployment including many low-power connected devices. Given that massive IoT-enabled applications have often been considered in view of the “5G/6G for sustainability” context, it is anticipated that environmental and mobility challenges could benefit from wireless sensors of such types in the future.

However, the deployment of massive IoT could come with an undesired impact, namely, the ecological footprint of batteries required to operate the IoT nodes.
Hence, specific attention is needed to reduce battery usage, which typically contains toxic materials.

Consequently, in order to perform a fair analysis regarding energy, a life cycle assessment (LCA) regarding also the batteries themselves is required. In general, LCA covers the entire life cycle of the studied system (from raw materials extraction to end-of-life treatment) and can deliver results for multiple environmental impact indicators (e.g., climate change, abiotic resource depletion, and water consumption). Although LCA has been standardized for ICT by the ITU [3], application of such standards already during technology development is challenging as the basis for any LCA is the use of resources and release of emissions.

The awareness that LCA is essential has grown over the past years, and studies on different batteries’ modes and usages have been published [21–23]. The main findings in terms of battery efficiency are summarized in Table 6.1, providing both the energy storage capacity of the batteries, typically expressed in Wh, and their cumulative energy demand (CED, in joule), a term widely used in LCA to consider the direct and indirect energy use (e.g., indirect energy may account for the energy required to generate materials used in the product) over a product’s entire life cycle. The ratio between these two parameters gives an indication of the efficiency of the energy ‘invested’ in a battery versus what it delivers. For further studies that have performed LCA for IoT devices as a whole, the reader may be redirected to [24].

Interactive applications have been identified in different domains that could benefit substantially from the interaction with energy-neutral devices [26], which are expected to be more efficient compared to battery usage (presented in Table 6.1), while having a much longer lifespan, with toxicity and waste generation being greatly reduced. It is also anticipated that distributed large antenna infrastructures, such as the RadioWeaves technology under development [25], have the potential to power sufficiently devices that need to perform only simple operations and within the coverage range so as to enable energy-neutral operation [26].

Table 6.1. Reported LCA for the impact of batteries [25]. The cumulative energy Demand (CED) and energy storage capacity $E_c$ are used to compare the energy efficiency $E_c/CED$, of battery usage of non-energy-neutral devices.

<table>
<thead>
<tr>
<th>Year</th>
<th>Ref.</th>
<th>Type</th>
<th>$E_c$</th>
<th>CED</th>
<th>$E_c$/CED</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>[21]$^a$</td>
<td>Lithium-ion Manganese Oxide battery (LMO)</td>
<td>1 Wh</td>
<td>0.85 MJ eq</td>
<td>$4.2 \times 10^{-3}$</td>
</tr>
<tr>
<td>2016</td>
<td>[22]$^b$</td>
<td>Alkaline</td>
<td>1.68 Wh</td>
<td>0.7 MJ eq</td>
<td>$8.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>2017</td>
<td>[23]$^c$</td>
<td>Li-ion</td>
<td>1 Wh</td>
<td>328 Wh</td>
<td>$3.0 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

$^a$Parameters used in the table were taken from plotted data of the environmental impact comparison for solid state and laminated cells; $^b$parameters used in the table come from the analysis for a AAA battery collected with a car; $^c$contrary to the others, these batteries are rechargeable. Only one charge cycle is considered here. Multiple charge cycles reduce the CED.
In this context, the deployment of distributed large antenna array systems opens interesting opportunities for interaction with energy-neutral devices:

(a) The massive number of antenna elements makes it possible to increase the efficiency of the wireless power transfer significantly through a (very) large antenna array gain. As further commented below, when operating in a near field, energy can be focused in a spot.

(b) The distributed deployment of the antenna array systems increases the probability for energy-neutral devices to be in the proximity of one or more contact service points (CSPs) [27], with charging capabilities. It is evident from the basic Friis radio equation that proximity is a major benefit for wireless power transfer. Indeed, while RF-based wireless power transfer constitutes an attractive solution for remote applications, the efficiency of the transfer is typically very low and limits the use cases for which it can bring an adequate charging solution [28].

When considering sub-10 GHz frequencies, massive-element arrays are physically large, and the energy-neutral devices to be powered are in many use cases located in the array near field. This opens the possibility to focus power on a focal point rather than a beam. This enables efficient WPT and moreover avoids high radiation levels at unintended locations.

A typical simulation result is shown in Figure 6.3 for a room environment served by a RadioWeaves infrastructure operating at 2.4 GHz [25]. The multiple-input single-output (MISO) path loss (PL) was evaluated on a cutting plane (at \( z = 1 \) m, perpendicular to the centre of the RadioWeaves panel) through the simulated room,

![Figure 6.3. Illustration of the spot focusing of distributed beamforming towards the energy-neutral device.](image-url)
for a carrier frequency $f_c = 2.4$ GHz with perfectly known channel state information (CSI). The results demonstrate the spot-focusing effect towards the energy-neutral device.

To analyse the transfer mechanisms in the near field, it is not possible to rely on relatively simple planar wavefront assumptions, yet spherical wavefronts should be computed. A simulation environment has been prepared to investigate specific geometric settings and to analyse the link budgets and architecture requirements for energy-neutral devices in realistic scenarios. This framework is also used to develop and evaluate signalling schemes and signal processing algorithms for interacting with energy-neutral devices. Moreover, adequate channel models are being developed for the distributed large array topologies, which will be essential in the assessment of performance and efficiency of further technological developments.

Another challenge in interacting with energy-neutral devices relies on the initial access, as explained in [25]: how to power up a battery-less device while no information is available yet on its channel state information, and hence no array gain can be leveraged yet. Indeed, the energy-focusing solutions rely on CSI. Solutions for initial access under development can, e.g., make use of a site-specific model of the propagation environment to realize robust beam sweeping towards potential device locations [29]. In addition, special attention is given to ensure that the proposed solutions can operate within the regulatory constraints.

Finally, although the system design study for energy-neutral devices is in progress together with the development of signalling and signal processing, additional results can be found in [30] and [31].

### 6.2.2 Sustainability Enablers at Network/Management Level

The combination of different sustainability enablers can result in even higher gains. For instance, the disaggregated and virtualized RAN of Section 6.2.1.1 (enabler *at the deployment level*) can result in significant network energy efficiency gains if accompanied by energy-efficient E2E network, compute, and storage resource allocation (enabler *at the management/orchestration level*).

This is due to the fact that connect-compute-control services entail in general periodic exchange (transmission) and processing of a large amount of capillary data that are continuously collected by heterogeneous devices, to perform complex (collaborative) tasks and/or enable edge intelligence operations. As computing tasks become more complex, it becomes infeasible to run them locally on the device. At the same time, distant central clouds, although extremely powerful, typically entail long delays to be reached. To this end, MEC represents a promising solution, by bringing a secure information technology environment [32], with storage and computing resources, close to the end service consumers.
While this is clearly beneficial from several perspectives, it also comes with non-negligible challenges, among which one can identify: (i) a massive deployment of computing and storage units, which are resource- and energy-hungry, and (ii) the explosion of data traffic (including the uplink) due to continuous exchange of sensors/devices’ data [33]. While the former could contribute to increasing the energy consumption of wireless networks, the latter contributes to increased communication energy consumption and resource utilization.

Furthermore, electromagnetic field (EMF) exposure, although not considered an issue [34], should be monitored due to the ever-stricter recommendations/impositions by regulation bodies and state laws [35].

Deployment strategies, resource management, and orchestration can help mitigate such effects. Hence, in Sections 6.2.2.1–6.2.2.4, the focus is on radio and compute resource orchestration for computation offloading services, with the following KPIs and KVIIs taken into account: (i) data offloading rate (data offloaded per unit time), (ii) E2E delay (including communication and computation), (iii) communication and computation power consumption, and (iv) EMF exposure [36]. To this end, a holistic view of the system is proposed, in order to dynamically and jointly orchestrate and manage heterogeneous resources to optimize offloading performance.

In particular, this section focuses on the sustainability enablers at the network/management level, highlighting different multi-objective resource allocation techniques, while explaining how they can promote sustainability. In all selected algorithms, a novel architecture, as depicted in Figure 6.4 (in accordance with the virtual elastic architecture of Figure 6.1), is assumed, which consists of a set of computing resources operating in the three layers of the proposed network architecture (e.g., radio-edge or MEC, regional-edge or fog, and cloud, see also Figure 6.5).

![Figure 6.4. Setup overview (in accordance with Figure 6.1) [37].](image-url)
The edge resources can provide rapid storage and processing of data, extending cloud resources to the network periphery. The edge ranges from the on-device and on-premises edge, to the “far edge” (i.e., within a range of a hundred kilometre from users and premises) and the “near edge” (typically some hundreds of kilometres from the users) and to regional data centres, which together with the traditional cloud resources form an edge-cloud continuum. These computing resources are interconnected with a variety of networking mediums (wired and wireless) and technologies. Subsequently, the following four problems are studied:

(i) cost-efficient computational resource allocation (Section 6.2.2.1),
(ii) cost-efficient joint communication, compute, and storage resource allocation (Section 6.2.2.2),
(iii) energy-efficient joint communication, compute and storage resource allocation in virtual elastic infrastructures (Section 6.2.2.3), and
(iv) EMF-aware joint communication and compute resource allocation (Section 6.2.2.4).

Additional sustainability enablers at network/management level may include:

• the efficient selection of bandwidth and signal characteristics; the signal properties such as frequency carriers, aggregation capabilities, bandwidth specification, as well as the physical layer features of the signal (e.g., modulation and coding schemes, the waveform type, and precoding) should be efficiently managed to improve the spectral efficiency, thus leading to sustainable solutions,
• the introduction and optimization of sleeping periods for sustainable network management; apart from the main improvements achieved by the orthogonal frequency division multiplexing (OFDM) structure which allows for rapid sleep modes (discontinuous transmission, DTX and reception, DRX), the multiple-input multiple-output (MIMO) configuration now allows to switch off part of the antenna transceivers depending on the traffic demand. However, new technics as lean carrier and deep sleep modes are also needed that will not sacrifice the quality of service (QoS) or user experience, and
• leveraging artificial intelligence (AI) (being discussed in detail in Chapter 5) for sustainable network management/orchestration; for instance, employing AI to optimize sleeping periods of RF modules and adapt the needed resources to the user demand. AI could also be used to detect energy consumption anomalies and over-dimensioned sites that could be reengineered to adapt the network resources to the targeted QoS. Finally, AI-empowered receivers could perform signal detection in the presence of power amplifier non-linearities, hence, enabling the operation of the power amplifier with lower back-off, leading to higher energy efficiency, and consequently, sustainability.

6.2.2.1 Cost-efficient computational resource allocation in virtual elastic infrastructures

In such multi-layered computing infrastructures, as the ones under study that target at a diverse set of objectives (e.g., minimization of the cost and average latency per slice), the amount of the required computations grows exponentially with the number of agents (i.e., the number of computing nodes). For this reason, in this section, novel rollout and multi-agent reinforcement learning (MARL) algorithms are proposed for the infrastructure shown in Figure 6.5 in which the decision at each stage is made by executing a local rollout algorithm for each agent that uses a base policy, together with coordinating information from other agents. In this way, the local computation required by each agent is independent of the number of agents, while the amount of the total computation grows linearly with the number of agents. In general, the provided computing capacity increases when moving from the edge to the cloud; however, at the same time, performance limitations in terms of processing latency and available bandwidth also appear. The workloads of the multi-layered infrastructure can be executed in the form of either single tasks or a set of tasks, where each task’s computational workload can be infinitely decomposed for execution to the available resources. These workloads can be baseband processing workloads that correspond to distributed unit and centralized unit workloads or generic application workloads. The main parameter of interest is the total execution time of each task or set of tasks, along with the efficient utilization of resources, serving the tasks’ time (e.g., deadline) constraints. Tasks are assigned,
respectively: ephemeral and low-latency required computations on the edge, while complex computations are assigned at the cloud. Based on the above, the proposed methodology, namely, virtual-elastic resource allocation, allocates tasks to the available resource, deciding the decomposition into smaller subtasks in a way so as to serve the task time requirements. Two “extreme scenarios” can be considered:

- A highly time-critical application: in this case, the application’s workload is executed at the edge. This, of course, may not be feasible due to the limited capacity of the edge resources and as a result, horizontal and vertical disaggregation will be necessary, where part of the application’s workload is assigned to edge resources in the same layer or in higher-layer resources.
- A non-time-critical application: in this case, the workload can be executed at the central cloud or in any other resource that is available.

A multi-agent rollout algorithm has been developed for the virtual-elastic resource allocation problem, where computing slices are decided to serve application workload demands, as depicted in Figure 6.6. These slices correspond to reservations in multiple resources and in multiple layers. This methodology is one of the most reliable reinforcement learning (RL) methods, and it is based on the idea of policy iteration, i.e., starting from some policy and generating an improved policy from the set of feasible solutions. The simulation parameters to evaluate the performance of the proposed algorithm are listed in Table 6.2.

![Figure 6.6. Number of allocated slices at the different computing layers for the proposed methodology when the objective is the minimization of the cost (left bar) and the minimization of the average latency per slice (right bar) for various number of slice requests.](image-url)
Several simulation experiments of the mentioned multi-agent rollout mechanism have been performed, in which a varying number of slice requests (bag of tasks) [200–1200] need to be served by the proposed multi-layered computing infrastructure shown in Figure 6.5. As the capacity of edge resources is limited and increases for higher layers, it is assumed that the cost of utilizing a resource decreases by 40% from the edge to the cloud (1 c.u. for cloud resources). As shown in Figure 6.6, when the objective is the minimization of the cost (left bar), more slices are served in the cloud. Also, the utilization of cloud resources increases with the increase in the served slice requests, taking advantage of the wide availability of cloud resources compared to the resources in other layers. The lower cost of using cloud resources increases further their utilization. For this reason, the utilization of the regional edge resources is lower and increases significantly when the optimization criterion is the minimization of the average latency per slice. In this case, radio edge and regional edge resources are highly utilized, showcasing their ability to efficiently serve time-critical workloads.

Hence, when the main optimization criterion is the cost, cloud resources are the most adequate ones to serve demanding applications with relaxed latency requirements. On the other hand, radio and regional edge resources can be effectively combined to serve the time-critical baseband processing requirements for which the latency constraints are strict.

In Figure 6.7, the effect of the different optimization criteria is examined in the form of experienced latency. When the only optimization criterion is the processing cost, the demands whose latency constraint is strict are allocated at the lower layers of the infrastructure and at the higher layers when the latency constraint is more relaxed. Hence, there are not any significant variations in the experienced latency as the number of slice requests that are served increases. On the other hand, when the main optimization objective is the minimization of latency, the experienced latency per slice increases with the increase in the number of slices that are served because the resources of the lower layers, which are limited, are fully utilized and demands are served by higher layer resources (regional edge and cloud resources).

### Table 6.2. Simulation parameters.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Number of Nodes</th>
<th>Number of Cores Per Node</th>
<th>Latency from Data Generation to the Layer Latency Unit (l.u.)</th>
<th>Cost Per Layer Cost Unit (c.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radio edge</td>
<td>9</td>
<td>40</td>
<td>[0,2]</td>
<td>1.96</td>
</tr>
<tr>
<td>Regional edge</td>
<td>3</td>
<td>300</td>
<td>[3,5]</td>
<td>1.44</td>
</tr>
<tr>
<td>Cloud</td>
<td>2</td>
<td>1000</td>
<td>[6,10]</td>
<td>1</td>
</tr>
</tbody>
</table>
6.2.2 Cost-efficient joint network, compute, and storage resource allocation in virtual elastic infrastructures

This section focuses on the development and evaluation of near-real-time dynamic network slicing reconfiguration mechanisms by considering both the fixed and wireless parts of the network. The approach considered is based on the development of novel network slicing algorithms by decomposing a global team objective into many sub-objectives.

Due to the three-tier nature of the network architecture considered (with core, regional edge, and radio edge tiers [17]), different agents can be considered at each tier, where the high-level multi-agent reinforcement learning will be considered in the NFVO. Therefore, the challenge is to decompose the global team objective into many sub-objectives, targeting to optimize network parameters (e.g., maximize the spectral efficiency).

To this end, selecting a latent variable (a series of primitive actions with a cumulative reward) is targeted by each agent, with each agent selecting assignments independently. Each assignment is a policy conditioned by the latent variable for an extended duration, generating a behaviour of which the latent variable is decidable. Thus, a specific set of latent variables can be defined, each one corresponding to a slice type, e.g., considering five types for the further enhanced mobile broadband (FeMBB), ultra-massive machine-type communications (umMTC), extremely ultra-reliable and low-latency communications (eURLLC), long-distance and high-mobility communications (LDHMC), and extremely low-power communications (ELPC), respectively, in accordance with Section 2.1.

Based on the above-mentioned analysis, the following parameters are defined: $N$: the number of agents ($n \in [N]$), $a$: a joint action, and $\mu$: a joint high-level policy.
that learns to select slices to optimize an extrinsic team reward function that maps global state and joint action to a scalar reward. All agents have the same observation space and action space, while all agents take individual actions based on individual observations. In parallel, a low-level multi-agent RL can be considered at the regional edge (e.g., at the near-real-time RAN Intelligent Controller, RIC). These agents receive the chosen slice type from a high-level agent. Further definitions include the following: \( \pi \): a joint low-level policy: learns to choose primitive actions (choice of remote units (RUs) to cluster and choice of physical resource block (PRB) resources to assign) to produce useful and decodable behaviour (trajectory) by optimizing a low-level reward function. \( D = \{(z, \tau)\} \): data set of slice-trajectory pairs: each pair consists of the slice type chosen by a high-level policy and the corresponding trajectory (peak data rate, mobility, transmission power, latency, and whatever defines the slice types) generated by the low-level policy. Also, a slice decoder is considered, which calculates the probability of realization of the slice type given the trajectory produced by an agent in the low-level policy.

Thereby, a reward system of this two-level hierarchical approach is defined, where each agent considers:

- at a high-level policy, an **extrinsic system reward**, to conduct centralized training of high-level policies for cooperation and
- at a low-level policy, a combination of an **intrinsic reward** and an **extrinsic system reward**, to conduct decentralized training of low-level policies with independent RL.

To this end, five agents are considered that correspond to the five types of slices, i.e., FeMBB, umMTC, eURLLC, LDHMC, and ELPC. Each agent tries to find the proper slice type according to the request. The main objective of the developed solution is to maximize the use of available resources, which results in the maximization of the network capacity and sustainability aspects, e.g., energy efficiency. Figure 6.8 presents the reward of the multi-agent set. The reward system presents both agent rewards and the total reward. The general goal for the mixing network is to maximize the number of assigned resources. Therefore, the ascending plot shows the assigned resources, and therefore the network capacity is increased. The variation in the plot is due to the fact that, in this simulation, if the requests repeat asking for the same slice type which can be unavailable after a while, agents will receive their rewards for not assigning the wrong slice type, but the total reward may decrease as there are free resources.

It should be noted that the reward is considered to guarantee that trajectories are useful for the overall performance, while the intrinsic reward is considered to promote the association of latent variables with predictable behaviour. In other words, the intrinsic reward encourages the generation of distinguishable behaviour.
for different slices (only by doing so can the low-level policy produce sufficiently distinct “classes” in the dataset for the decoder to achieve high prediction performance).

The aforementioned approach offers a hierarchical decomposition in two key dimensions over agents, and across time, which is able to simultaneously address the difficulty of learning cooperation at the noisy low-level actions in stochastic environments, as well as the difficulty of long-term credit assignment due to highly delayed rewards. Hierarchical approaches may also reduce the computational complexity to address the exponential increase in sample complexity with a number of agents.

6.2.2.3 Energy-efficient joint network, compute, and storage resource allocation

Extending the multi-objective problem description presented in Section 6.2.2.2, to further optimize service deployment and operation in terms of sustainability, the E2E path of the traffic should be jointly optimized with the network, compute, and storage resource allocation. To that end, each service request corresponds to a service function chain (SFC) consisting of an ordered set of VNFs that should be efficiently deployed in the computational nodes of the network, ensuring that the VNFs are deployed in the exact order specified by the SFC and the capacity constraints of the nodes and involved links are not violated [38]. In addition, these VNFs can be also deployed in different forms, i.e., in VMs, containers, or unikernels, and different network locations, i.e., in MEC units for reduced latency, in data centres for reduced cost or in intermediate locations, as shown in Figure 6.4.

Hence, as already mentioned in previous sections, there is a trade-off between delay and cost that requires further study. On the one hand, MEC nodes (followed
by regional fog nodes) are closer to the UE and thus their selection should be prioritized over cloud data centres for delay-intolerant services, while at the same time, their limited resources in addition to the need for a compact size (due to their location very close or onto the antenna) make them expensive (high CAPEX) and also increase their OPEX. On the contrary, data centres are mainly located in distant locations, with very low rental prices and abundant available space, which enable deployments consisting of hundreds (or more) of server racks, thus leading to inexpensive abundant computational resources. However, their long distance from city centres constraints their use mainly to delay-tolerant services only.

The 6G transport network interconnecting the computation and communication nodes will consist of front/mid/backhaul (X-haul) links of different technologies and capabilities (i.e., both fibre and wireless links), calling for joint consideration of the access network and transport in the modelling process, i.e., optimization of both user association and traffic routing problems. For wireless X-haul links, an attractive solution lies in the use of millimetre-wave (mmWave) frequencies, due to their wide spectrum bands and high antenna gains compensating for the increased path loss in these bands [39]. In the access network, a combination of gNodeBs (gNBs) and a dense overlay of small cells (SCs) employing 5G-New Radio (5G-NR) frequencies, including mmWave, is expected.

In this context, resource allocation becomes challenging due to the high network and resource heterogeneity, resulting in a large number of strongly coupled decision variables. Hence, efficient resource allocation strategies should:

(i) jointly consider all different types of resources, i.e., communication, computational and storage, and technologies, e.g., 5G-NR, mmWave, fibre, as well as their constraints,
(ii) take into account the E2E network path from the traffic’s source to the destined UE to guarantee E2E optimality,
(iii) induce low computational complexity to enable near real-time decisions, while meeting the E2E delay target, and
(iv) achieve high energy efficiency.

Developing energy-efficient solutions serves a twofold goal: reducing the OPEX of the involved stakeholders (e.g., mobile network operators, infrastructure providers, etc.) and leading to environmentally friendly solutions by limiting the associated carbon footprint. In this context, energy-efficient online resource allocation solutions are needed to jointly solve the user association, traffic routing, and VNF placement problems while ensuring SFC chaining and guaranteeing the QoS of the service requests in 6G networks.

Therefore, in the following, a Heuristic for Energy-efficient VNF placement, traffic Routing, and user assOciation (HERO) is proposed aiming at maximizing
the network energy efficiency while ensuring low UE blocking probability. HERO consists of two steps, as shown in Figure 6.9. In the first step, the traffic path is selected (i.e., user association and routing are performed), while in the second one, VNF placement takes place, ensuring correct VNF ordering.

Initially, to ensure a high UE acceptance ratio, the UEs are sorted based on their service demands, giving priority to the UEs with the most delay-intolerant
services. For UEs with the same delay requirements, priority is given to the UEs with higher rate demands. Then, for each UE, a weighted graph is constructed from the service traffic source to the UE with all feasible links and their respective power consumption acting as weights. HERO calculates the k shortest-weighted paths and starts with the first, as long as it satisfies the delay and link capacity constraints, taking into account the decisions for the already examined users. Otherwise, the next path is selected until either a path that satisfies all constraints is found or there are no other paths. In the latter case, the UE is blocked and HERO proceeds with the next as long as there is one.

After a valid path is found for the current UE, HERO proceeds to the second stage, where the UE VNFs are placed. To that end, for each VNF, following the order of the UE SFC, a list is constructed with all the available computational nodes based on a parameter denoted by H, which is equal to the sum of the normalized node centrality (closeness), the normalized node computational capabilities (cy), and the node central processing unit (CPU) utilization. The latter is equal to (a) 1 when the studied VNF can be placed in the examined node without initiating a new VNF instance, (b) 0.1 when there is enough computational capacity to host the studied VNF in the examined node, but a new VNF instance is required, and (c) 0 otherwise. Subsequently, the node with the highest H for the selected VNF is selected, as long as it has sufficient computational resources to host it. Otherwise, the node with the next highest H is selected, until either the VNF is placed or there is no other node to examine in the selected path. In the latter case, the algorithm returns to stage 1 and the next path out of the k calculated is examined. The process is repeated for the new path until either all VNFs of the UE are placed or there is no other path to study and the UE is blocked. In case all UE VNFs are placed, the network conditions are updated, and the algorithm proceeds to the next UE. The aforementioned steps are repeated until all UEs are examined.

Subsequently, the performance of HERO is compared with the optimal solution (a detailed analysis of the employed model can be found in [39]), and two state-of-the-art solutions, i.e., Holu and BCSP, are both proposed in [41]. These approaches first place the VNFs and then decide upon the traffic routing. In particular, Holu places the VNFs on the computational node with the highest closeness centrality and CPU utilization, and then it chooses the traffic route with the lowest power consumption that satisfies the E2E latency requirement of the service request, whereas the BCSP places the VNFs on the computational node with the highest betweenness centrality and selects the least delay route that satisfies the E2E latency requirement of the service request.

Provided that the state-of-the-art algorithms do not account for user association, the default selection criterion is applied in both, i.e., the users connect to the BS that provides the highest signal-to-interference-plus-noise ratio (SINR).
In Figure 6.10, the normalized (in comparison with the optimal solution) energy efficiency (in bits/Joule) and computational time (in logarithmic scale), respectively, are depicted for all studied algorithms versus different numbers of UEs. As can be seen, HERO provides a very good trade-off between energy efficiency and complexity compared to the other approaches, achieving up to 78% of the optimal value, with up to 742 times lower complexity. It is worth noting that all algorithms have a 100% user acceptance ratio in all cases, except for BCSP which is a little lower for high-load traffic. This is due to the fact that, in BCSP, the CPU utilization of the computing nodes is not taken into account, resulting in less efficient VNF placement which, under higher traffic load, can lead to few UEs being blocked.

Compared to Holu and BCSP, HERO achieves up to 60% and 86% higher energy efficiency, respectively, while keeping the complexity low, as shown in Figure 6.10. This is due to the fact that HERO additionally considers user association as part of the optimization problem leading to higher flexibility at the expense of a little higher complexity. On the other hand, in both Holu and BCSP, the serving BSs are already decided (based on the best SINR criterion) and then the optimal VNF placement and traffic routing from the UE traffic source to its serving BS are performed.

It can also be observed that the power consumption of the optimal and HERO are scaling better than the state-of-the-art with increasing load (HERO still achieves 68% of the optimal energy efficiency value when N = 40).

As a final remark, the performance gains of the proposed algorithms justify the motivation of this work that user association, VNF placement, and traffic routing should be jointly considered to guarantee true optimal E2E network performance.
6.2.2.4 Energy and EMF-aware joint network and compute resource allocation

This section focuses on a typical computation offloading setting, as depicted in Figure 6.11, where, for the sake of simplicity, one device (e.g., a robotic arm) continuously generating data at a given rate is considered. According to the architecture presented in Figure 6.4, the investigated scenario relates to the interaction between end users (UE) and a gNB with MEC resources, i.e., the access network links, involving the elements located on the left-hand side of the figure. A more complex multi-user scenario, with a more detailed technical presentation, can be found in [36]. In case of (communication and computation) power and/or EMF exposure requirements, a device may be forced to proactively drop some of the incoming data traffic, in order to match the real capacity of the system, under finite E2E delay constraints. It is possible to model this through the tandem queueing system (with communication and computation buffer) qualitatively illustrated in Figure 6.11, with a fictitious control valve, used to dynamically limit the arrivals.

The idea is to proactively drop offloading requests, in order to ensure that the accepted offloading traffic is served within a finite E2E delay (i.e., the tandem queueing system is stationary stable). A joint optimization problem is cast to maximize the overall data offloading rate of the system (i.e., ratio of accepted arrivals), under constraints on (i) long-term device power consumption, (ii) long-term computing power consumption, (iii) EMF exposure in predefined zones in space, with a long-term average measure, as typically recommended by international regulation bodies [42], and (iv) E2E delay constraints.

The optimization variables generally involve wireless (bandwidth, transmit power, radio scheduling, etc.), and computing resources (CPU scheduling, workload placement, etc.). A possible solution, based on stochastic optimization, can be found in [36], with theoretical analysis inspired by [43, 44], and [45].

In Figure 6.12, a first set of results is shown, representing four metrics (normalized to their maximum value – except for the delay), all as functions of the arrivals.
delivery ratio (i.e., the ratio of accepted arrivals into the system, served within finite E2E delay – which is 100% in case of zero proactive drops): (i) the average device transmit power (Figure 6.12(a)), (ii) the average computing power (Figure 6.12(b)), (iii) the average EMF exposure (Figure 6.12(c)), and (iv) the average service E2E delay (Figure 6.12(d)).

Results are shown for different values of computing load (CPU cycles to be performed per offloaded bit). First, it can be noticed how, obviously, a higher delivery ratio costs higher power consumption for all network entities, as well as higher EMF exposure. Moreover, for almost all settings, the delivery ratio reaches reach 100% (left-hand points of the plot), with all entities working below their maximum power. This suggests that the connect-compute network capacity is able to afford the injected traffic arrival rate. However, for \( \omega = 150 \text{ CPU cycles/bit} \), the delivery ratio decreases, and, at the same time, the computing power reaches its maximum, meaning that the computing capacity is saturated by such computational load. This also reflects on the average E2E delay (Figure 6.12(d)), as the arrival rate is close to the maximum service rate and becomes even more obvious for \( \omega = 200 \text{ CPU cycles/bit} \), due to the higher computational load. Also, for
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Figure 6.13. Network KPIs/KVIs versus normalized computing power.

ω = 200 CPU cycles/bit, the delivery ratio drops down to 70%. On the other hand, the device’s average transmitting power never exceeds 2%, suggesting that network arrivals are limited by the computing capacity. The latter is an example of a connect-compute wireless network setting, whose capacity is limited by computing capabilities.

Building on the previous results, different regions can be explored, namely, communication and computation capacity limited ones, from a sustainability perspective, by explicitly imposing network power consumption constraints, in order to attain the best offloading performance in terms of delivery ratio, while guaranteeing predefined network footprint bounds (such as energy and EMF exposure). The latter, under the same joint communication–computation resource allocation framework.

To this end, Figure 6.13(a) depicts the different KPIs/KVIs as functions of the normalized computing power, set as a threshold and controlled through the stochastic optimization-based algorithm, with a predefined E2E delay requirement of 60 ms in this simulation. First, in the case of full computing power, it can be noticed that, in the proposed setting, the system is not able to accommodate all requests (delivery ratio under 100% in all cases), while the device normalized transmit power is always below 40%. Again, this suggests that the system is limited by the computing capacity.

Therefore, as a final example, it is worth considering a communication capacity-limited example. As such, it is enough to take the last example, in the case of 100% computing power consumption, and set, as a requirement, a normalized average transmit power below, e.g., 15%. The result is shown in Figure 6.13(b). It can be remarked how the method is able to guarantee the predefined constraint (see the horizontal black dashed line). However, with respect to the previous example with 100% normalized computing power availability, the delivery ratio decreases, suggesting that the system has passed from a computing to a
communication-limited condition. The latter observation is furtherly validated by the drop in needed computing capacity, due to the fact that the computing rate is relieved by the limiting communication resources.

This section has introduced the concept of bottleneck identification in connect-compute networks, in relation to different sustainability-oriented constraints (involving energy and EMF exposure), with performance indicators including data offloading rate and E2E delay. The idea is to let the network autonomously identify the bottleneck and proactively drop offloading requests to guarantee energy (entailing communication and computing), EMF exposure, and E2E delay requirements. Future direction towards fully Connect-Compute-Control Co-design (CoCo-CoCo) will finally assess the performance of special purpose functionalities in next-generation wireless systems (6G). In particular, no evaluation of the impact of proactive dropping (e.g., packet loss rate) is presented in this section.

6.2.3 Sustainability Enablers at the Service/Application Layer

Traditionally, networks are regarded as a bit pipe for applications, sufficient in terms of QoS. This means that the stochastic behaviour of networks is not part of the application design and conversely, the application does not interplay with short-term network behaviour. However, the sustainability of the whole system can also be achieved by developing a joint understanding of the overall goal across network and application layers.

This section highlights how application-aware networks can reduce energy as well as network resource consumption to contribute to higher sustainability. This may be achieved as the network can understand the meaning of the data to be transmitted (semantic communication) and is subsequently able to optimize the network behaviour thereupon.

6.2.3.1 Sustainable application-aware networks

The joint modelling of control and (possibly fault-prone) communication provides crucial insight for a codesign that targets to ensure dependable application behaviour and at the same time reduce wireless network resource consumption for better sustainability. It is well-known that operating a closed control loop requires timely data, otherwise the control loop might become unstable. However, as control applications are also oversampled for better smoothness [46], a few packet losses can typically be tolerated as long as not too many occur. A classical design methodology would attempt to reduce the overall packet loss rate of the system, which significantly increases the energy for every single transmission. However, the actual goal is to guarantee a given data timeliness (“freshness”), which enables to spend less energy in cases where the most recent transmission was successful and to only
gradually increase the transmission energy upon an increasing number of consecutive packet losses. What constitutes “loosing too many” may be investigated through a Markov jump linear system (MJLS) modelling approach and will be outlined in the following.

MJLS theory enables deriving stability boundaries for linear-time-variant (LTV) control systems that can be described as a set of switching linear-time-invariant (LTI) control systems as long as the switching behaviour can be modelled through a Markov Chain, i.e., the probability of being in a state at time $t = t_0 + 1$ only depends upon the state at time $t = t_0$ (and not any $t < t_0$) [47].

With a system model consisting of four different operating modes (uplink and downlink; only uplink; only downlink; and none), the Markov chain defines the temporal packet loss dependencies. A temporal packet loss correlation coefficient $-1 \leq \rho \leq 1$ may be defined, ranging from fully negative correlation ($-1$: a second packet loss cannot occur after a loss) to fully positive correlation ($1$: upon first packet loss, all packets until a maximum boundary $K$ will also be lost).

As expected, the results show that a negative packet loss correlation is highly beneficial for closed-loop control applications, as demonstrated here for an example AGV use case (compare Figure 6.14). A negative temporal packet loss correlation leads to short packet loss sequences and therefore stabilizes the control application. In this context, the “meaning” of a packet equals the time that has passed since the last successful transmission, which not only constitutes a simplification over more sophisticated modelling approaches but also greatly reduces complexity and enables more general insights. Here, a more sustainable operating point would be to allow for energy-efficient, resource-efficient best-effort transmissions if the time since the last successful transmission is low and to increase the packet success probability (decrease energy efficiency) as the time since the last successful transmission increases, and therefore, packets’ importance increases.

It was previously shown that negatively correlating packet losses has a beneficial impact on control stability. On the network side, this can be achieved by spending increasingly more resources, depending on the number of packets that have been recently lost. In the following, a multi-connectivity network scenario is targeted. The Markov model in Figure 6.15 is used to describe the state of the current service:
a service is considered in state $s_k$ with $k \in \{0, \ldots, K\}$, where $k$ denotes the number of consecutive packet losses that occurred immediately before entering $s_k$. For instance, in $s_2$, the last two transmissions failed. Consequently, when a transmission succeeds (green transitions), the state $s_0$ is entered. Whenever a packet is lost (red transitions) with transition probability $\tilde{p}_k$, the state index is incremented by one. The rightmost state $s_d$ denotes the failure state and refers to $K + 1$ consecutive packet losses. All other states are considered up.

This model allows determining the probability of entering the down state $s_d$ subject to changing the state-specific transition probabilities that may be influenced by increasing the number of parallel links, increasing transmission power, and so on. Figure 6.16 shows how the mean time to failure (MTTF), i.e., the mean time until $s_d$ is reached, can be shaped by assigning resources according to the time that has passed since the last successful transmission. $p_{\text{loss}}$ constitutes the per-link packet loss probability. The plots for the traditional network design (red) show that if the application may tolerate an increasing number of consecutive losses (increasing $K$), the gain in terms of MTTF is only marginal. On the other hand, if the resources may...
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be increased in a state-aware fashion, the MTTF increase is tremendous (green lines compared to red lines), all while not spending additional resources. For example, if three consecutively lost packets can be tolerated (but not four, see solid lines), the MTTF can be increased from \(\sim 30\) min to \(> 10\) years (1,000,000x improvement) when assuming a best-effort packet loss rate \(p_{\text{loss}} = 10\%\).

6.2.4 Cross-layer Sustainability Enablers

Supplementing the novel sustainability enablers of previous sections, this section focuses on cross-layer sustainability enablers, highlighting the 6G key technology of digital twining and how this can lead to sustainable networks. Further sustainability gains can be achieved by the combination of the aforementioned techniques with renewable sources of energy, targeting at environment-friendly network solutions.

6.2.4.1 Sustainable radio-aware digital twin

*Digital Twins are an up-to-date digital/virtual representation of a physical asset or process that can simulate or predict the status of the process.* They are expected to optimize operations and enable higher levels of productivity and efficiency which in turn makes the operation more sustainable.

A controlled environment is considered, such as a fully automated factory with few or no humans on the factory floor, and where positions of the terminals and access points are known and/or can be controlled. In this scenario, a digital twin of the radio propagation environment is targeted, which is a radio-aware digital twin. Given the locations of the access points and positions/trajectories of the terminals, the radio-aware digital twin can predict link conditions through ray tracing or machine learning models for pro-active, anticipatory, intent-based resource allocation, and beam management to improve network capacity and reliability. This framework can also be utilized to optimize the energy efficiency of the network through trajectory and network planning.

Therefore, in the following, a radio-aware trajectory optimization strategy of an automatic guided vehicle (AGV)/unmanned aerial vehicle (UAV) is described for a mission (for instance, video surveillance) under certain constraints, which may include:

- a time constraint within which the AGV/UAV must reach the destination
- a data rate constraint that may have to be satisfied at every point along the trajectory with high reliability (e.g., for control traffic).

Under these constraints, minimization of the total energy consumed by the AGV/UAV is targeted to improve sustainability.

In this regard, the shortest path between the start and destination points is selected as the baseline. This solution provides the lowest flight time and also
consumes the lowest energy as the overall energy consumption is dominated by flight. However, this solution may violate the minimum data rate required for command and control and hence may be infeasible for practical use.

To solve this optimization problem, a radio-aware digital twin is adopted to generate a radio-environment map (REM) which contains estimates of the path loss as well as the interference, as shown in Figure 6.17. The REM in Figure 6.17 is the path loss as seen by a UAV flying at a height of 50 m over a 2 sq. km area (although the rest of the section focuses on UAVs, the idea can be also applied to AGVs). Such a REM can be obtained with ray tracing or training a machine-learning model with previously collected data. In addition, the energy consumption can be modelled accurately based on the size of the UAV and the payload carried. It is also straightforward to include the energy required for hovering, turning, taking off, and landing, as well as flying at a certain speed. The model also factors in wind relative to the UAV’s direction.

Figure 6.18 shows the flight time and data rate for three different algorithms: the optimal solution, a greedy solution, and the shortest path. As mentioned before, the shortest path has the shortest flight time and the lowest energy consumption as the energy consumption is almost directly proportional to and dominated by the flight time. However, the shortest path also has the lowest aggregate data rate and may be infeasible as it may not satisfy the minimum throughput required for command and control traffic.
A simple alternative is a greedy algorithm where the UAV trajectory and speed in the next instant are solely based on a weighted combination of the currently observed path loss (as a proxy for data rate) and energy consumption. While the greedy algorithm offers a much higher data rate than the shortest path, the flight time is shown to be considerably higher, which implies a higher energy consumption.

Finally, the optimal algorithm, which uses dynamic programming to optimize a weighted sum of the path loss and energy consumption, can be seen to offer the highest aggregate data rate but at a much lower flight time when compared with the greedy path, resulting in energy savings of about 25% with respect to the greedy algorithm. In a practical deployment, where it would be necessary to minimize the overall energy consumption to meet sustainability targets, weighting the energy consumption higher than the data rate would result in higher energy savings at the cost of lower throughput.

Note that the proposed algorithm that can optimize the flight time and minimize power consumption is possible only with a REM that is provided by a radio-aware digital twin.

### 6.3 Summary and Outlook

This chapter presented the European view on the key sustainability enablers of 6G networks. Sustainability was captured from two perspectives: (i) **Sustainable 6G**, referring to the need for 6G itself to be sustainable and mapped to network energy efficiency as well as material efficiency (circularity) and environmental footprint, and (ii) **6G for Sustainability**, referring to 6G as an enabler for sustainable growth
in other markets and value chains. Three main targeted KPIs were identified, and a number of key sustainability enablers were detailed in order to meet them. The sustainability enablers were divided into four categories based on the way they achieve sustainability: (i) the enablers at the deployment level that include architectural innovations (disaggregated and virtualized RAN) or hardware innovations (energy-neutral devices); (ii) the enablers at the management/orchestration level (of algorithmic nature) that target at network operation efficiency maximization (sustainable resource allocation); (iii) the ones at the service/application layer (application-aware networks); and (iv) the cross-layer sustainability enablers (sustainable radio-aware digital twin) that include innovations in two or more layers, respectively. Although this chapter focuses on the sustainability enablers that target at solving specific problems, it is worth noting that there are many other problems closely coupled to sustainability that require attention, such as the network operation under a limited energy/power budget (e.g., in battery-powered devices) and consequently the optimal power allocation in such a setup. Furthermore, given that the efficient network operation is closely related to its energy efficiency, key enabling technologies presented in other chapters, such as AI, detailed in Chapter 5, are expected to play a key role, as discussed in Section 6.2.2, while allowing many more devices to connect to the network than is possible today. All in all, it can be concluded that “sustainability is about to be a core building block of 6G and 6G a core building block of sustainability.”
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7.1 Introduction

While programmability has been a feature of network devices for a long time, the past decade has seen significant enhancement of programming capability for network functions and nodes, spearheaded by the ongoing trend towards softwarization and cloudification. In his context, new design principles and technology enablers are introduced (Section 7.2) which reside[2] at: (i) service/application provisioning level, (ii) network and resource management level, as well as (iii) network deployment and connectivity level.

At the service/application provisioning level, the exposure of Application Programming Interfaces (APIs) from the network core and edge creates new opportunities to third parties for interaction with the network [1]. The work of 3rd Generation Partnership Project (3GPP) SA6 towards vertical application enablers
VAEs) is a representative paradigm in this field. At the network and resource management level, there are disruptive changes at all the domains of the service provisioning chain. Key enablers can be considered the adoption of the cloud-native approach from the communication service providers (CSPs), as well as the recent work from Open RAN Alliance (ORAN) towards vendor-agnostic management of radio access components. Finally, at the network deployment and connectivity level (including edge compute capabilities exposed to third parties), the deployment of private networks is well specified already, while the concepts of the Cell-Free paradigm and the provisioning of a connectivity mesh topology to end devices are expected to support the vision of a truly flexible access network.

In this context, disruptive architectural and service concepts emerge, anticipating multi-connectivity structures (multiple coordinated point-to-point connections), potentially including edge compute and third-party service function chains. In addition, service abstractions, programmability features, and new application with capabilities to interact and negotiate with the network, are being developed accordingly. The notion of third party is re-contextualised, including two main views: (i) one is within the 6th Generation (6G) system (platform), for network applications that are developed by third parties and (ii) the other is on top of the 6G system (platform), for services provided from third parties through the system (platform) and might be specific to a vertical.

Due to the above-mentioned multilevel evolution, a total transformation of the conventional mobile networks is expected towards operating as open service provisioning platforms. The cornerstone of this transformation is the definition of common interfaces and reference points that enable interaction by third parties with the network functions and nodes at any of the above-mentioned levels and for all the communication planes (control, management, and data plane).

The realization of such interaction is facilitated through various types of interaction-enabling frameworks (representative frameworks can be found in Sections 7.3, 7.4, 7.5, and 7.6) that on their southbound can securely consume native APIs and access network nodes (e.g., switches, gNBs, and NFs of network core) to on-board new applications or enforcing new policies, while on their northbound they can expose (e.g., vertical-oriented) services to support any kind of network-aware application and services (see Figure 7.1). Those frameworks shall take advantage of programming languages, such as the protocol-independent packet processors – P4 [2] (further explained in Section 7.5), as well as common data models, such as the OPC UA³ information models which refer to vertical-specific companion specifications for the industrial/manufacturing nodes.
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Programmability Frameworks

Technology enablers for exposing to third parties network resources and services

- Network deployment and connectivity level
  - 5G NPN deployment
  - Cell-free and mesh connectivity
  - Multi-RAT support

- Network and resource management level
  - Cloud-native and Microservice principles
  - Access network management (Open RAN)
  - TSN switches and Packet processing (P4)

- Service and application Provisioning level
  - Network core exposure
  - Vertical Application Enablers
  - Network analytics (NWDAF)

Figure 7.1. Enabling interaction of verticals with the underlay network.

Overall, the implementation of frameworks that exploit common/standardized languages, APIs, and data models provides the means for the enforcement of programmability in the next-generation networks, a concept that incorporates the capability of a device or a network to accept a new set of instructions that may alter the device or network behaviour [3]. A representative example of the programmability potential is the concept of intent-based network (IBN) which has emerged to introduce a layer of artificial intelligence (AI) in the 6G networks. It promises to solve problems of traditional networks in terms of efficiency, flexibility, and security [4, 5]. This technology has revolutionized the way that interaction is performed with systems by starting to communicate through intents. This paradigm is further studied in Section 7.7.

From the business perspective, the above-mentioned programmability frameworks create a new potential around the development of the so-called network applications. Network applications (or Network Apps) are third-party applications that interact (through standardized APIs) with the network to provide network- or vertical-oriented services. Network applications provide network- or vertical-oriented services, meaning that they can assist/enhance either the network operation/management or the vertical application. As third-party apps, the Network Apps should interact with network functions/nodes though open and
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4. For instance, in the EVOLVED-5G project, a related contribution to 3GPP SA6 work has emerged (3GPP/TS 12/3GIAA/Ph2 Rel.17: Contribution “Support of DN performance analytics by NWDAF” – S2-2101388) under the scope of extending the NWDAF analytics APIs so that network applications can retrieve data from vertical apps, and the NWDAF build performance analytics and predictions by using inputs from network applications.

5. The ICT-41 projects (5GPPP, phase 3, part 6 projects), work towards providing network applications that fulfil needs and requests from various vertical industries, e.g., automotive (5GIANA, 5GASP), Industry 4.0/manufacturing (5GINDUCE, EVOLVED5G, 5GERA), transport & logistics (VITAL5G, 5GERA),
standardized interfaces/APIs that can reside at any plane (user, control, management) or any domain (core, radio, transport). To support the Network Apps lifecycle, experimentation facilities emerge, which share common principles and functionalities as summarized in Section 7.8 (for more information, see [14]).

7.2 Technology Enablers for Network Programmability

Towards the 6G era, a continuous evolution of mobile systems is foreseen, by the introduction of new design principles and technology enablers. Considering network programmability, those enablers, could reside at: the service/application provisioning level, the network and resource management level, as well as the network deployment and connectivity level.

7.2.1 Enablers at Deployment and Connectivity Level

At the deployment level, programmability can be facilitated by the introduction of on-demand deployment capabilities as well as through extensibility at the access and transport domain. On the one hand, the concept of on-demand deployment refers to the effort towards creating the technologies and the business potential for establishing mobile networks in a similar way that local area networks are currently deployed. This refers to the concept of 5th Generation (5G) private networks [4]. On the other hand, extendible deployment refers to the interfacing capabilities that mobile networks provide for engaging other network technologies at the transport and access domain, such as the N3WIF – Non-3GPP Interworking Function or the Time-Sensitive Networking (TSN) gateway. All these concepts transform the monolithic communication infrastructure of a mobile network (conventionally dedicated to only mobile network customers) to a platform that can engage different access and transport technologies (i.e., support different types of devices and protocols) and can be fully accessible by the vertical provider when it comes to private and ad hoc developments.

7.2.1.1 Non-public networks

Already, 5G has brought the concept of the so-called 5G non-public networks (5G NPN) [4]. 5G NPN refers to a 5G system deployment that is dedicated to providing 5G network services for private use (i.e., to a specific organization, e.g., inside a factory). Such a network is deployed on the organization’s premises, for instance, inside a factory. The introduction of such networks is beneficial for the verticals for a series of reasons, but, mainly due to the potential to isolate from other (public) media (5GMediaHub), public protection and disaster relief (5G-EPICENTRE, 5GERA, 5GGASP), healthcare (5GERA).
networks and the capability to provide to the vertical users administrative and management services on the mobile network. This isolation is desirable for reasons such as performance, security, and privacy. For those reasons, the actual implementation and utilization of NPN are expected to be part of 6G networks as well. Already there are a few deployment options for the 5G NPN that can be primarily clustered into two groups.

- **Standalone non-public network**: an isolated network operated by an NPN operator. The NPN operator can be either the vertical itself, by using locally available 5G spectrum, or by an operator (that potentially deploys also the NPN at vertical’s premises), by using licensed 5G frequencies. The key aspect in this category is that deployments do not rely on network functions provided by a public network.
- **Public network integrated NPN**: a non-public network deployed with the support of a public network. The above-mentioned support can include different levels of interaction with the public network at any domain of the service provisioning chain (RAN, edge, or core). The key enabler for this deployment is the concept of network slicing.

### 7.2.1.2 Non-3GPP interworking function

From the previous generation of mobile networks, has emerged the potential to unify heterogeneous access networks to mobile cellular technologies (e.g., [6]). 5G materializes this potential, by exploiting the concepts of untrusted non-3GPP access (introduced in Release 15), and trusted non-3GPP access (introduced in Release 16 [7]). This is realized by the addition of non-3GPP access network and wireline access support via the Non-3GPP Interworking Function (N3IWF) component, i.e., the same 5G core network (CN) is used to provide services to a wide range of wireless and wireline access technologies, enabling integration and convergence between new and legacy networks. The way that this concept will be exploited in 6G networks is to be defined; however, the combination of multiple access technologies under a common control and management system is a key feature that has not yet revealed its full potential.

### 7.2.1.3 Support of time-sensitive networking

Today, the vast majority of communication technologies used in manufacturing are various Ethernet-based technologies (e.g., Serco®, PROFINET®, and EtherCAT®) [8] and field buses (e.g., PROFIBUS®, CAN®, etc.). To overcome this
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heterogeneity, the objective of the IEEE TSN task group\(^7\) is to provide deterministic services through IEEE 802 networks, i.e., guaranteed packet transport with bounded latency, low packet delay variation, and low packet loss. There have been defined several standards covering aspects, such as synchronization, stream reservation, pre-emption, scheduling, and *Frame Replication and Elimination for Reliability*. Thus, TSN is an important functionality of industrial communication networks. Such industrial communication networks are usually IEEE 802.1-based networks with Ethernet links (non-3GPP networks). The IEC/IEEE 60802 profile\(^8\) specifies the application of TSN for industrial automation and describes what a mobile network (5G or beyond 5G) needs to support. The challenge in future networks is the proper integration of mobile and TSN networks as it requires the acquisition of service requirements that are not yet in the scope of the current 5G QoS framework. This is also related to the capability to achieve end-to-end URLL (ultra-reliable and low latency) communications.

### 7.2.2 Enablers at the Management Level

At the management level, programmability can be materialized by the cloud toolbox (which has recently supported the network slicing concept) as well as by the design of a flexible and scalable interface with the access and transport domains of the network. The first concept is based on the way that has been followed for the design of the service-based architecture (SBA) \(^9\). 3GPP defines the SBA as a set of functional components, known as interconnected network functions (NFs), where each one can use standardized interfaces, or service-based interfaces, to access and consume services of other NFs through an API-based internal communication. Towards 6G, the software industry investigates the capability to improve the modularity of services that are offered through the current SBA. In this context, a service can be broken down into fundamental service components, allowing third-party developers to mix and match components from different vendors into a single service chain.

For the second concept, programmability in the radio access domain is studied by the O-RAN Alliance, through the so-called functional split concept where the functionality of the RAN is softwarized and migrated to enable monitoring and automation services. In a similar way, for the transport domain, programming
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languages like protocol-independent packet processors – P4 [2] can be exploited for end-to-end forwarding management and performance monitoring.

With the above-mentioned concepts, the management capabilities at the service provisioning chain are expanded due to the usage of the cloud toolbox, while a use case-specific parading is born where third-party solutions can provide network automation and control solutions on top of flexible access and transport features (e.g., O-RAN and P4-programmability).

7.2.2.1 Cloud-based services

The softwarization/cloudification of the NF (i.e., their implementation as virtual network functions (VNFs) or containerized network functions (CNFs)) is an evolution that brought cloud-based management services to the telecommunication sector. Indeed, extensive capabilities and tools primarily designed for cloud-native applications are provided based on the following aspects:

- **Realization of Core NFs as Micro-Services**: The realization of the 5GC NFs as micro-services (on containerization engines) provides capabilities, such as agile 5GC creation and flexible deployment, while it enables automated and lightweight lifecycle management. The main benefits are (i) the stateless implementation of the NF that facilitates the on-the-fly migration of the 5GC functions in different domains (e.g., to the edge) and (ii) the highly efficient sharing of the infrastructure resources. The cost for those benefits is the complexity of network-based chaining of the containers, as well as the additional computation cost required for the APIs to expose and consume processes.

- **Adoption of Agile software development methods**: This is a requirement of the new era in service provisioning, where the services should be able to continuously and easily update with improvements that reflect changing market demand. Such an approach is the DevOps methodology that integrates software development and IT operations.

In the same context, network slicing has emerged as a cutting-edge technology that allows for the creation of multiple virtual networks on top of shared physical infrastructure, allowing operators to provide portions of their networks that meet the needs of various vertical industries. A network slice is a collection of multiple sub-slices from various domains, such as the Core Datacentre, the transport network, and one or more edge locations. A key tool for the realization of network slices is the exploitation of ETSI VNF principles and existing frameworks, such as the Open-Source MANO9 (an ETSI-hosted project to develop an Open Source

NFV Management and Orchestration software stack aligned with ETSI NFV). By providing specialized virtualized network slices for each vertical, network slicing will play a crucial role in addressing a variety of vertical applications. This is because new interactions and uses are anticipated to be brought about by the future ecosystem of smart connectivity. Section 7.3 provides a related solution, specified to the management of interconnected network slices though a logical network-as-a-service (LNaaS) approach.

Already network slicing tools have been released, such as the Katana Slice Manager\(^ {10}\) and the Open Slice framework.\(^ {11}\) In general, a network slice manager gets network slice template (NEST) for generating network slices through the north bound interface and offers the API for controlling and monitoring them. From Release 16 and onwards, 3GPP is working on providing higher flexibility and better modularization of the 5G System for the easier definition of different network slices and to enable better re-use of the defined services. Towards the enhanced service-based architecture (eSBA), as defined in Release 16, a service communication proxy (SCP) is introduced that can have a role in service selection, load balancing, and other common functions. This is an effort that supports the transformation of 5GC architecture to be as much compatible with cloud native as possible.

### 7.2.2.2 Procedure-based service structure – organic architecture

All the telecommunication network architectures were based on the concept of network functions as representing the basic functional element of a telecom network defined and standardized by its input interfaces, output interfaces, transfer function, and subscriber state. Ultimately, a network function is a system by itself that functions independently of other network functions which enables their parallel development and testing in isolation preparing them for system interoperability tests.

However, the complete independence of the network functions as part of the same subscriber connectivity service has significant limitations, which increase the complexity of the overall system, as illustrated in Figure 7.2:

- Maintaining a logically independent state in each of the network functions is creating an information multiplication as well as it requires many messages to be exchanged between the components, especially the acknowledgment that a specific step of a procedure was executed correctly. The additional steps create additional synchronization and scheduling functionality in the components themselves as well as prolong the end-to-end procedure duration.
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The state and the transfer functions are directly bound to each other. No matter if the subscriber state is grouped in a separate *Unstructured Data Storage Function* as in the 5G core network, it still must be fetched for at the beginning of the execution of each procedure step, modified, and pushed back at the end. These steps are executed in each of the network functions which receive the messages during the procedures inducing an additional execution delay.

For the system to easily interoperate, the input interfaces must be clearly defined. This complete definition is also defining which type of messages can be received and processed. When aiming to introduce a new network function into the system, it must either use the existing input interfaces, thus the existing limited exposed functionality, or would require the modification of the other network functions. Considering that the 5G core network already has a very high split of functionality, when aiming to introduce a new service, represented by one or more new network functions, many interfaces would need to be modified. Due to this large entanglement, the system behaves highly monolithically in regard to adding new functionality.

However, as the core network functionality is expected to remain software only, the current network function concept does not have to be maintained. Instead, other concepts from Information Technologies (IT), specifically from web services can be adopted for a more flexible [10], reliable [11], and less complex network system [12]. Instead of splitting the functionality into network functions to describe different functionality in the core network, the network is split directly into services, as illustrated in Figure 7.3.

First, the core network is seen as a single large web service able to offer multiple services directly to subscribers. The user equipment (UE) is communicating with a single front-end component. The front end has very similar functionality to the proxy-call state control function (P-CSCF) in the IP multimedia system (IMS).

Instead of splitting the processing of the workers based on network functions, a new split is considered based on the procedure that has to be executed by the
system. Depending on the type of request transmitted by the subscriber, the front end will send the requests to a specific worker which will execute all the steps of a specific procedure. After receiving a request, the worker is fetching the subscriber state from the database. Using the request and the subscriber state information, the worker will process all the steps of the request and generate new state information to be pushed to the database and the response to be transmitted to the subscriber.

Adapted to the current 5G network functionality, the concept will translate into the following functional split, illustrated in Figure 7.4.

**Front end** – a network component that receives all the requests from the UE. A security association is created with the FE during the initial authentication and authorization. This secure session is used to exchange all the messages of the UE. For this, a connection state is maintained with the UE. However, this state is independent of the connectivity service state as provided by the packet core. It represents only the secure association with the core network and not the subscriber connectivity session. And this could be skipped, although not recommended, if secure
communication of the UE is not a requirement. The front-end role is like the access and mobility function (AMF) role in the 5G architecture in receiving the non-access stratum (NAS) messages of the UE. Also, it schedules the messages to specific workers, like the AMF for session management.

**Workers** – the workers are stateless components that execute the specific procedures of the core network and respond to the specific services. As a minimal example, the following basic services are considered:

- **Access control, authentication, and authorization** – this worker is executing the registration procedures with all their steps being equivalent to the 5G core AMF and authentication service function (AUSF) and to the 4G mobility management entity (MME).
- **Connectivity management (idle mode)** – a single service handling all the functionality related to the entering idle mode state, the subscriber-related tracking, service activations, and paging.
- **Mobility management** – facilitates the UE handover procedures similarly to the 5G NG Application Protocol (NGAP) UE. Compared to the 5G system, it is in charge of the execution of the handover procedures as well as the execution of the resource reservations during handovers, previously executed by the session management function (SMF).
• Session management – enables the resource reservations for the UE including dedicated resources. This worker is equivalent to the SMF main functionality.

**Subscriber state** – the subscriber state includes all the information that the core network maintains for a subscriber. With all the information maintained in the same place, there is no need for additional procedures of synchronizing state. This would significantly reduce the number of messages required for the communication.

### 7.2.2.3 Flexible and scalable management of access network

The potential to split the radio access domain has emerged as an effort to softwarize as much as possible from the access functionality. This allows for (i) hosting centrally management functionality, a choice that can lead to an optimal (at the system level and not as conventionally at the base station level) management of multiple radio access nodes, (ii) supporting the networks slicing concept to the far edge of the service provisioning chain (access part of the network), and (iii) enable RAN management applications based on automatic control loops. Such an approach requires vendor-agnostic interoperability among different components, such as the central units, the distributed units, and the radio heads. In this direction, common interfaces are developed and open challenges are addressed by the O-RAN Alliance.

O-RAN Alliance was founded as a group of vendors, operators, and academic contributors towards producing standards to allow an inter-operable Open RAN deployment. It was formed by a merger between two different organizations, the C-RAN Alliance and XRAN forum. Three main control loops are defined in O-RAN architecture, as presented in [13]. They run in parallel and they interact with each other depending on the use case.

- Non-real-time RIC control loops have a timing of 1 second or more. rApps are used in this control loop as an independent software plug-in to provide extra functionality.
- Near-real-time RIC control loops have executing time between 10 ms and 1 second. xApps are used in this control loop to provide extra functionality.
- O-DU Control loops have a timing of less than 10 ms, but it should be noted that it is still not standardized as of yet by O-RAN, and the main focus is on the first two control loops.

Section 7.4 provides a representative solution for hardware and software programmability at the RAN domain, based on FlexRIC [14], which is in line in line with the reference O-RAN RIC approach, and provides better performance compared to the O-RAN’s reference implementation.
Flexible and scalable management of transport network

In an IP-based transport network, programmability could be applicable at the control and management planes, as well as at the data plane. For example, the function running on a programmable device can be changed from performing IPv4 routing to any other function simply by loading a new NF programme on the programmable networking device. This enables agile updating of functionalities executed on the UE and network side when programmability on these two ends is enabled.

Network deployments supporting closed-loop control with E2E programmability [15] can enable more effective resource management and operational robustness. P4-based E2E network programmability addresses packet forwarding policies as well as fine-grained telemetry. Fine-grained telemetry is supported by altering packets to contain information about the packet provenance (e.g., the path they took, the rules they followed, the delays they encountered, etc.). In network deployments supporting closed-loop control with E2E programmability, it is feasible to identify mistakes and make necessary repairs within milliseconds by keeping an eye on the network state and validating against packet telemetry.

A reference network architecture supporting closed-loop control with E2E programmability and fine-grained telemetry [15] is illustrated in Figure 7.5.

The elements of the architecture shown in Figure 7.5 and described in [15] are as follows:

- The data plane is made up of programmable switches and/or SmartNICs, which are usually realized using FPGA providing packet processing at line rate while being able to instantly update the forwarding behaviour in response to changes in the local state.
• The switch and host operating system includes the supporting IP network routing protocols (such as Open Shortest Path First (OSPF), P4 Runtime, and others), the associated algorithms, and the aggregation of measurement information received from the data plane.
• The SDN controller executes complex algorithms that would be challenging to represent as distributed computations while maintaining a network-wide perspective of the current topology and operational conditions.

The 5G System (5GS) of today already enables a number of closed-loop control use cases in the data plane. The above-mentioned fine-grained telemetry and UP programmability could further boost the effectiveness and performance of the network. These use cases are of interest:
• Traffic load-balancing control when multi-access protocol data unit (PDU) sessions are used supporting different access networks, including untrusted and trusted non-3GPP access networks, wireline 5G access networks, and so on.
• Traffic load-balancing control when redundant UP paths with dual connectivity (DC) are used.
• Traffic load-balancing control when the redundant transmission on N3/N9 interfaces is used.
• Control of ultra-reliable low-latency communication (URLLC) services.
• Decision for relocation of the UPF when acting as the PDU Session Anchor.

We believe that 6G will require full E2E programmability of the data plane with all the involved user plane nodes and the UE (controlled via NAS protocol). Currently, there are various technologies and programming abstractions that allow P4 E2E programming networks and end-hosts as explained in Section 7.5. Complementary to this, the open-source initiative by ETSI to further develop and evolve the TeraFlow SDN controller is presented in Section 7.3.

7.2.3 Enablers at the Service/Application Level

The openness at the service/application level is reflected in the wide adoption of APIs-based interaction in the telecommunication sector. Already, during the last decades, the use of APIs has served as a bridge between mobile operators and start-ups in emerging markets. Operators have begun to consider whether to open their APIs, starting from APIs related to mobile messaging, operator billing, and so on. Irrefutably, this openness creates a powerful cycle of innovation as start-ups/third parties can combine several APIs to create new services. For example, a

start-up can offer SMS-based localized content to its users depending on their city or area and then charge them by deducting the amount from their mobile airtime. In the same direction, the TM Forum's 60+ REST-based Open APIs are developed collaboratively by TM Forum members working on the Open API project [16].

Overall, the availability/exposure of APIs from the network is the major enabler for network programmability, since it is a key necessity for any other technology enabler at management and connectivity layer described in previous sections.

At the network core domain, the network exposure function (NEF) of the SBA, exposes capabilities, provided by the other 5GC NFs, to external systems, i.e., NEF offers the appropriate APIs for the usage of SBIs from externals. More precisely, NEF enables external applications to communicate with the 5G core’s SBA via APIs (i.e., Secure provision of information from an external application to the 3GPP network). Practically, it adapts and transforms telecom network interfaces to RESTful APIs. Considering the SBA, the main consumer of NEF APIs is the Application Function (AF). AF may or may not reside in the domain of the infrastructure owner (operator’s domain), and its main functionality includes the provision of Packet-Flow Descriptors (PFDs) to NEF, and the consumption of RESTful APIs to utilize services and capabilities securely exposed by NEF. This openness of the 5GC provides third-party innovators (vertical industries) with the required toolset to (i) control the service deployment process, (ii) monitor the performance of their services, and (iii) feed 5GC NFs with information from the application layer.

The same scope of 5G-core openness to third parties is also served by the APIs that are developed on top of NEF, namely, the VAEs [17], the service enabler architecture layer (SEAL) services, as well as edge services through the multi-access edge computing (MEC) APIs. Verticals and operators can develop their own APIs and expose them securely by utilizing the 3GPP Common API Framework (CAPIF) [18].

Section 7.6 provides a representative development where an API programmability framework for interaction with the network core is provided as an open-source project.

### 7.3 Programmability Through ETSI TeraFlow SDN

This section includes anticipated service capabilities and concepts enabled by interconnected public and private networks in the context of 6G networks and slicing. The Logical Networks as a Service (LNaaS) concept and service model will become far more extensive, flexible, and pervasive as compared with 5G. While 5G is basically offering advanced connectivity service with the support of QoS from the UE/device to a data network (identified by a data network name), with 6G, it is expected that a richer topology of connectivity can be supported, controlled and managed
as a service, as an effort to support good or better customer/user experience, while achieving improved overall resource utilization and network performance. We consider even connections from/to multiple UEs/devices to/from multiple data network gateways and/or edge compute nodes/facilities. Complementary to the UE/device connection services, a mesh connectivity is expected among the edge compute facilities (cf. edge continuum) to support distributed application functions and services to the UEs/devices.

To support and complement this edge- and device-oriented connectivity, complementary connectivity capabilities are needed that will manage to reach remote end-points or vertical enterprise sites, in order to enable roaming services or third-party application services not located on the edge. For instance, there can be reached end-points located in the local operator network, or in a medium or long distance away across public interconnected networks. The above-mentioned enhanced connectivity can be based on basic Internet access services, or specialized connectivity services, whether enabled by a multi-mode extended Internet or some dedicated single or multi-stakeholder network complementing the current Internet.

We anticipate that the above will build from and extend the LNaaS concepts and offerings of 4G (based on the access point name, APN) and 5G (data network name, DNN, extending APN-based capabilities into a 5G slicing context) towards 6G, where the logical networks can be dedicated for an online application provider, a vertical enterprise customer (VEC) or established along with specific specialized application services offered by a CSP. Those logical networks should consider and enable a broad variety of advanced 5G and emerging 6G use cases, including integrated connectivity and compute service models and wireless end-points, where combined wireless communication and sensing is part of the 6G landscape, as presented in [19].

7.3.1 Transport Network Slice as a Service

Considering the LNaaS context, in the TeraFlow project, logical networks are oriented towards VEC or OAP and they are supported and enabled by the concept of transport network slice as a service (TNSaaS). The TNSaaS concept must cater to elements and capabilities such as:

- Managed specialized connectivity services on-demand, with richer topologies and flexibility to accommodate the 6G-driven edge-cloud continuum.
- Supporting interconnection between private and public networks in various contexts and scenarios.
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• The UEs/devices can be attached to public networks, fully private networks, or private networks based on slicing in public networks; also, extending L2/L3 VPNs, in combination with the above.
• Including a variety of business model enablers to support existing and future business models.
• Supporting a variety of tenant networks, considering multi-stakeholder partnering, and security support.

All the above are enabled through further standardization and open-source initiatives, having as cornerstone SDN control and management, namely, the ETSI TeraFlow SDN (TFS) [20] controller, as described below. We consider the concept below as representing a baseline from which additional requirements driven by 6G can emerge while identifying gaps in today’s standards and open-source initiatives.

**ETSI TeraFlow SDN controller**

TFS controller and the service concepts and information models developed in the Teraflow project are targeted to enable and facilitate logical network as a service to (vertical) enterprise customers as well as operator internal and inter-NSP connectivity and networking (cf. TNSaaS). TFS is constructed as an open-source software project within the ETSI community and is developed under an Apache2 license.

Figure 7.6 outlines the architecture and functional components of the TFS controller that will facilitate the deployment and operation of TNSaaS for Beyond 5G (B5G) 6G slices.

Several data models for services and devices were required to facilitate the request and tear-down of end-to-end slices for future applications and services. Also, industry standards and specifications are considered in the definition of the architecture of the TFS controller, crating in that way the potential for tangible impact in standardization and open-source communities. Figure 7.7 depicts related standard defining organizations (SDOs) and open-source software communities. It also highlights potential overlap among them.

Ongoing work is analysing and proposing service concepts and enablers to align ongoing work in different standardization camps, leveraging the core TeraFlow concept of transport network slice as a service, and developing the enabling functional components, APIs, and data models.

The TeraFlow SDO development activity is a parallel effort managed by technology experts from the project team. This activity has specific contributions in mind and participation in supporting TFS Controller development goals and interoperability plans; this SDO effort is categorized below with the technical area and objectives summarized:
Figure 7.6 TFS controller architecture.
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Figure 7.7. SDOs and open-source software communities related to the TFS controller.

- **TFS service and slicing models**: This IETF-based activity develops industry-recognized service models that will allow for end-to-end layer-3 and layer-2 network services to be requested. Additionally, the IETF has developed a network slicing framework. It establishes the general principles of network slicing in the IETF context and how it relates to non-IETF transport networks such as 3GPP network slices. TeraFlow project partners are authors of crucial service models [21], the project leads the editing and development of the IETF network slicing framework document [22].

- **3GPP Network Slices**
  - Network operator internal slice to enable 5G operator services.
  - 5G slice is offered as a service.

- **Open networking foundation (ONF)**: With a key objective of developing a cloud-native and scalable SDN controller (TFS), standardization efforts related to the development of data models and interfaces enable a hierarchy of controllers. In this sense, the ONF Open Transport Configuration and Control (OTCC) project aims to promote common configuration and control interfaces for transport networks in SDN. One of the project work items is the specification of the transport application programming interfaces (TAPI) data models, publishing open standard interfaces, whose main application domain is the controllers north bound interfaces. Lately, TeraFlow community has participated in the development of the TAPI Reference Implementation Agreement.

- **Telecom infra project**: The Open Optical and Packet Transport (OOPT) project of TIP works on the definition of open technologies, architectures, and interfaces in transport networks. Telefonica and SIAE are key members of TIP and active contributors in multiple OOPT subgroups.

- **Distributed ledger technologies**: The ETSI ISG PDL (Industry Specification Group Permissioned Distributed Ledger) facilitates the utilization of
blockchain technologies for the creation of open and trustworthy ecosystems of industrial digital solutions. TeraFlow project partners lead several activities in this ISG.

These open standards will need further development for B5G, 6G, and beyond. In addition, as new use cases, requirements, and emerging applications and services are identified, new slice models and techniques must be considered. Initial considerations are provided in the fourth version of the 5GPPP White Paper on the 5G and beyond architecture.  

As 6G research continues, several emerging applications and services have been identified. These new types of network applications include:

- Tactile Internet of senses.
- Embedded intelligence and connected machines.
- Cognitive networks.
- Device and network twinning.

Investigation and discussion have already started, impacting how logical network slices are requested, designed, and deployed to support the previously mentioned 6G applications and services. There will be specific standards and open-source software required that would provide building blocks, including:

- Highly distributed Cloud-native infrastructure and orchestration, supporting massive scale rapid turn-up of container-based virtual functions.
- Location awareness and trust zones, as users and applications are attached to multiple network locations.
- Green and sustainable network technologies, especially the increased use of photonic systems (using up to 70% less power than electron-based communication).

Entirely new routing and addressing architectures may also be required to meet the demand of emerging 6G applications and services. For example, within the TeraFlow project, a study has been initiated on a new proposal called semantic routing and addressing [23], where packet forwarding and path selection decisions are based on contextual information carried in the packet header.

### 7.4 Programmability Through O-RAN-Compliant SDK

Software- and/or hardware-based solutions operating in the RAN, edge, transport, and core segments of E2E 5G/6G infrastructure provide programmable data path
and advanced network slicing capabilities, which allow user-definable flexible classification and prioritization of the traffic in complex networking environments featuring 5G/6G encapsulation overlays and industrial protocols such as EtherCAT and so on due to vertical business use cases and guarantee the QoS of the prioritized traffic accordingly. In this context, software solutions based on Flexible RAN Intelligent Controller (FlexRIC), Traffic Control (TC), Open vSwitch (OVS), and so on can offer cost-efficient programmable data path capabilities in the kernel of the system, while Smart Network Interface Cards (SmartNICs) such as NetFPGA and Netronome can provide performance boost benefiting from hardware acceleration. Furthermore, software- and hardware-based solutions can be exploited in a hybrid manner wherever appropriate along the E2E path. Figure 7.8 shows an architectural view of an E2E programmable data path and corresponding data path network slicing in 5G and beyond networks for Industry 4.0 and other use cases.

In this architecture, FlexRIC, TC, OVS, and SmartNICs operating in the data plane achieve E2E network slicing by leveraging the programmability of these data path components.

FlexRIC [24] represents a software-defined RAN controller, built through a server library, controller-internal Applications, and optionally a communication interface, all offered by the FlexRIC SDK. The FlexRIC SDK consists of server and agent libraries that are used to build controller-internal applications, which, on the one hand, help specialize the RAN controller towards specific use cases and, on the other hand, enable external applications (xApps) to conveniently control different RAN functions. In the case of network slicing, the fast control loop of FlexRIC can enable reinforcement learning-based xApps to correctly follow their Markov decision process modelling of the RAN slice scheduling problem, as if they are running in a “zero delay state-to-action” simulation. Furthermore, FlexRIC convenient scalability in supporting multiple xApps of different languages also allows developers to conduct complex orchestration of multiple components, such as machine learning.
operations. Together, developers can expect to have their simulation-trained xApps ready for production. Overall, the controller-internal applications allow modularly building specialized RAN controllers for specific use cases, and optionally, they can expose information to external applications (xApps) via a northbound communication interface to allow the xApps to control the RAN in line with the reference O-RAN RIC approach.

TC, OVS, and SmartNICs represent controllers for the non-RAN segments (edge, transport, and core networks). TC [25] is a Linux user-space utility program for configuring the Linux kernel packet scheduler. The scheduler with advanced queuing disciplines and dedicated filtering expressions (covering 6G network traffic) can optimize and guarantee performance, reduce latency, and increase usable bandwidth for services with specific network requirements. TC is recommended in systems that are not equipped with higher-performance programmable data-plane network devices such as those based on SmartNICs or kernel bypass techniques, or in those scenarios where the link (L2) and network (L3) layers of a resource are required to work together. OVS [26] is a software switch in virtualized network environments, and it can be extended to allow 5G/6G-compatible data path network slicing with customized network slicing extension profiles and network slicing extension features. Experimental results show that this approach is able to provide connectivity for up to 1 million IoT devices in mMTC traffic, achieve over 19 Gbps bandwidth in congested eMBB scenarios, or ensure delays in the order of $\mu$s for critical-missions communications, providing high reliability in all tested scenarios (0% packet loss ratio). As to SmartNIC-based controllers, NetFPGA [27] and Netronome [28] are promising platforms, among others. For instance, NetFPGA can be explored to achieve a data path network slicing enabler based on the SimpleSumeSwitch model and by leveraging the P4-NetFPGA project. Performance enhancements can be expected in certain use cases thanks to hardware-based acceleration, as reported in [29].

In the control plane, the Slice Controller Agent coordinates the various data plane controllers in collaboration with the network slice management plane (not shown in the figure), and it is network topology aware with the help of the Topology Inventory Agent to initiate and control the network segment specific controllers. More details of controller-specific implementation architectures can be found in [30].

7.5 P4-Based Framework for E2E Programmability

7.5.1 Network Programmability with P4

We choose the P4 language [2] as an example of programming abstraction to show the benefits that can be achieved when programmability is employed in networks.
The P4 language is one initiative to abstract the packet processing pipeline of network devices and flexibly define its behaviour. P4 is platform-independent, meaning that it can be used to programme various classes of packet processors such as software switches, SmartNICs (NIC stands for network interface card), field-programmable gate arrays (FPGAs), and application-specific integrated circuits (ASICs). These different classes of packet processors can be used to build the infrastructure of the next cellular generation clouds.

7.5.1.1 Performance-aware management of programmable networks

When using programmable networking devices, it is important to understand their forwarding performance and to guarantee certain performance levels. This is achievable when utilizing models that can predict the packet forwarding latency when running any P4 programme on arbitrary P4 devices as it has been proposed in [31]. This model is based on an extensive measurement campaign that identifies the base processing delay of different P4 devices, in addition to the marginal delay of executing atomic P4 operations on these devices. First, performance profiles for different types of packet processors are created using the collected measurement results. Then, any given P4 programme is decomposed to its atomic operations whose processing latency is already quantified and recorded in the pre-developed performance profiles. For example, in the case of IPv4 Forwarding NF, these atomic operations are extracting and manipulating Ethernet and IPv4 headers. Finally, the performance model estimates the packet forwarding latency when running arbitrary NFs on any P4 device as the sum of the base processing delay of that device and the marginal latency cost of executing the NF’s constituent atomic P4 constructs. The model showed sub-microsecond prediction accuracy when tested for different NFs and P4 devices. To optimize the management of programmable networks, the optimal placement of NF workloads on heterogeneous programmable substrates should be investigated. We propose in [32] a mathematical formulation for an optimization problem that aims to optimally place different NFs into P4-based cloud environments. The network orchestrator can use the performance model described above in [31] to perform the placement in a performance-aware manner. This allows for achieving the highest levels of performance when managing these programmable networks and meeting QoS requirements. The problem formulation takes into account various capabilities and characteristics of the hosting P4 device. These device characteristics include the supported P4 architecture, supported extern functions (i.e., non-native P4 functions such as cryptography), basic processing latency, marginal latency for executing atomic P4 constructs, latency for executing P4 extern functions, throughput capacity, processing resources availability, and cost.
In addition, the problem formulation considers the NF workload’s requirements in terms of desired throughput, desired P4 architecture, desired P4 extern functions, and constituent P4 constructs.

For a given NF workload, the objective function is to find the optimal set of P4 devices and the optimal embedding of NFs into these devices while minimizing both the total forwarding latency in the system and the capital cost for building the system. The performance model described before (as that in [31]) is used to calculate \textit{a priori} the delay that results from different placement options as shown in the following equation:

\[
\Delta^f_d = \delta^{BP}_d + \sum_{c \in C_f} \delta^c_d + \sum_{e \in E_f} \delta^e_d
\]

where \(\Delta^f_d\) is the forwarding latency when running NF \(f\) on P4 device \(d\). It is equal to the sum of three components: (i) the base processing latency on P4 device \(d\), denoted as \(\delta^{BP}_d\); (ii) the sum of the marginal latency when running the atomic P4 constructs \(c \in C_f\) that constitute NF \(f\) on P4 device \(d\) denoted by \(\delta^c_d\); and (iii) the sum of the latency of extern functions \(e \in E_f\) required by NF \(f\) denoted by \(\delta^e_d\).

Several constraints should be satisfied. These include the following: (i) an NF should be placed on a P4 device only if the device supports a compatible P4 architecture and includes all the extern functions required by the NF; (ii) the sum of throughput required by different NFs to be placed on a device shall not surpass the limited throughput of that device; (iii) the processing resources capacity of a P4 device shall not be surpassed; and (iv) some NFs like the IPv4 forwarding NF must be placed on every used device to guarantee proper packet forwarding between devices, and so on.

To evaluate the proposed workflow, the target use case includes a combination of different types of P4 devices to build a programmable substrate for a cloud environment. These devices belong to different classes of processing platforms such as CPU, FPGA, NPU (network processing unit), and ASIC. The capabilities and performance of these devices are already studied in the literature, and a summary of these findings can be found in [32]. Figure 7.9 depicts a web chart that summarizes the comparative advantages of different P4 device types based on different criteria. A set of common NFs such as IPv4 forwarding load balancer, and so on are selected as the workload to be handled by the network. More details about the evaluation in terms of the requirements of the used NFs and the capabilities of the selected P4 devices can be found in [32].

Four scenarios are defined and evaluated wherein the weights of the two selected objective functions vary (i.e., the forwarding delay in the system and the cost of building the system). Scenario 1 (S1) targets achieving the best
performance without worrying about costs, while Scenario 2 (S2) targets finding the cheapest solution where best-effort performance is sufficient. Scenario 3 (S3) targets achieving a balanced solution in terms of the best performance and minimum costs. Finally, Scenario 4 (S4) targets achieving the best performance under the limited budget of $100k.

The placement results for Scenarios 1, 2, and 3 are trivial where the optimal solution included an increasing number of a homogeneous set of devices as the workload increases. The ASIC devices with the highest performance were selected in S1, while the CPU-based devices were selected in S2 as they are the cheapest solution. In S3, the NPU-based devices were selected since they achieve the best trade-off between cost and performance.

The placement results of S4, wherein a cost limit of $100k is defined, are more interesting to analyse. Figure 7.10 depicts the results corresponding to this scenario showing the number of instances of each device type required for an increasing number of NFs to be placed. When the workload is low, a single ASIC device is sufficient to handle the load while providing the best performance. When up to 22 NFs must be placed, another ASIC device is needed to handle the load since the first device’s processing resources are exhausted. As the load increases further, no more ASIC devices could be utilized since the remaining budget only allows for the second-best performing device, which is in this case FPGA-based. At this stage, up to four FPGA devices are required to process the increased load until reaching a total of 90 NFs. Afterward, one of the two ASIC devices is discarded to afford to employ a bigger number of cheaper FPGA devices to handle the increased workload. When the number of NFs to be deployed reaches 174, the second ASIC device is also sacrificed and replaced with additional FPGAs whose number increases to 20 FPGAs when the number of NFs workload reaches 200. After this point, the optimal solution tends to further sacrifice performance through replacing FPGA devices with the next best performant device, i.e., NPUs, to enable handling the increased number of NFs within the available budget.

![Figure 7.9. Comparative advantage of P4 device types.](image-url)
The delay and cost functions of the optimal solution are depicted in Figures 7.11 and 7.12, respectively, for various scenarios as a function of the number of NFs to be placed. Following the defined objective, the overall delay in S1 is minimal, while the overall cost in S2 is the lowest. The results for S3 reveal the trade-off between the two objective functions, where the overall delay and cost of the system are both minimized. The results of S4 show that the delay in the system is as low as that of S1 (when only the delay is minimized) until the limit on the budget is reached after 22 NFs. After this point, the system’s delay begins to increase diverging from the delay in S1, while the cost stays always below the limited budget of $100k.

In summary, utilizing precise performance models for programmable network devices and intelligently managing these devices enables the creation of flexible networks without sacrificing performance. Additionally, proper consideration of
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7.5.2 Extensions Towards UE Programmability

The standardization process in 3GPP time and time has proven its paramount value for numerous successful generations of cellular networks. There are, however, some hiccups: the process is time-consuming; some features are niche and do not interest all members; it takes years for a feature to be introduced and there is no guarantee it will be implemented. To some extent, this could become a barrier to innovation, especially when considering aspects, such as network flexibility for different deployments and use cases. For 6G, the UE programmability concept aims to significantly decrease the time to innovation for features having an impact on the air interface protocols. The concept refers to defining API(s) for the UE associated with actions/routines/sub-routines that can be exposed to a programmer entity so that a programmer entity is able to modify/add one or multiple behaviour(s) at the UE associated to the air interface protocols. A high-level signalling diagram and architecture are shown in Figure 7.13.

As a result, with a reduced amount of 3GPP standardization, the programmer entity should be able to define new behaviours/features for the programmed UE, such as a new message received or transmitted, new information elements and associated interpretation, new reports, new trigger for that message or report, and new/additional triggers for existing messages.

At a high level, some initial components are essential to enable UE programmability. Those components can be considered high-level solutions that are needed initially to realize the concept. Here, three of those are provided, which are API
exposure towards the network, initial access mechanism for programmable UEs, and software version management.

The API exposure mechanism is needed so that the programmer entity knows the specific capabilities of programmable UEs in order to utilize their capability. Hence, there needs to be a signalling procedure to convey the programmable capabilities and their specifics to the programmer entity. Such capability exposure can be initiated at specific events such as UE registering with the network or can be on-demand using dedicated signalling towards specific UEs. The capabilities regarding programmability can be standardized to include specific APIs and UEs can indicate which subset of standardized APIs are supported. Therefore, the programmer entity receiving the capability can design suitable SW for specific UEs based on available APIs.

Upon initial access, programmable UEs may have an SW version for a specific behaviour that is different from the one on the network side. Hence, the UE may not be able to connect to the network because of SW incompatibility. A bootstrapping broadcast channel can potentially solve this problem by providing information on the current version of the SW on the network side and how to acquire it. A programmable UE upon initial access first checks the bootstrap channel to acquire information on the active SWs and how to acquire them. Based on such information, the UE can download the proper SW version and hence connect to the network.

Finally, SW management mechanisms are needed because for specific behaviour implemented by an SW, there could be various versions corresponding to new updates or different interests of operators/vendors. Hence, an SW management solution is required to enable synchronized operation of the UE and network with respect to SW versions. Such a solution will serve to store and manage multiple SW versions including adding, removing, and updating SW. Moreover, the solution will allow to select a specific SW version to be initialized upon request from the network.
However, there are many challenges to overcome for the successful adoption of the concept which faces manifold open research questions.

One aspect is to ensure that the programmability solution does not disrupt 3GPP. As mentioned before, the 3GPP way of working is vital to the success of cellular network evolution and is trusted by every player in the ecosystem. The concept must be developed in harmony with the 3GPP and complement it rather than disrupting an already successful framework. This can be achieved by defining an overall framework for UE programmability by defining a bare minimum for the concept in 3GPP, such as methods of downloading a software and defining and exposing APIs.

Another challenge is that there are potentially many flavours of programmability, each with advantages and disadvantages. Each flavour balances a trade-off between its capability and pragmatism. At one extreme edge, one can envision a downloadable UE stack paradigm potentially offering full programmability. However, developing this approach from concept to reality will face many difficulties ranging from technical issues, split of responsibilities and concerns among different entities/vendors, trust and privacy issues, and acceptance from 3GPP. On the other hand, the programmability could be introduced in a limited way by allowing only specific features, e.g., radio resource management measurement, to be programmed. Such an approach will be more acceptable from the point of pragmatism at the risk of being very limited and potentially leading to the introduction of multiple APIs per protocol stack.

Another challenge is related to a typical UE hardware. The UE hardware typically has a small footprint and is packed with optimized codes to achieve extreme efficiency in contrast to more flexible hardware such as a VM. Thus, any framework should make an extra effort to accommodate this constraint.

Privacy and security aspects should be considered fundamental parts of the concept. A security/privacy functionality needs to ensure that UE always receives a safe programme, the received programme does not introduce security concerns, the privacy of the UE is never compromised, and UE is implemented with a mechanism to ensure trusted computing.

Another challenge is considering the mobility aspects. The programmability framework should not restrict the UE from moving freely in the network. When a new behaviour is programmed to the UE, e.g., by an SW patch, then the framework should ensure that the UE is not interrupted when moving to another part of the network because either that specific SW is not available or have non-compatible versions. This also raises the multivendor issues and the need to properly handle trustworthiness aspects when it comes to code exposure.

Beyond the high-level solutions presented here, enabling the realization of the concept in a general framework, the next step is to develop a concrete architecture.
for the UE programmability and specific use cases that it can realize for a programmable configuration of the air interface. The introduction of conditional handover \[33\] in NR enables the UE to participate in the decision to reconfigure the air interface and this facilitates to pursue a programmable reconfiguration use case.

7.6 Programmability Through the 3GPP API Framework

API-based interaction of third parties with the network is needed for the support of openness at deployment, management, and application levels. In this context, the development of a Common API framework (CAPIF) has been coined in 3GPP as an effort to avoid duplication and inconsistency between the various existing API specifications. As such, 3GPP CAPIF includes, under a common architecture, aspects that are applicable to any service APIs at the northbound of a mobile network. More precisely, CAPIF is a complete 3GPP API framework that covers functionality related to on-board and off-board API invokers, register and release APIs that need to be exposed, discovering APIs by third entities, as well as authorization and authentication. From the market perspective, the need for such a management framework has well recognized, while the CAPIF implementations\[15\] and products are still under development. For instance, proprietary solutions have emerged, such as the Red Hat API management.\[16\] It is based on the 3scale enterprise API management product of the company, and it provides authentication, governance, security, analytics, automated documentation, developer portals, and monetization for API services.

The 3GPP CAPIF functional architecture is covered in 3GPP TS 23.222 \[18, 34\] “Functional architecture and information flows to support Common API Framework for 3GPP Northbound APIs” (since Release 15). Based on the architecture and the procedures defined in these reports, additional information and requirements are considered, regarding CAPIF security features and security mechanisms, as presented in 3GPP TS 33.122 \[35\]. The specification of the CAPIF APIs that are needed for realizing the CAPIF functionality is part of 3GPP TS 29.222 \[36\]. Actually, within this technical specification, the interacting protocol for the CAPIF Northbound APIs is described.

CAPIF functionality is considered a cornerstone in the realization of mobile network openness, since it allows secure exposure of core network APIs to third-party domains, and also, enables third parties to define and expose their own APIs.

---

15. https://github.com/EVOLVED-5G/CAPIF_API_Services
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Indeed, CAPIF has become already a fundamental feature for the 3GPP SA6, targeting the interaction of Verticals with the 5G system. In this context, 3GPP introduced the concept of VAEs, enabling the efficient use and deployment of vertical apps over 3GPP systems. The specifications and the architecture are based on the notion of the VAE layer that interfaces with one or more Vertical apps. VAEs communicate via network-based interfaces that are well-defined and version-controlled. The focus of VAEs is to provide key capabilities, such as message distribution, service continuity, application resource management, dynamic group management, and vertical app server APIs over the 3GPP system capabilities. The importance of realizing CAPIF is reflected in the fact that CAPIF compliance is required (Figure 7.14) in (i) the development of VAEs for various vertical industries (V2X, Factories of the Future, etc.), (ii) the realization of the service enabled architecture layer (SEAL), as well as (iii) the implementation of the service side of edge computing services.

7.6.1 CAPIF Services and Implementation

CAPIF architecture is presented in 3GPP TS 23.222 [18] and includes three main entities, namely, the API invoker, the CAPIF core function, and the API provider.

The API invoker is typically provided by a third-party application that supports capabilities, such as supporting the authentication by providing the API invoker
identity and other information required for authentication of the API invoker and discovering service API information.

The CAPIF core function is the main entity of the CAPIF and it consists of engines that among other capabilities authenticate the API invoker based on identity and/or other information, authorize API invokers prior to accessing service APIs, on-board/off-board API invokers, monitor service API invocations, and store policy configurations related to CAPIF and service APIs.

The API provider is an entity that provides API exposing, publishing, and management functions.

- The API exposing function (AEF) is the provider of the service APIs and is also the service communication entry point of the service API to the API invokers.
- The API publishing function (APF) enables the API provider to publish the service API information in order to enable the discovery of service APIs by the API invoker.
- The API management function (AMF) enables the API provider to perform administration of the service APIs.

Based on the three fundamental entities that CAPIF architecture has defined, a set of reference points (interfaces), with associated management APIs, for enabling the interaction between API Invokers and AEFs, are specified as well.

To facilitate any further contribution in the area, the currently available open-source implementation of CAPIF\(^{17}\) (as it is being developed in the EVOLVED-5G project by Telefonica and Fogus innovation and services\(^{18}\)) [36] follows the principles of microservice programming, and it is released together with a set of evaluation tests. The major aspects of this implementation are further described below.

Based on the CAPIF architecture, the core part of CAPIF is the CAPIF Core Function (CCF). To implement the API services of the CCF, the first thing needed is the CAPIF API definitions/signatures. Those have been specified in 3GPP TS 29.222 [37], and 3GPP has published the related YAML files\(^{19}\) as well. The following services have been defined for the CCF:

- Discover Service: API to ask CCF the list of APIs published and available in CAPIF.
- Publish Service: API to publish API information from APF/AEFs.

---

17. https://github.com/EVOLVED-5G/CAPIF_API_Services
18. https://fogus.gr/
19. https://forge.3gpp.org/rep/all/5G_APIs
   https://github.com/jdegre/5GC_APIs
• Events: API to manage Event subscriptions that enable event notification from CCF.
• API Invoker Management: API to enable the onboarding of API Invokers into CCF.
• Security: API to enable setting security profiles and retrieve security Tokens.
• Access Control Policy: API to manage access control rules in CCF.
• Logging API Invocation: API to add logs on API consumption.
• Auditing: API to query and retrieve service API invocation logs stored on the CAPIF core function.
• AEF Authentication: API for AEF security management.
• API Provider Management: API for API provider domain functions management.
• Routing Information: API to provide API routing information.

The YAML files of those services can be used by a Swagger editor to inspect all information elements in JSON. Each of these YAML files defines one or more APIs and the supported methods to use them (POST, GET, DELETE, and PUT). With the YAML files of the services described above, it is possible to generate automatic code that implements HTTP/HTTPS Endpoints that act as Servers that accept HTTP requests.

To build the CAPIF core function, several software tools have been used to develop, implement, build, and test the CAPIF API services.

• **OpenAPI Generator**\(^{20}\): This software programme allows the generation of API clients SDKs (Software Development Kit tools) or API servers given an OpenAPI specification. Moreover, it is possible to generate code in more than 20 different programming languages.
• **MongoDB**: Mongo is a non-SQL and open-source database tool used to provide storage to different CAPIF core functionalities.
• **Nginx**: Nginx is an open-source web serving technology that is used as a reverse proxy to forward requests to the different CAPIF modules.
• **Flask**: Flask is a micro-service web framework written in python used to build CAPIF. The main advantage of this framework is its modularity. This feature allows us to run different CAPIF services and mix them directly with other services as database with relative ease.
• **Robot framework**: Robot is a generic test automation framework used for acceptance testing and acceptance test-driven development.

\(^{20}\) https://github.com/OpenAPITools/openapi-generator
**Docker**: Docker is an open-source containerization tool for building, running, and managing containers, where software is deployed. We use Docker to build each service of the CAPIF. In this way, each CAPIF service development is kept isolated from other services. This design pattern is known as a microservices-oriented architecture and is widely used in software development due to its innumerable advantages like better fault isolation and improved scalability, among others.

In order to guarantee the integrity of our implementation, an automated test suite is used, covering the core functionality of each CAPIF API service. Robot framework is the testing tool that ensures the quality and robustness of developed code. Moreover, it is defined as a test strategy to improve the code quality. This test strategy is composed of two steps:

- **Test plan document elaboration**: In this step, test plans are described, including various behaviour scenarios (considering both success and failure cases). The test plan structure includes clarifications on the pre-conditions, the action that takes place, and the post-conditions (response/result expected). The horizon of the test plans that can be defined, moves beyond the request–respond information that is available in the related 3GPP specifications, in a sense that behavioural scenarios beyond the basic functionality are defined to stress test the implementation integrity.

- **Test implementation and execution**: This step continues after finishing the elaboration of the test plan documentation. Each test suite is implemented and included in an automation pipeline that checks the status of the code after every deployment in the platform.
7.6.2 NEF as API Exposing Function

One first example of the exposing function is hiding all the underlying topology of the core network and playing the role of API provider, as defined in the CAPIF architecture. In future systems, this role can be played by other functions that refer to core, transport, or radio domain, and expose APIs for interaction from control, data, or management plane. With no loss of generality, here further analysis is provided for the case of network exposing function (NEF). NEF comprises several services that can be described as monitoring services, policy and charging services, application provisioning services, analytics services, Industry 4.0/IoT (Internet of Things) specific services, and security services.

The exploitation of the NEF capabilities from industry has begun already; however, before taking full advantage of NEF-based network exposure, many challenges are to be addressed. Indeed, topics regarding the exposure capabilities of the network are still to be considered in 3GPP Release 18, while telecommunication vendors are working to adapt the SBA and implement the already specified exposure functionalities.

To enable interaction with the core network, the implementation of NEF functionality as an open tool is a prerequisite since currently there are no open commercial solutions implementing the entire SBA and the southbound interfaces that NEF requires in order to expose the standardized APIs. Nevertheless, a NEF Simulator [38] has been developed by NCSR “Demokritos” aiming at surpassing this challenge by creating simulated and emulated events. The architecture of the Simulator is decomposed into three distinguishing parts depicted in Figure 7.16.

The main features of the NEF architecture are described below:

- **Exposure layer (NEF APIs):** The principal idea of the simulator is the provision of the APIs that 5GC’s exposure function (i.e., NEF) defines. Therefore, the available APIs have been placed in the 5G Exposure layer. Currently, the available APIs include monitoring events (i.e., location) and session establishment with QoS. As the work progresses, new APIs will be gradually added to the simulator and the existing ones will be enhanced.

- **Simulation environment:** As mentioned above, currently, communication with the southbound interface (i.e., 5GC) is a demanding task. However, the simulator can tackle this challenge by creating simulated events. To achieve this, it provides an interactive geolocated environment where users can create different network scenarios. These scenarios are designed to simulate the basic aspects of a 5G network, required for testing the available service APIs. For

example, in order to retrieve the location (i.e., cell level accuracy) of the UEs through the Monitoring Event API that NEF exposes, the simulator allows for the implementation of a scenario where UEs are moving through 5G cells. Developers are able to alter data, allowing them to define and run specific scenarios according to their needs.

- **Common management layer**: The simulator also provides common management functions such as token-based user authentication/authorization. Initially, to gain access to the simulator, there is a need for the user to create an account. After the creation of the account, an authorization step based on OAuth2.0 takes place, in order to make use of the available Northbound APIs or the Simulation Environment. Each application developer has a registered account/profile within the simulator that is considered an isolated environment; thus, NEF Simulator can store different scenarios configured by multiple users.

### 7.7 Programmability Enables the Network App Ecosystem

From the business perspective, programmability enables a new business potential around the development of the so-called network applications. The major challenge for the Network Apps ecosystem lies in the need for continuous development, test, and evaluation of vertical-specific network-enabled applications, on top of realistic
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configurable infrastructures, prior to their commercial deployment in the mobile networks (operators’ infrastructures).

As a response to this challenge, a facility that could support in long term the vertical application development and provisioning over mobile networks is required. The facility should take advantage of programmability frameworks and support the entire lifecycle of the Network Apps (Figure 7.17). In the lifetime of a Network App, three main processes can be defined, namely: (i) the Network App Development process, where the actual code production is performed; (ii) the Network App Testing process, where testing at various levels and for different targets is performed (including verification tests, validation tests, and certification tests); and (iii) Network App Publication process, where the process of uploading/storing a Network App to a marketplace is performed.

From a business perspective, the facility that supports those processes is meant to serve as a collaborative platform for the infrastructure owners and the vertical industries, and thus, it should engage the creation of a vertical-specific market, analogous to the currently available ones for mobile apps (e.g., Play Store and AppStore). Next, the architectural components/environments of such a facility are provided.

### 7.7.1 Architectural Components of the Facility

#### 7.7.1.1 Development environment

For the facility that will support the Network App lifecycle, the adoption of a CI/CD approach enabled by DevOps software development methodology (software development – Dev and information-technology operations – Ops) is a key approach. Already, OSM and ONAP have implemented aspects of DevOps workflows to support their respective deployments. Also, there are several related tools that can enable automated lifecycle management for the Network App development process.

![Figure 7.17. Open facility for Network App lifecycle support on top of programmability frameworks.](image-url)
7.7.1.2 Validation environment

The main role of the validation environment is to provide capabilities for running automated tests under well-defined configuration/parametrization of the facility. Four main features are considered.

- **Onboarding controller:** The developments are imported into third-party servers that are part of the open experimentation facility in order to be validated and tested; thus, capabilities for controlling the onboarding process are added to the platform. To make this procedure dynamic, a set of virtual infrastructure managers and orchestrators at the facility is required.

- **Test execution manager:** It is responsible for configuring and scheduling the facility based on the target validation tests. This is performed by using the information available from the facility in conjunction with a test descriptor. The test descriptor is a structured form of information needed for conducting a test. Already, there is comprehensive work on that direction from EC Horizon 2020 5GPPP projects, and 5GPPP has published a comprehensive white paper on that [39].

- **Test automation tool:** It is responsible for applying the commands from the test execution manager to the facility and to host agents or plugins required for executing a test. This is an important part of the framework since it allows the verticals to reuse a pool of tests and related plugins on demand. Thus, the design of the test and the implementation of the related agents are decoupled from the vertical service development process.

- **Results analysis and visualization:** Vertical to network-level measurement campaigns are considered in the proposed framework. The measurements can be collected from exposure APIs and directly from agents. The diversity of the available data and their volume can enable analytics. The visualization of the results is also provided, for real-time network resource monitoring and, also, for dashboarding of post-processed data.

7.7.1.3 Certification environment

As the technology evolution moves network functions to the software layer and through virtualization allows open and dynamic composition of network services extending capabilities to the business through the Network Apps concept, the established certification practice in the mobile network business needs to extend beyond the current practice and include supplementary software specification conformance and quality assessments. Network Apps, as primarily third-party software interworking with the network, shall need certification in accordance with
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the equipment paradigm. In that sense, the certification environment refers to the programming environment that provides all the tools and processed required for certifying Network Apps. The certification process includes testing against standards and regulations, so as to guarantee that a Network App functions properly under any scenario and data load. In contrast to the verification and validation processes where the testing is application- or scenario-oriented where the focus is on the efficiency of the Network App functionality, the certification process focuses on the correctness of the interfacing, based on the related specifications, so as to maximize the interoperability of the Network App.

7.7.1.4 Publication environment – marketplace

From the business perspective, the Network App ecosystem requires a collaborative platform for the infrastructure owners and the vertical industries, and as such, it engages the creation of a vertical-specific market, analogous to the currently available ones for mobile apps (e.g., Play Store and AppStore). Thus, the developments (Network Apps) become available to any interested party either for purchase/utilization and/or for reuse/enhance towards a new development. The role of that collaborative platform can be played by a Network App publication environment, with functionality analogous to a mobile app marketplace. Already, related 5GPPP projects develop such marketplaces, for instance, the EVOLVED-5G marketplace; however, the usage of existing (of more general purpose) platforms (AWS marketplace, Google, etc.) as a basis is not excluded as long as the related Network App certification is guaranteed.

Another approach from the 5GASP project proposes to use the TMF’s Product resource model for publishing Network Apps to a Marketplace and therefore
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making it publicly available after the DevOps experimentation and certification readiness lifecycle is successfully completed. This approach not only incorporates adequate resources to describe a Network App offering but also ensures interoperability among other industry implementations. Taking into consideration the various properties of the aforementioned model, the highlighted ones (Figure 7.18) will be leveraged to describe a Marketplace asset. Briefly, a Marketplace asset might contain an attachment (e.g., logo, images, certification links, or files), topological information about the offered deployment, pricing, asset’s specific characteristics, service level agreement (SLA) reference, and lastly, a reference to the actual services ordered and employed, i.e., hosting network slice, Network App, and test descriptor. Notable mention should be made of the latter entity, namely, Service Candidate Ref of the Product Offering resource model. This entity associates the product offering with the Network Apps Service Specifications constituting the onboarding and deployment model.

To end up, utilizing TMF’s product aims at:

• Consistency between the ordering and deployment model.
• Introduction of business aspects, such as pricing, product options, and market segment.
• Imposing an abstraction layer between customers and service providers.
• Effortlessly interacting with other production systems.

### 7.8 Programmability Enables Intent-Based Networking

An intent is an expression of the desired state that you want to be realized and can be considered [6, 40] as portable and abstract. Portable, in the sense that it can be moved between the different controller and network implementations and remain valid; and abstract since it must not contain any details of a specific network. The advantage of an Intent is flexibility, as it allows users to express policies using concepts and terminology that are familiar to the user without having specific knowledge in the field. There are several applications where intents can be applied, including service model and orchestration ([41–44]), network orchestration ([45, 46]), monitoring and resource exposure ([47, 48]), and intent deployment and configuration [49].

To make possible the implementation of intents, without compromising the system, it is necessary to study the life cycle of an intent from its creation to its installation (see Section 7.8.1). On top of the principles that are defined from the lifecycle of the intents, programmable frameworks and middleware can be created to enable the development of related (IBN-based) Network Apps (see Section 7.8.2).
7.8.1 State Machine for IBN-enabled Industrial Networks

A reference state machine for IBN-enabled Industrial networks is depicted in Figure 7.19. This state machine is divided into six sections. After the user requests in the first phase, the validation phase verifies that the request contains all the necessary information to implement the desired action. If the user has forgotten to mention necessary information for the request to be implemented or if the information, what he has provided, is wrong, this phase assigns an invalid status, which will require user interaction. On the other hand, if the user provides all the necessary information for the request to proceed, it assigns a valid status and continues to the next phase.

The conflict phase is the second checkpoint of this state machine. Here, the already validated attempts are subject to a comparison with the requests already implemented and stored in the database to conclude conflicts. If the request is redundant, or if the new request consists of information contrary to that already implemented, the conflict phase assigns a conflict state which will be resolved with the help of the user. If the information does not conflict, the compilation section is enabled.

When the request reaches the compilation phase, the system tries to convert into rules the policies that the user wants to implement, i.e., the system converts the high-level language, from the intent, into a language that can be interpreted by the controller so that it is then possible to install them. Sometimes, the desired information may not be supported by the controller, or the desired operations may not be operational, and in this case, the compilation phase gives a compilation error that can be solved with the help of the user. If the rules to be installed are retrieved, the installation phase is enabled.

Once the rules are obtained, the next step is to install them on the controller. If the objectives are supported by the controller and installed, the monitoring phase is enabled. If the goals are not achievable because they may be offline or non-existent, the user is alerted that the requested application was not installed.

In the final phase, monitoring consists of a cycle that constantly checks if the existing requests in the database are being fulfilled or if any violation has occurred. If any non-compliance occurs, the system, through intelligent algorithms, tries to identify how to solve the problem without human intervention automatically. To make this possible, the area of ML enters this phase, whereby capturing data from the network, the system tries to identify patterns in order to validate existing policies and intervene if necessary. If the intelligent algorithms do not identify a solution that corrects the problem, the user is alerted.

This cycle of intents installation avoids problems of redundancy and inconsistency in the infrastructure, allowing the user to orchestrate networks by expressing
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Figure 7.19 State machine for enabling IBN.
only what they want to happen, without having to worry about how it will be implemented.

Perhaps the most important application of intent-based networking in 5G industry use is automation [50], automation that is readily derived from IBN has helped to overcome the traditional massive device-to-device connection, thus ensuring great efficiency, turnaround, and scalability. With the use of a well-designed artificial model, operators are not only able to automate several processes but also provide service-level assurances.

### 7.8.2 Middleware for Intent-based Networking

Adopting the concept of intent-based networking, an “intent engine” is envisioned, which acts as an OSS/BSS leveraging AI/ML algorithms to automate the network application lifecycle management depending on the end users’ intent, providing it to a middleware, which allows the intent engine to control the full operation of network services and network slices under its control.

The domain layer generates IBN policy based on specific domain knowledge pre-stored in a semantic model and an information model. The policy will be used by the infrastructure enablement layer to manage virtual resources.

A predefined sequence may not be compatible with the workflow of an autonomous operation. Semantic models and intent-based networking is supposed to improve service time. During the verification process, the amount of time taken to launch network service under three typical scenarios will be tested to verify the improvement of the domain knowledge on the phase.

The intent-based networking predicts the need for robots and specifies policy towards OSM and RAN controllers to deliver management, topology, placement, and resource optimization within 5G Cloud environments. An automation mechanism to align 5G orchestrators such as performance management, VNFs placement, life cycle management, and event monitoring will be implemented to reflect the intents in the optimized way. By identifying intentions and parameters autonomously specifically for the vertical domain of autonomous robots, they automate the 5G testing process accordingly.

**OSM** uses information model management procedure, resource, and topology. The current models do not understand the vertical users’ logic behind the behaviours. A semantic model can then be used to fill the gap in between. It contains QoE models and a cookbook:

**QoE** models are application-specific models for translating user requirements into KPIs of QoS. The models will be derived from relevant use case patterns per application. It is essential for OSM to understand the workflow, workloads, and topology and enables the middleware to optimize service provisions for individual applications.
The cookbook contains many recipes as templates. They are prepared for vertical with multiple concurrent applications. A semantic model will create a type system to describe possible building blocks (such as a “Compute” node type, a “Network” node type, or a generic “Database” node type) of applications. They will be used in the model for constructing a behaviour template together with QoE models. The type system will then be used to define service templates (robot service, edge service, Cloud service, and collective service) which consist of lifecycle operations and behaviours of orchestration engines.

Combining QoE models and Template, user intents will be applied to derive the order of component instantiation, manage lifecycle operations, and instantiate single components at runtime with strong interpretability and interoperability.

The intent-based networking is realized by middleware with

- Semantic interpretation engine.
- Lifecycle management engine.
- Performance management engine.
- Fault management engine.
- Package management engine.
- Security manager.

An IB policy generator is the centre of the middleware, and it derives the context of the requests and then translates the request into policy through corresponding engines. The intent-based networking is supported by pre-defined receipts from the semantic database, and ML toolboxes help the engine to derive the current states of the system using events gathered. Fault, package, lifecycle, and performance management engine helps the orchestrator to define management procedures. Their policies are also specified as receipts within the rich domain model. The focus is on translating behaviours derived by the semantic interpretation engine to procedures within the information model, which is subsequently understandable by OSM and RAN Controller.

7.8.2.1 Enabling network applications for robot autonomy

In order to achieve robot autonomy, many advancements are needed beyond just another provider-centric 5G architecture or framework solely to improve quality of service (QoS). The ambition must be on the user-centric paradigm of integrating vertical knowledge into the existing 5G solutions. Under the umbrella, the software architecture proposed focuses on bridging OSM and ROS/network applications development.

The architecture is divided into four spiral layers as shown in Figure 7.20.

- The domain layer generates IBN policy from specific domain knowledge pre-stored in semantic models and information models.
Figure 7.20: Interconnected layers.
• The infrastructure enablement layer contains ETSI OSM and RAN controller to control the core network and RAN.
• The infrastructure resource layer is closely linked to the 5G testbeds, it provides physical resources and enables network services to be deployed on Robots, Edge, and Cloud.
• The application layer delivers the network application using VNFs and KNFs. The network application is deployed to enable the ROS network for fundamental robot capabilities such as perception and user interaction. It also enables the Cloud-native service provision together with the network services.

The four layers are interconnected in a spiral shape and linked closely to the ongoing development of 5G testbeds, open-source MANO (OSM), robot operating systems (ROS), and domain-driven design. It reflects the multidisciplinary nature of the project development. The architecture enables patterns to be tangible in their specific sub-domains for further verification. The innovation leads to an automated and interpretable mechanism for deriving the placement of network functions, order of component instantiation, and effective lifecycle management. This is essential for application-driven approaches towards automatic configuration on testbeds using ML and AI and for enhanced robot autonomy in the vertical sectors.

A middleware layer of ROS-based network applications will implement common robot functions that can be invoked by the respective over-the-top (OTT) robotic applications. In this case, network applications are defined as disaggregated application enablement services, which can span across technology domains (i.e., Core and Edge).

The network applications will be implemented as VNF chains within network slice subnet instances (NSSIs), as per ETSI NFV EVE012 specifications. Thus, individual VNF instances can be optimally placed depending on resource availability, and a number of various constraints (e.g., maximum delay, maximum throughput, etc.) network applications that will implement common robotic operations such as mapping can then be shared between several robotics applications.

Thus, OTT service creation entails the instantiation of a network slice instance (NSI), which shares the network slice sub-slice instance (NSSI) resources already reserved by one or more network applications (e.g., in terms of processing power, storage, etc.), thus avoiding the costly resource reservation and VNF instantiation step and significantly reducing service creation time. Furthermore, the network applications will deliver open, standards-compliant Northbound APIs for robotics vertical applications that facilitate rapid prototyping.

The workflow that exploits NFV/SDN infrastructures for enhanced autonomy requires computing and storage to be shifted dynamically and repeatedly among robots, edges, and the central cloud. Partial information will be replicated among
network services (NSs) deployed in different locations. To tailor NSs, different configurations of VNFs and KNFs are required to achieve 5G network services. Additionally, due to limited resources, robots and edges would prefer fine-grained network functions to preserve their efficiency.

A library of generic vertical services is the centre of the reference Network Applications. They are linked to ROS simulation environments, dense learning, and model-based RL learning toolbox and optimized by specific deployment requirements of robots alone, edge along, Cloud along, or collective. The network functions of the generic library will be implemented using KNFs and VNFs and controlled by VCA of OSM under the orchestrator to the VNFs network. Network slicing of the testbeds will be customized and integrated for deploying the KNFs and VNFs in “terminal,” “edge,” and “remote” environments optimized deployment. The topology, placement, and life cycle management of the network functions in the reference network application will be derived based on general patterns of the 5G enhanced autonomy. To realize the Cloud-native design, generic vertical services will be implemented using Micro-services. The service definition can be obtained using the reference catalogue service. The service can be ordered and replicated using the reference order service. Internally, data consistency is ensured by CQRS and ES. Authentication is traced in the reference identity service. Overall security is controlled by the security manager (which is also part of generic vertical service). A UI can be provided for high-level monitoring of the system status and result analysis.

As an example, a new open-source library can be implemented to realize distributed map services within “terminal,” “edge,” and “remote” environments for a shared environment representation. Topology, placement, and the life cycle management of the networked mapping functions will be implemented in the reference network application to realize the collective intelligence required by enhanced autonomy.

Finally, the reference network application demonstrates the standardization of APIs on testing facilities. The applications within the library of generic vertical services can be developed using ROS directly. Low-level events obtained from testbeds will be propagated on the event bus and translated by a semantic interpretation engine for high-level meanings. This capability ensures interpretability. Third-party vertical developers can reuse VNFs and KNFs of the generic vertical services which have validated their compatibility from the testbeds. Therefore, the experimental facilities are exposed to the developer. They can be expanded for use case-specific functions such as 5G enhanced perception, detection, and planning in vertical sectors such as PPDR and healthcare, transport, and industrial 4.0. A key innovation, namely, Cloud-native applications for NSs and standard APIs can be realized by reference network applications and ROS.
7.9 Conclusions

The next generation of mobile networks will take full advantage of the convergence between the IT and telecom sectors. Through this convergence, 5G has already transformed the mobile network infrastructure to a flexible service provisioning platform, and 6G is expected to provide mobile networks as fully programmable platforms, with native cloud capabilities at any network domain and communication plane. This chapter describes current technology enablers that contribute towards a fully programmable mobile network, by clustering them to those at the deployment and connectivity level, at the network and resource management level, and at the service and application provisioning level. To exploit those enablers, ongoing research and standardization work is being conducted, with the main target being the provisioning of programmability frameworks, i.e., frameworks, that abstract the network underlay infrastructure and its capabilities so that they are dynamically controlled and configurable. Some indicative approaches are described in this chapter, including the deployment of common API managers, the exploitation of P4-programmable switches, the usage of open interfaces of O-RAN, and the design of SDKs for providing network slices as a service. The potential of programmable networks is high and yet to be investigated in detail. However, as it has been indicated already, concepts such as intent-based networking take advantage of network programmability features. Overall, new business models emerge since, through programmability, third parties can develop and integrate their solutions (e.g., their network applications) into the underlay connectivity and compute infrastructure.

References


Towards Continuously Programmable Networks


[34] ETSI, Common API Framework for 3GPP Northbound APIs (3GPP TS 23.222 version 16.8.0 Release 16) TS 123 222 V16.8.0 (2020-10).


The ability to support data-intensive applications that require the analysis of data 
under the control of different parties is a priority for 5th Generation/Beyond 5th Generation (5G/B5G) mobile networks [1]. Several scenarios may be considered, typically characterized by a diversity of data sources stored on different nodes, possibly under the control of different parties. Data analysis may then require data exchanges and cooperation between these different parties.

A concern related to the storage and collaborative processing of data is the lack of control over the computation and hence the uncertainty about the correctness of the result. This is a well-known problem, and the research and industrial communities have devoted many efforts to the development of techniques to assess the integrity of the result of computations outsourced to external parties (e.g., [2] and [3]). However, the problem of how to use such techniques and of assessing their effectiveness in different application scenarios still needs to be further investigated [4].

6th Generation (6G) telecommunication networks need to have a fast and efficient way of exchanging information and resources among different parties, with minimum risk of failure, to enhance the Quality of Service (QoS) they provide towards a new level of Quality of Experience (QoE) for the users. The research
attention has turned towards a new approach to the decentralized framework. Such a framework is the blockchain platform, which can be used in several domains (e.g., network slicing, industrial Internet of Things (IoT) networks, etc.).

Another similar research issue is the protection of the users against malware and other network attacks. While various security measures have been designed to protect the availability, privacy, and integrity of user data in 6G networks from malicious and unauthorized accesses, most of them are not effective against a few specific threats that abuse trust [5]. Therefore, a third-party entity/platform could be adopted to enable “Trust as a Service” (TaaS). Moreover, the use of Machine Learning/Artifical Intelligence (ML/AI) will also impact the delivered trustworthiness as it has the potential of providing intelligence for threat detection and mitigation.

Section 2.3 presents the overall architecture, visualizing the applicable security and privacy components in all areas, intending to provide a holistic 6G security architecture, comprising today’s well-proven security mechanisms. In this chapter, we investigate aspects related to network privacy and security for information sharing among different tenants and cloud-stored data, as well as end users’ network security. Moreover, we present the application of blockchain-based platforms for network slicing by using smart contracts, as well as for industrial IoT networks. Finally, we focus on trusted execution, Trust as a Service (TaaS), as well as trustworthy ML/AI.

8.1 Network Privacy and Security

This section investigates network privacy and security aspects at different levels. First, we focus on security and privacy for information sharing among tenants. As a next step, we consider security and privacy for cloud-stored data. Finally, we explore aspects related to end users’ network security.

8.1.1 Security and Privacy for Information Sharing Among Tenants

The number of AI applications that are used in production real-world environments has rocketed in the past years, following the amazing advances obtained in different areas. These ML-based applications range from the personalization of services or the improved healthcare offered to final users to the automatic management of networks by telecom operators in the new 6G architecture. However, these applications rely on input data coming from possibly heterogeneous sources (either human or other machines) and spread through platforms owned by different actors which
may not be fully trusted. Clearly, this poses different privacy and confidentiality issues.

The study of the privacy implications for individuals has attracted the focus of different research communities in the past decades, proposing different solutions to allow data sharing without identifying specific users [6–8]. However, all these solutions are designed to keep the dataset in a human-readable format, without thinking about the implications of the modifications on downstream ML tasks. Other solutions, such as the differential privacy [9] paradigm, can ensure the privacy of ML tasks with strong theoretical guarantees, but they are difficult to apply in practice, mostly when sharing the entire datasets is required to complete a task. Moreover, they are created to avoid the identification of a single user, but they may not apply when the data are generated by machines. As an example, if different network tenants want to share data of their resource consumption to jointly train a better orchestration algorithm, the aforementioned solutions would disclose the dataset as it is (as most performance reads are similar or equal) disclosing that way the original values that may include business confidential data.

An interesting research domain focuses on the development of data transformation methods, that is, methods that are designed to improve the accuracy of a downstream ML task, without the requirement of keeping the data in a human-readable format. While this kind of transformation prevents human analysis, it could be applied in an industrial environment such as an automated 6G network, where the data collection, transformation, analysis, and action are all done in an automatic fashion, typically without human intervention. There are several methods designed to protect the raw data, allowing the sharing of training data among different actors without the privacy risks associated (i.e., the Privacy Preserving Data Publishing, PPDP [10]). Thus, these technologies open the possibility of novel applications only possible before among trusted parties in (complex) federated learning scenarios. For example, they allow different tenants in a network to share data with the operator to improve the whole network’s performance.

In a typical scenario where the main goal is to ensure secure information sharing, the user (or data owner) applies a transformation to the raw data. Then, the transformed data can be shared with other actors that may use it to train an ML model (possibly by adding the transformed data to other transformed data she owns). In the optimal scenario, the accuracy of the ML model would remain similar to the accuracy obtained using the raw data. Moreover, the transformed data should not allow the reconstruction of the raw data, and ideally, should not allow the recipient of the data to infer any exact information from the original data.

However, all these solutions impose some limitations on the scenario as they either (i) bound the kinds of attacks to a subset or (ii) impose an a priori knowledge on the kind of machine learning task that will be performed. While these
assumptions are valid in several scenarios, there are others in which they could be a cap that is not acceptable for the workflow in the process. For instance, if the ML task is not known or it changes over time, the ML algorithm cannot be made resilient to privacy attacks, and limiting them to a small subset may be too restrictive. This is the usual case for many network applications which may expose data to third parties without knowing the final task that is going to be performed.

8.1.2 Security and Privacy for Cloud-stored Data

5G and beyond networks are a key enabler of today’s digital society, supporting new and better applications in a variety of sectors because of the availability of a powerful hyper-connected infrastructure offering unprecedented network capacity and speed. Distributed sensors, mobile and pervasive devices, and cloud/edge/fog computational and storage nodes can be involved in providing advanced services and applications [11]. At the centre of such novel applications are data, gathered, generated, shared, processed, and communicated among the different components of the infrastructure at an incredible pace. Such data can be private, sensitive, or company confidential. At the same time, different components of the infrastructure might be under different administrative domains and subject to different trust assumptions.

The full realization of the power brought by the hyper-connected infrastructure can happen only with the availability of solutions to ensure proper protection (confidentiality and integrity) of the data across their whole life cycle in the infrastructure. Many aspects have been investigated, though many are the problems still open.

With respect to confidentiality, attention has first been devoted to data in storage (to maintain data private to the storage provider itself). Data can be protected through an encryption layer that is applied before storing them at a storage provider. As encryption affects the possibility of performing computations over the data, researchers have investigated different techniques for effectively and efficiently supporting computations over encrypted data (e.g., indexes [12], data fragmentation [13], property-preserving encryption [14], searchable encryption [15], and trusted hardware [16]). While promising, such solutions still present open problems, such as the possible information leakage caused by indexes or by the encryption supporting queries [17]. The availability of high-performance networks can help in the development of efficient data anonymization solutions for the massive amount of data through the distribution of data anonymization tasks to different nodes in the network [18, 19]. A challenge here is how to perform data fragmentation and distribution among different nodes in the network, each then operating
with partial knowledge of the data collection, while ensuring the utility of the overall anonymization result.

More and more emerging scenarios also require different parties to cooperate for sharing data and to perform distributed computations. This distribution and sharing process should, however, take into consideration the fact that different parties may be subject to different access restrictions. The relevance of this problem is confirmed by the existence of several existing approaches that address the problem of protecting data confidentiality in distributed computations (e.g., [20–23]). None of these proposals consider the possibility of protecting data with encryption, which has been introduced in [24]. A challenge here is how to find an allocation of the different operations of a distributed computation to subjects to minimize a parameter of interest (e.g., cost or performance) [25].

With respect to integrity, some approaches have investigated the problem of providing guarantees that data are correctly stored at the storage provider (e.g., digital signatures, provable data possession, and proof of retrievability [26]). The problem becomes more complicated when different nodes of the network infrastructure are used for performing computations, and integrity then needs to be guaranteed on such computations, meaning that it is necessary to verify whether the result of a computation is: correct (i.e., computed on genuine data), complete (i.e., computed over the whole data collection), and fresh (i.e., computed on the most recent version of the data). Existing solutions addressing this issue can be classified as deterministic or probabilistic [27]. Deterministic techniques are based on the definition of authenticated data structures that provide integrity of the stored data and full completeness guarantees but only for the queries operating on the attribute on which the structures have been defined. On the contrary, probabilistic techniques provide integrity assurance for any query result, at the price of offering only a probabilistic guarantee.

Interesting aspects that still need to be investigated are related to the definition of probabilistic solutions for assessing the integrity of computations distributed to different nodes in the system. In particular, the definition of a model capturing the main characteristics of probabilistic techniques (e.g., pre-computed and replicated tasks) so as to enable their controlled generation and injection in such a way that provides the best effectiveness in achieving integrity guarantees is still missing.

8.1.3 End Users’ Network Security

In the past years, we have witnessed a continuous digitalization of all aspects of society, ranging from the development of e-governance solutions to the step increase in remote working and even the starting of an envisioned metaverse. However, as in many other aspects of real life, criminal organizations may try to take control
of them. So, these advances came together with an increase in the number and sophistication of cyberattacks [28].

While the most complex attacks are targeted at governments or companies, they typically start with the infection of one of the end users’ computers. Diverse solutions exist to prevent these attacks, ranging from simple antivirus based on malware signatures to complex endpoint detection and response (EDR) systems [29]. However, all of them depend on the action of the final user.

The protection of the users against malware and other attacks from the network is possible by monitoring the network traffic. A detection engine using ML can identify harmful sessions allowing the end of the connection before the malware is downloaded. This is due to the way malware distribution and malware command and control are done by using redirection chains. Malware is a common term used to describe malicious software (e.g., spyware, ransomware, viruses, and worms), for example, an infection scenario can be described where it is used to enrol an infected system in a botnet and then perform an attack. The attack can be divided into two different phases:

- **Delivery phase:** the malware is delivered to the infected system. It is an opportunistic phase where a large mass of systems is targeted.
- **Botnet creation and attack:** the botnet is created, and bots connect to the botnet and are used to perform an attack (i.e., distributed denial of service (DDoS), intelligence gathering, and intrusion). This is usually a targeted phase that targets specific users/services.
- **Delivery phase:**
  1. Users perform regular web activities, such as browsing, using apps, and so on.
  2. A destination website, app, or service may have a vulnerability that could be exploited (e.g., a 0-day vulnerability).
  3. A Botnet owner compromises the website, e.g., using an injected malicious advertise or a malicious link.
  4. A user visiting the compromised website is redirected into a malware delivery chain. Each site of the chain can be a known malicious website, an unknown one, or also a legit but compromised site.
  5. The user accesses the last website of the chain, which is a malware delivery website usually employing drive-by download vulnerabilities.
  6. Malware is downloaded into the user’s machine.

Note that the delivery chain is very dynamic, with domain names changing often (domain-flux), and the delivery websites usually apply cloaking techniques that make them difficult to discover.
The corresponding steps for botnet creation and attack are the following:

1. The botnet owner registers DNS records to enable the discovery of the Command and Control (C&C) server.
2. The infected machine discovers the location of the C&C server.
3. The C&C server is contacted by the infected host, which is added to the botnet.
4. An attacker rents the botnet to perform an attack.
5. Attack instructions are delivered to the botnet.
6. Attack is started by botnet hosts.
7. Note that the C&C server address/domain changes often (domain-flux).
8. The network is used in both phases of the attack, and attack traces are visible in the network traces.

For instance, patterns of a sequence of visited network destinations can be used to block the malware delivery phase by recognizing a redirection chain, as depicted in Figure 8.1. Such chains are characterized by a landing web page that is legit, e.g., a compromised benign web page or a page hosting a third-party advertisement, which then initiates a series of automatic redirections towards a malware distribution website that usually exploits some vulnerabilities to implement drive-by downloads. As such, the sequence of network destinations may once more help in identifying such distribution chains.

The set of network entities contained in the traffic may provide relevant information to discover and identify the host that is already part of a botnet. In fact, recent work showed that botnets’ hosts have a noisy network behaviour. For example, they assess connectivity, retrieve date information, and perform scanning to detect the Command & Control channel. Such activities generate a number of network flows towards different destinations. Such communication patterns may contain important information to detect botnets. For example, dynamic analysis tools run malware to analyse their network behaviour and generate signatures that may help identify them.

Moreover, network traffic generated when a website is visited contains the fingerprints of the website itself. Indeed, modern websites include a number of external
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resources, hosted at domain names that may be different from the main website’s domain. The nature of the different domains (e.g., news, e-commerce, advertisement, CDN, etc.) and the number of such domains contacted by a website can provide insightful information about the nature of the web page itself. In fact, even if a malicious website could change often the domain name or IP address, the external resources present on the web page are more unlikely to have changed.

This type of monitoring system (as most security solutions) requires the collection of data from the users that could be considered personal information (i.e., the browsing history of users) that could be protected by the GDPR. This situation could be especially worrisome in a work environment where users may be reluctant to have their browsing history recorded by the employer, denying that way the consent. However, the own GDPR allows the collection of data in these circumstances without the need for consent, as the security of the final user and the system is of vital interest to the own data subject.

8.2 Security and Privacy for Blockchain-Based Platforms

8.2.1 Blockchain-based Smart Contracts for Network Slicing

Traditional networks have a one-size-fits-all approach that needs to be adapted for 6G networks. The traditional rigid design can no longer be used in an environment with different requirements and diverse applications. The traditional monolithic approach gave way to an approach that is more flexible and adjustable, with the network providers using the virtualization of logical networks towards sharing their infrastructures. These logical networks are called network slices.

Network virtualization is not a new concept but only lately has the technology allowed for the deployment of network slices in the real world. Network slicing assumes virtualization and automated orchestration and management to provide [30]:

- **QoE**;
- **Shorter time to market and to customer**;
- **Simpler resource management**;
- **Increased automation**;
- **Flexibility and agility**;
- **Reduced risks**.

As a result of the deployment of network slices, a new market has emerged where MNO, InP, and MVNO carry out frequent transactions and exchange resources. In other words, the creation of network slices has created the need for a network broker to handle, timely execute and automate these transactions.
For decades, trusted entities were handling information exchange, money, and other asset transfers. While this was the preferred method of operation all these years, the process is time- and power-consuming. At the same time, the required trust in the central entity provides a single point of failure. Thus, 6G telecommunication networks need to enable information and resource exchanging in an efficient way.

Naturally, the attention has turned towards a new approach to the decentralized framework. Such a framework is the blockchain platform. The blockchain platform has a strong potential in 6G systems. Blockchain is a technology designed to store data as records, which are securely linked together using cryptographic methods, and which cannot be removed without invalidating the whole chain. It is a special type of a distributed ledger, which is regarded as a replicated, shared, and synchronized data storage where the participating nodes in a peer-to-peer network need to reach a consensus on writing the next transaction onto the ledger, i.e., agreeing upon which update is permitted, and in what order updates are done. In this way, no central trusted-by-everyone authority is needed for the data storage.

There is a plethora of application opportunities for exploiting blockchains in 6G infrastructure itself for performance gains or enabling new services such as [31]:

- Decentralized network management structures;
- Pricing, charging, and billing of network services;
- Authentication, authorization, and accounting;
- Service level agreement management;
- Spectrum sharing;
- Extreme edge.

One such application offered by the blockchain platform is network slicing through smart contracts. The blockchain can enable secure and automated brokerage of network slicing while providing [32]:

- Significant savings in the operational cost;
- Speed up the slice negotiation process and reduce the cost of slicing agreement;
- Increased efficiency of operation for each network slice;
- Increase the security of the network slice transactions.

Smart contracts can be used through a blockchain platform to negotiate the resources of a network and allocate them to the MVNO as needed in a timely and efficient manner. The decentralized identity of a blockchain platform removes the need for a central entity and the single point of failure of the network. Trust among the users is guaranteed through the consensus protocol, which dictates the decision mechanism of the system and prevents a single node to control the majority of the blockchain platform.
Furthermore, the blockchain platform allows for transparency among the users as each of them has a copy of the ledger, and it protects the privacy of its users through encryption keys and cryptographic security measures. In a centralized framework, there is the need for third parties to oversee any negotiation process among the central body and the tenants of the network, which is no longer necessary in the blockchain platform, mainly due to the chronological, time-stamped, and immutable smart contracts. Smart contracts can be programmed once and used as templates and reused repeatedly, reducing the need for a continuous overseeing entity. This transparency and immutability limit the risk of a malicious node attacking the system.

An example of a blockchain ledger is presented in Figure 8.2. As shown, each block is added after the previous block in chronological order. Each block contains a unique Hash number that identifies this block, as well as the Hash key of the previous block. Hash is a short data digest generated from the data of the block, which varies as the data of the block changes [33]. Thus, tampering with any information in a block breaks the hash pointers, ensuring the security and immutability of the platform.

Further to the hash keys, the block can contain other information, including but not limited to a timestamp and information for the transaction the block was initially created for. Additionally, the block includes the private keys and certificates of the endorsing and evoking peers to ensure the legitimacy of the transaction.

The focus of this work was on using a blockchain platform as a Network Slicing Broker (NSB), with the blockchain platform of choice being the Hyperledger Fabric. The main process to verify and implement a transaction in the Hyperledger network is described below.
Initially, the network will select a leader among the participating organizations, a leader that changes to ensure trust and security in the network. When the network has elected a leader, the process to validate a transaction and adding it to the ledger is divided into four steps as follows:

(a) The leader sends a transaction request to all the nodes in the form of a smart contract.
(b) The nodes, which at this point are called endorsing peers, collect the request, simulate its execution state, sign it, and send it back to the leader.
(c) The leader collects all the endorsements from the peers and validates their authentication keys and signatures. If all information matches, it sends the endorsement peers’ suggestion with the original transaction proposal to the ordering service of the network. The ordering service is the final decision-making system of the network, part of the consensus protocol.
(d) Upon receiving the transaction request, the endorsement peers’ suggestion, and their authorization key, the ordering service puts the transaction into voting. If the transaction is approved, a block is created and added to the ledger before the transaction is executed. If the transaction is not approved by the majority, a block is still created and added to the ledger, but the transaction is not executed. At this point, the transaction is committed, and its results cannot be altered. The ordering service will inform the whole network of the transaction.

In the example above, the transaction can be any request originating from a peer to the leader. It can be a matter of reading the information in the ledger for audit purposes or a new request for borrowing or lending network resources. Either will be treated in the same way, with the difference that the first request will not change the status of the network, whereas the second will alter it. Such type of transaction can take just a few milliseconds to be completed in an optimized system. Thousands or even more transactions per second can take place, allowing this way almost real-time negotiation and allocation of network resources limited only by the speed of the action system.

8.2.2 Blockchain for Industrial IoT Networks

In the factory IoT setting that forms the basis of industrial 5G/6G use cases multiple communication interactions are assumed, often in an ad-hoc way. Increasingly closer collaboration between the factory operator and devices and vehicles introduced into the factory by multiple external suppliers requires establishing secure communication channels between these different actors on the factory floor. Depending on the application, a breach in an industrial IoT environment could
result in risks ranging from leakage of important business information to exposures of production processes or damage to the industrial controls. One building block to address this issue is *mutual device identification and authentication*. Blockchain-based solutions can be used for implementing the Verifiable Credentials model specified by W3C [34] and mapping it to the factory IoT setting.

Blockchain implementations vary regarding multiple properties. The most distinguishing ones are a blockchain’s visibility (public/private) and accessibility (permissioned/permissionless). For the multi-company verifiable credentials’ scenario, a private permissioned blockchain will be implemented.

Verifiable credentials (VCs) are the digitally signed, cryptographically secure representation of physical world credentials, such as a driver's license, a birth certificate, or an inventory number. A credential has the following properties:

- It identifies the subject of the credential (i.e., photo, name, and identification number).
- It relates it to the issuing authority (i.e., government, agency, etc.).
- It is of a specific type (i.e., English passport, German driving license, and health insurance card).
- It proves the assertion of specific properties by the issuing authority about the subject.
- It informs about constraints on the credential (i.e., expiration date and terms of use).

VCs add digital signatures to identity information, making them more tamper-evident and more trustworthy than their physical counterparts. The rationale to use this concept for the IoT device identification lies in the cryptographically signed attestation of the device’s origin and “factory compatibility.”

The core roles in a VC ecosystem are (see also Figure 8.3):

- **Holder**: This role possesses one or more verifiable credentials. It receives them by the issuer role, and it presents verifiable representations, or proofs, to the verifier role.
- **Issuer**: This role asserts claims about one or more subjects, creating a VC from the claim, and transfers the credential to a holder.
- **Subject**: This is the role about which claims are made. Most of the time, a holder is identical to a subject, but sometimes they differ, e.g., a parent (holder) holding the VC of a child (subject), or a human holding the VC of its pet.
- **Verifier**: This role processes VCs to verify some property about a subject.
- **Verifiable Data Registry**: This role mediates the creation and verification of identities, keys, VC schemas and definitions, revocation registries, public
keys of issuers, and so on. The verifiable data registry might be implemented as a distributed ledger (see above).

In the mutual device identification use case, the secure identification of automated guided vehicles (AGVs) passing the factory entrance can be modelled: An identification verification device at the factory entrance checks all incoming AGVs whether they belong to a company being part of the campus consortium that is allowed to be part of the factory’s ecosystem. A further check could be the compatibility of the AGV with the factory (e.g., its type and measures).

This scenario can be mapped to the VC roles mentioned above:

- The AGV itself is both the VC holder and the subject. It holds VCs about the company that owns it and about its type and measures. In this use case, there is no need to differentiate holder and subject, because an AGV’s resources should be sufficient to fulfil the requirements of the holder role.
- All companies provide their own issuing “authority,” that supplies all their devices with the above-mentioned properties in the form of verifiable credentials. It thus serves as the issuer role which puts certain information on the data registry, such as its own identifier and verification keys, the credential definition, and revocation information.
- At the factory entrance, a verification device serves as the verifier role which checks the credentials (or proofs thereof) the AGVs provide. It makes use of the information on the data registry that is necessary for the verification process.
- A blockchain is used as the verifiable data registry to store the credential schema, as well as publicly visible necessary information by the issuers. Blockchain is well suited for this purpose: The system does not have to rely on a single trusted-by-everyone authority but stores the information in a distributed, cryptographically secure way, thus increasing both integrity and

Figure 8.3. Roles that interact in a verifiable credential ecosystem.
availability. Furthermore, due to the blockchain’s construction, once information is stored on it, it cannot be disputed to have been put there.

For human-centred applications, there are already implementations of this concept available, such as Sovrin [35] and IDunion [36] which are based on projects driven by the Hyperledger Foundation [37]. There is also some research focused on IoT scenarios [38, 39], which needs to be considered.

8.3 Trusted Execution

The 6G trust coverage must encompass hardware-based trust anchors and built-in security that work with the cloud and accelerator-based architectures expected in the 2030s. In the highly decentralized, open, and virtualized telecom architectures of the future, 6G must also utilize a secure and tamper-resistant hardware component, known as the “root of trust,” to guarantee the security of data and code in untrusted environments. The 6G era is expected to see an increase in non-public networks and specialized sub-networks, many of which may be operated on-premises or dedicated cloud stacks outside of the trusted wide area network. Hardware technologies like trust anchors and execution environments will improve from the current Trusted Platform Module (TPM) developed by the Trusted Computing Group (TCG) and also incorporate Secure Boot, Trusted Execution Environments (TEE) [40], and Enclaving [41]. With 6G, further advancements in TPM and TEE are anticipated, along with new and hybrid processing units, hardware acceleration, and an accompanying acceleration abstraction layer [42].

8.3.1 Workload Isolation

Edge computing brings memory and computing power closer to the location where it is needed. In edge computing systems, computation is rather offloaded to nearby resources than to the cloud, due to latency reasons. However, the performance demand in the edge grows steadily, which makes nearby resources insufficient for many applications. Additionally, the number of parallel tasks at the edge increases, based on trends such as ML, IoT, and AI. This introduces a trade-off between the performance of the cloud and the communication latency at the edge. Furthermore, the need to be energy efficient in a mobile environment is high. The edge computing paradigm, nowadays, employs single-tenant tasks, scheduled in resource-constrained devices, needing specialized Operating Systems (OSes) to host these tasks.

To be able to move to a multi-tenancy execution model at the edge, the system must ensure non-interference and controlled data access among different and
possibly concurrently running applications. To this end, virtualization plays a significant role in adding secure multi-tenancy execution at the edge. Adding another layer of abstraction facilitates unified execution frameworks but complicates the execution stack and consumes resources for ensuring correct management, isolation, and resource sharing among tenant workloads.

To alleviate the significant overhead of adding a full virtualization stack (hypervisor and VMs) at the edge, the research community has proposed the use of container technology. However, this execution model increases the attack surface, as it exposes the full OS and runtime layer to any malicious or compromised application running in a container. Related works and critical security advisories [43] have pointed out that containers are far too insecure for multi-tenancy. Recent works [44] have introduced a new type of resource virtualization, bringing the benefits of isolation and secure execution, without the burden of a full virtualization stack to support generic OSes.

**Attack Scenarios:** A software supply chain attack [45] occurs when malicious code is purposefully added to a component that is sent to target users. The code may be introduced to the component in several different ways, such as via compromise of the source code repository, theft of signing keys, or penetration of distribution sites and channels. As a part of an authorized and normal distribution channel, customers unknowingly acquire and deploy these compromised components onto their systems and networks. Advanced malicious code typically does not disrupt normal operations and may not activate for several days or weeks, thereby remaining hidden from typical application and software testing practices.

For instance, a telecommunications company buys core network systems management software from a trusted provider; however, unbeknownst to the trusted provider, one of the components it uses in the product has been compromised and now contains malicious code. This is a threat that results from inheriting risk decisions made by a supplier within the supply chain that impacts the end user of the final product or service. The deeper into the supply chain it occurs, the more difficult it is to identify in advance. This inserted vulnerability may be used by the malicious actor as a part of a larger attack chain that uses the malicious code to gain access within the core network of the telecom and pivot towards other attack vectors.

Additionally, unauthorized access to software or network components provides a malicious actor with the opportunity to modify configurations to reduce security controls, install malware on the system, or identify weaknesses in the product. These vulnerabilities could be exploited for increased persistent and privileged access within a system or network. Malicious actors may also embed code in SDN controller applications to constrict bandwidth and negatively affect operations.
For instance, a potential attack vector stems from “persistent threats,” where malware is inserted into a system in a way that the platform always boots in a compromised state, even after legitimate software is re-installed. To combat this attack, system vendors are turning to two technologies: Secure Boot and Measured Boot, to provide assurance that when a platform boots, it is running code that has not been compromised.

8.3.2 Systems Software Stack

This subsection first focuses on the reduction of the attack surface by minimizing the exposure of privileged operations. This part addresses attack vectors related to the exploitation of bugs in software, as well as component misconfiguration. Then, the hardware and software mechanisms used to enable trusted execution are described.

Reduced Attack Surface: To minimize the exposed privileged operations when executing workloads at Edge environments, the use of a sandbox mechanism is introduced. Specifically, the host system is protected from any workload running on it, by (i) executing it in a contained environment and (ii) reducing the exposed privileged operations to the absolute minimum required for the workload to run.

Recent works have introduced a new type of resource virtualization [46–50]. In the context of serverless computing [51], a sandbox mechanism is one of the ways to allow multi-tenancy execution, increasing the workload consolidation factor and reducing idle resources in a cloud environment. Kata Containers [52] provide such a sandbox mechanism, allowing an OCI-compatible container to run inside a traditional VM.

To achieve (i), sandboxing mechanisms, mainly containerization and virtualization techniques, are used. In order to facilitate workload deployment, the container concept is kept, but instead of running workloads as containers on the host, the container execution is isolated using VMs. Additionally, hardware extensions are utilized when available.

To achieve (ii), unikernels [47] are used. In the last years, a new approach in lightweight virtualization aims to bridge the best from both containers and virtual machines. Unikernels are specialized single-address space machine images constructed by using library operating systems. Some of their advantages include fast boot times, low memory footprint, and increased performance while at the same time, they provide stronger security and hardware isolation. However, unikernels come with a lot of limitations, and running existing applications on top of them is not straightforward. While some frameworks try to provide a POSIX-like environment, others prefer a clean state approach, requiring the complete refactoring of an application to be able to execute on them.
Virtual Machine Monitor: A minimal and simplistic virtual machine monitor (VMM) that resides inside the Linux kernel interacting directly with KVM without any intervention from the user space is introduced to facilitate sandboxing. This VMM is called EDGE, Hypervisor for the Edge (Figure 8.4). HEDGE is essentially a simple dispatch handler in the kernel that services the needs of a guest. It provides an interface to the KVM API, a virtual machine execution environment for each of the VMs spawned, generic device handling (network and block), and a management layer to perform basic VM operations (i.e., create, destroy, dump console, etc.).

An important aspect of HEDGE’s design is reducing the noise that VMMs enforce to handle I/O requests. In order to achieve performance, the guest needs to run uninterrupted as much as possible. Apart from removing the mode switch overhead, HEDGE handles I/O requests with the minimum possible overhead.

In the context of B5G/6G deployments, specific application code can be extracted from the relevant use cases and port it to unikernel frameworks: Unikraft [53] and rumprun [48].

8.3.3 Hardware Trust

A mobile device is susceptible to several attacks by malicious users, physical or otherwise. For instance, one could gain access to the storage backend of a mobile device (e.g., an SD card, eMMC memory, etc.) and tweak the operating systems binary that drives the device to relay data to a malicious third party. This type of attack is relevant to many use cases of B5G/6G infrastructure actors and end users. To prevent this, mechanisms such as Secure Boot and Measured Boot are introduced.

The terms Secure Boot and Measured Boot are often seen together, and they can be complementary, but they are not at all the same. Both technologies rely on a
“Root of Trust,” that is, some piece of code or hardware that has been hardened well enough that it is not likely to be compromised, and either cannot be modified at all or else cannot be modified without cryptographic credentials.

For many systems, that “Root of Trust” is provided by the Unified Extended Firmware Interface (UEFI) BIOS – code that takes the place of the ad-hoc “legacy” BIOS that has been in use for years. The UEFI BIOS works with platform hardware to ensure that the flash memory that contains the BIOS cannot be modified without cryptographic authority, thus forming the “Root of Trust.”

A UEFI BIOS depends on several elements to ensure the Root of Trust is not compromised:

- The BIOS contains a public key that is controlled by the equipment manufacturer. Any authorized change to the BIOS must be signed with the corresponding private key.
- The BIOS itself is required to check the validity of the signature on a proposed update, using the public key stored in a protected part of the BIOS flash.
- The BIOS must configure processor hardware features to block any unauthorized writes to the flash. In an x86 design, Protected Range Registers are one line of defence, with other mechanisms also available.

Both Secure Boot and Measured Boot start with the Root of Trust and extend a “chain of trust,” starting in the root, through each component, to the operating system (and in embedded systems, often to the application itself). But once a Root of Trust is established, Secure Boot and Measured Boot do different things.

Modern platforms of all sorts often use a multi-stage boot, where firmware in flash launches an OS Loader (such as Grub2 or u-boot), which then loads and launches a series of OS components.

- In a Secure Boot chain (Figure 8.5), each step in the process checks a cryptographic signature on the executable of the next step before it is launched. Thus, the BIOS will check a signature on the loader, and the loader will check signatures on all the kernel objects that it loads. The objects in the chain are usually signed by the software manufacturer, using private keys that match
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Secure Boot: Secure Boot is relatively self-contained. If the handful of signed objects have not been tampered with, the platform boots, and secure boot is done. If objects have been changed so the signature is no longer valid, the platform does not boot, and a re-installation is indicated.

Measured Boot: Measured Boot is not only more flexible but also requires an important step. All those hashes must be stored in a way that there is very little chance that they can be manipulated and a very high likelihood that they can be reliably reported to a management station, using a process called attestation. As Measured Boot does not stop the platform from booting, the host OS cannot be relied upon to report the hashes.

In the case of Measure Boot, the Trusted Platform Module (TPM) is used to record these hashes. The TPM is a small self-contained security processor that can be attached to a system bus as a simple peripheral. Of the many functions a TPM
can provide, one is the facility called Platform Configuration Registers (PCRs), used for storing hashes.

Secure Boot and Measured Boot can both be used at the same time. Secure Boot ensures that the system runs only authentic software, and Measured Boot gives a much more detailed picture of how the platform is configured.

### 8.3.4 Confidential Computing

Security has long been one of the key goals of systems design [54]. Cryptography has enabled the safe storage (at rest) and transmission (in flight) of important data. However, there is still a situation, when data can be vulnerable. The applications decrypt the data in order to save them. Therefore, the decrypted version of data is stored in RAM, CPU caches, and registers. In recent years, there has been reported a high number of memory scraping and CPU side-channel attacks. Under these circumstances, the wide adoption of cloud and edge computing, where users cannot control the underlying infrastructure, raises significant concerns regarding the security of data in use. In that context, the user cannot trust any parts of the system stack that cannot control such as the host operating system and the hypervisor.

Confidential computing aims to address the data in-use security concerns. Due to the reasons explained previously, confidential computing cannot be a solution at a software level. Accordingly, it is based on hardware extensions that modern CPUs include and provide Trusted Execution Environments (TEEs). A TEE is an enclave that isolates the code and the data of a workload from any other system component.

Depending on the implementation, a TEE might use fencing and locking mechanisms to ensure the isolation of the trusted code. As soon as a trusted code is loaded in a TEE, only specific cores and memory cases are used, aiming to avert side-channel attacks. Furthermore, TEEs can also use encryption for the data that are stored outside the TEE resources. The communication with a TEE happens through a well-defined interface, and all I/O operations are encrypted. As a result, TEEs manage to isolate the code and data running inside a TEE from any other process, user, or system component. Only the trusted code is able to view or modify the encrypted data.

The encryption and signing keys that are used from a TEE should be saved in a hardware module. That module can be the starting point (Root of Trust) and should be trustworthy. Except for encryption and signing keys, the RoT might contain other root secrets and a set of functions, needed for the encryption or validation of data. The code and data (keys) of an RoT are usually stored in a read-only memory (ROM), restricting any modifications. Trusted platform modules (TPMs) described in previous sections are examples of RoT that can generate cryptographic
keys and protect important information (i.e., cryptographic and signing keys, passwords, etc.).

Using the RoT platforms can secure the underlying firmware and extend the trust to higher levels of the software stack. A verified firmware can verify the OS boot loader, which can verify the operating system, which can extend the trust to the hypervisor and/or container engine. The process of extending the trust from an RoT to higher levels of software stack is called chain of trust (CoT).

Apart from the isolation, a TEE should be able to verify the integrity of an application code. Even if the code inside a TEE is isolated and cannot be changed, there is still the danger of someone tweaking that code before it is launched inside a TEE. To be able to verify that the workload running on the hardware node is indeed the one intended by the system, attestation is used: through attestation, the workload tenant can verify that the workload is running on a genuine, authenticated platform and that the initial software stack is the expected one.

The goal is to support as many TEEs as possible. Vendors provide a wide range of security mechanisms for TEEs, from memory isolation (e.g., Intel MKTME, Arm External Memory (DRAM) Encryption and Integrity with CCA), application isolation (e.g., Intel SGX, Arm TrustZone, and IBM Application isolation technology), and virtual machine isolation (e.g., Intel Trust Domain Extensions (TDX), AMD Secure Encrypted Virtualization (SEV), or IBM Protected Execution Facility (PEF)).

### 8.3.5 Orchestration

To facilitate the deployment of applications in Cloud-Edge environments, and, at the same time, ensure strong security guarantees for applications and data, existing Trusted Execution Environments (TEE) infrastructure support and technologies can be combined with the cloud-native word (Figure 8.7).

The key concepts to consider are the following:

- Allow cloud-native application owners to enforce application security requirements.
- Transparent deployment of unmodified containers.
- Support multiple TEE and hardware platforms.
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• Introduce a trust model that separates Cloud Service Providers (CSPs) from guest applications.
• Apply least privilege principles to the platform administration capabilities that impact delivering Confidential Computing for guest applications or data inside the TEE.

TEEs can be used to encapsulate different levels of the architecture stack with three key levels being node vs pod vs container. Container isolation was initially provided with hardware virtualization solutions, such as hypervisors. Now, pod-level support for confidential computing is addressed. Node level introduces significant challenges around the least privilege for Kubernetes cluster administration. With respect to the combination of pod and container level isolation, it is expected that the challenges explored will have relevance to future understanding of the use of TEEs at the node level.

The TEE seeks to protect the application and data from outside threats, with the application owner having complete control of all communication across the TEE boundary. The application is considered a single complete entity, and once supplied with the resources it requires, the TEE protects those resources (memory and CPU) from the infrastructure, and all communication across the TEE boundary is under the control of the Application Owner.

However, moving to a more cloud-native approach, the application is now considered a group of one or more containers, with shared storage and network resources (pod). This pod is also subject to an orchestration layer that needs to dynamically interact with the pods and containers with respect to provisioning, deployment, networking, scaling, availability, and lifecycle management.

8.4 Trust-as-a-Service

Trust is a high-level and complex value that is based on multiple basic KPIs, which are including but not limited to availability, reliability, security, privacy, integrity, and authenticity. Generally, there are three kinds of trust relation in modern mobile services:

1. A user trusts a service, sharing its confidential information with the service provider to be able to use the service. It is worth remarking that the provided service can be a data service (e.g., cloud storage), an intelligent application (e.g., cloud-based speech recognition), or even the networking service itself (e.g., radio access).
2. A service provider trusts a user. This kind of trust is not only reflected in the service provider guaranteeing certain services to the user but also allows
the service provider to exploit feedback data from the user to adapt/optimize its service.

3. A user trusts another user. This kind of trust allows the trusting user not only to exchange information with the trusted but also to exploit data shared by the latter for its own decision-making.

Though there have been numerous advanced transmission techniques developed to enhance the availability and reliability of user data in 6G networks from channel fading, interference, and hostile jamming, in addition to the various measures that are designed to protect the security, privacy, and integrity of data in from malicious and unauthorized accesses, most of them are not effective against a few specific threats that are initiated from inside of the system, which are commonly realized by abusing the trust among users and services.

One typical example of trust-abusing threats is the DoS attack, which is typically accomplished by flooding the targeted service with superfluous requests. In this scenario, the service provider’s trust in the user (or massive users in the case of DDoS) initiating the attack is abused, leading to an exhaustion of its service capacity, which damages the trust of other users in this service by means of undermining the service availability.

Another common trust-oriented attack strategy is the phishing attack, which commonly combines website spoofing and social engineering techniques to manipulate users into sharing their confidential information. In such attacks, the user’s inappropriate trust in another user (the sender of phishing email/message) and/or a service (e.g., a fake cloud computing platform with a fishing log-in site) is abused, which ultimately impairs the user’s data privacy, or in some cases also the data availability and security (when the user is manipulated to run ransomware that disables user information, or Trojans that grant the attackers access and control to her/his system).

In addition, there has been an emerging new threat of this type: the data-injection attack, which usually aims at poisoning or manipulating the ML models to degrade the quality of data-based services by feeding fake data to the system. Such attacks have been demonstrated effective against various wireless applications, including multi-sensor localization [55] and autonomous truck platooning [57], where the trust between different users (vehicles/sensors) is abused, as well as navigation [56] and healthcare [58], where the service providers’ trust in users is abused. A data-injection attack can be either initiated with social engineering techniques to obtain the control of user devices, or directly committed by malicious users through their own devices with authorized network access. In addition, even benevolent users may unintentionally report misdirecting poor data due to device malfunctions or unexpected use scenarios [58]. In all cases, destructive data can be injected
into the system without violating data privacy or integrity but compromising the data authenticity. Moreover, it shall be noted that as data-injection attacks do not rely on accurate knowledge of the intelligence engine, even model-less approaches are not immune therefrom. For example, the particle swarm optimization (PSO) algorithm, which is a typical and widely applied approach to model-less emergent intelligence, has been proven fragile to biased agent reports [59].

While 6G is expected to be an infrastructure for not only data traffic but also pervasive intelligence, the intelligent services it delivers are commonly data-driven and rely on measurements or reports as feedback from users. The quality of such intelligent services, including not only mobile cloud services running over 6G networks but also the intelligent 6G networking service itself (e.g., CSI prediction, RRM, and NFV MANO), is highly dependent on the quality of such feedback data. Therefore, the threat of data-injection attacks will be significantly higher in the 6G era than ever before.

To encounter trust-based attacks, a common strategy is to assess the trustworthiness of every involved user and service provider, so that the malicious ones can be distinguished from the normal ones and discriminated against. For example, users shall be warned about phishing attacks when they try to share information with malicious users/websites, and the CSI reports from untrustworthy user devices shall not be taken with reliance for training the RRM algorithm of the 6G network. Generally, there are four main categories of methods to evaluate trust in open and dynamic multi-agent systems such as the 6G ecosystem [60], namely:

1. Direct trust evaluation models based on past local observations
2. Indirect (reputation-based) trust evaluation models based on observations from other agents in the same environment
3. Socio-cognitive trust evaluation models based on analysis of social relationships among multiple agents
4. Organizational trust evaluation models, which rely on the organizational affiliation or certificates issued by some trusted organizations.

In the 6G environment, organizational trust evaluation is commonly available for mobile devices, network equipment, and MNOs/MVNOs. However, it cannot eliminate the commitment of phishing and data-injection attacks from organizationally certified devices. Threats of such kinds can only be detected via behavioural diagnosis with direct or indirect trust evaluation models. Moreover, as it usually takes a long observation period for one agent to accurately detect the malicious behaviour of another agent, but only very few interactions to accomplish an effective trust-abusing attack, direct trust evaluation alone is unlikely sufficient to protect agents from such attacks in an open and dynamic environment. Therefore, reputation-based trust evaluation becomes the most promising solution to these
threats for 6G. A pioneering effort in [60] has demonstrated its effectiveness in protecting the PSO algorithm from data-injection attacks.

To enable the indirect trust evaluation, the reputation score, i.e., the agent-assessed trust value of users or services must be sufficiently spread and shared among the agents. Therefore, a third-party entity/platform must be involved to record, maintain, update, and distribute the reputation score. This framework, as discussed by literature in various use scenarios [61–64], is known as “Trust as a Service” (TaaS).

While existing works are mostly considering cloud service and IoT applications, they generally distinguish users from service providers in an explicit manner, focusing only on generating the reputation score of cloud service providers based on user feedback and issuing references to the users. In a more generic context of 6G-enabled services of data and intelligence, we can briefly summarize the TaaS architecture in Figure 8.8. Any involved agent, depending on the type of service and the role it plays in that service, can be either a data/service provider or a data/service consumer, or in some cases both. Once an E2E data link (or service session) is established between the data/service providing and consuming agents, the reputation service module intervenes by issuing verifications to the identity and reputation score of the provider and referring them to the consumer. Upon its own interaction history with the provider, the consumer may be keeping a local trust record of the provider, which is dedicated to the latter’s identity. This local record defines the...
direct trust, which is fused with the indirect trust (i.e., the reputation score) by a trust evaluating module. In case no local trust record is available, the indirect trust will be simply taken. Then, on the application layer, with respect to the evaluated trust score, the data/service from the provider will be either rejected, straightforwardly exploited, or selectively/partially exploited on the application layer. A quality assessing mechanism of some kind (e.g., anomaly detection) is essential on the consumer end to evaluate the quality of data/service it had obtained from the provider regarding high-layer output (on the representation and/or application layers). The assessment will be not only locally used by the consumer to update its own trust record but also reported to the trust broker in the reputation service module for further analysis and update of the reputation database.

One of the most critical challenges in the architectural design of TaaS is to allocate the reputation service module, which plays the core role in the TaaS framework, to a certain node/domain of the system. In the context of 6G mobile networks and its ecosystem, the 6G MNO/MVNO is the most appropriate stakeholder to implement and operate the reputation service module, for a three-folded reason. First, as the only original source of both direct and indirect trust, the quality assessment of data and service can only be implemented at the consumer end, because it essentially requires a semantic understanding of the message, to evaluate the quality of data and service on the representation and/or application layers, so that the malicious or poor data can be distinguished from the benevolent and reliable. Therefore, the trust broker has to be globally accessible for all agents regardless of the service domain, which can be challenging for any stakeholder but the MNO/MVNO. Second, the MNO/MVNO can leverage the Unified Data Management (UDM), or corresponding entity in the future 6G architecture, to conveniently implement the identification and authentication function. Last but not least, the TaaS itself, as the source of trust, requires the involved agents to trust the reputation data, which may create a dilemma unless the TaaS is provided by the MNO/MVNO, which is always trustworthy to a certain degree for all users and service providers that are connected through the 6G network. Therefore, we see TaaS as an essential functionality of a secure and trustworthy 6G network.

It is also worth noting that when applied solely with indirect trust evaluation, the TaaS itself can be exposed to a specific data-injection attack, i.e., reputation spoofing with a malicious fake rating. Therefore, a hybrid design that combines local direct trust evaluation by every agent and cloud-based indirect trust evaluation shall be necessary to enhance the robustness of TaaS against reputation spoofing. Furthermore, blockchain technologies may play an important role in tracing malicious agent evaluations in TaaS, which can be further combined with socio-cognitive trust evaluation models to resolve coordinated data injection attacks by multiple malicious agents.
8.5 Trustworthy ML/AI

In the 6G system, the integration and adoption of ML/AI will be significant. ML/AI-powered technology will play a pivotal role in 6G networks by automating decision-making procedures, implementing a zero-touch approach. Thus, the network and its services will be more intelligent, automated, and programmable [65]. The use of ML/AI will also impact the delivered trustworthiness as it has the potential of providing intelligence for threat detection and mitigation. On the other hand, ML/AI itself needs to assure that it is built and operates trustworthy.

The concept of trustworthy ML/AI includes both technological and societal aspects. The key requirements of trustworthy ML/AI are, as stated in EU Ethics guidelines for trustworthy AI [66], human agency and oversight, technical robustness and safety (including security aspects), privacy and data governance, transparency (including explainability aspects), accountability diversity, non-discrimination and fairness, and societal and environmental well-being.

Transparency refers to the information about the ML/AI system made available to the users interacting with the system. This encompasses the whole ML/AI pipeline and includes decisions about the pipeline. Transparency is necessary to take actions and apply rectifications against unwanted effects. Accountability reflects shared responsibility and expectations when these unwanted effects occur. Explainability means that functionalities behind the operations of the ML/AI system can be representable, and the outputs can be interpretable. This is especially needed to accomplish more reliable risk evaluations and governance.

ML/AI systems should be robust against adversarial attempts. These attempts may target to break how the ML/AI system works, its security, or privacy. ML/AI risks may stem from the data used to train the AI system, training process of ML/AI models, the operational processes, and the inference phase to the ML/AI system because of the interactions with the external users. The relevant risks should be clearly identified, and mitigations should be planned. As the 6G systems are foreseen to have a distributed and multi-stakeholder nature, the potential risk activities and their governance require considerations of this nature. To leverage the distributed nature of 6G systems, collaborative learning concepts such as federated learning and split learning are promising in addition to centralized learning concepts. They support joint optimization and data minimization and are considered privacy-aware methods as they allow training locally on end devices without requiring centralized data training. On the other hand, these methods may introduce some challenges and new threats stemming from possible malicious end-device activities during training to manipulate the overall training process [67].

Another requirement to achieve a trustworthy ML/AI system is safety from functional, operational, and human perspectives. ML/AI systems should ensure that
unintentional or malicious effects do not cause any harm to the functionality, operation, or human life, health, or property. The system should be designed taking the responsible design, development, and decision practices into account. ML/AI systems should also operate to address fairness and bias concerns which refer to equality and equity considerations.

Trustworthy AI principles have also started to be considered by standardization and regulation bodies with supporting activities. The EU AI Act was proposed by the European Union proposed on April 21, 2021, and is yet to be approved. The act aims to regulate the development and use of AI in the European Union ensuring that AI is developed and used in a responsible and ethical manner that protects the rights and safety of individuals. Trustworthy AI principles brought another perspective to risk management; thus, recently ISO/IEC and NIST released their efforts to provide guidance on risk management. ISO/IEC extends the risk management framework (ISO 31000:2018) with ISO/IEC 23894:2023 [68] providing a direction to organizations involved in the ML/AI processes including development, production, or use of ML/AI-assisted products on how to manage risks that are specific to ML/AI. Similar to ISO, NIST has developed a framework in collaboration with the private and public sectors to better understand the impact of ML/AI and manage associated risk. The first version of the AI Risk Management Framework (AI RMF 1.0) [69] and its companion Playbook have been released to foster trustworthy and responsible development and use of ML/AI systems. ML/AI risk management should be adopted by organizations and should be advocated by the society to understand not only the challenges but also societal impacts. The continuation of the efforts is also important to further guide the organizations on risk evaluation and trade-offs among different characteristics of trustworthy AI like privacy and explainability.

Security, being an important key element of trustworthy AI principles, requires specific attention as it has a broader scope: ML/AI can be used to enhance the security, ML/AI can be leveraged to break the security, and ML/AI can be the target of attacks. From the standardization perspective, the ETSI Industry Specification Group on Securing Artificial Intelligence (ISG SAI) [70] focuses on these aspects and creates standards to improve ML/AI security. ETSI ISG SAI works under specific focus groups and released the following documents:

- Problem Statement and Mitigation Strategy Reports provide a state-of-the-art analysis of the threat landscape and describe mitigation strategies against those threats.
- Data Supply Chain Security focuses on the security of data pipeline, data manipulation, and its effect on ML/AI systems.
- AI Threat Ontology defines specifics of AI threats providing a view of the relationships between actors representing threats, threat agents, and assets.
• The role of hardware in the security of AI describes how to secure AI through hardware-mediated trusted execution environments and how to handle attacks on specialized AI processing hardware.

• AI Computing Platform Security Framework defines the requirements of the secure AI compute platform, its security components, and reference architecture for the platform. This secure platform aims to pave the way for an attack-resistant AI computing platform and better protection for the valuable assets of stakeholders.

Trustworthy ML/AI requirements should be addressed throughout the life cycle of design, development, deployment, and operation and should be supported with other security, privacy, and trust foundations enabled in the 6G system. The standardization efforts and advances in ML/AI risk management and regulations should be closely followed by 6G research activities.

8.6 Summary and Outlook

6G networks will transport critical and sensitive information, thus requiring security mechanisms that ensure confidentiality, integrity, and availability of the data and the networks. Superior privacy of such sensitive information that is gathered by the network is essential to make 6G networks trustworthy. Such mechanisms, either hardware- or software-based, can be applied at different layers (e.g., information sharing among tenants, cloud-stored data, and end users), because of the diversity of data sources stored on different nodes, under the control of different parties. New technologies, such as AI/ML, are adopted to cover the security requirements of the 6G architecture and the new network features and properties. Although 6G security comprises the well-proven essential security methods present in today’s networks, it is crucial to think of security not only as a one-time effort to undertake when deploying a network but as a constant process over the complete lifetime of the network and its services.
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Chapter 9

6G Outlook and Timeline

By Mauro Boldi, Mikko Uusitalo, Patrik Rugeland, et al.1

9.1 Introduction

Research on 6th Generation (6G) has been going on for several years. A major milestone after concurrent and focused research efforts was the establishment of the first pan-European 6G Flagship EU-funded collaborative research project Hexa-X [1], which started in January 2021 and collected industry and academia together to create momentum and direction for 6G. The next phase of such a broad initiative started in January 2023, when the second pan-European 6G Flagship project Hexa-X-II started, and is planned to last until June 2025 [2]. Simultaneously with Hexa-X-II, many other European Union (EU)-funded projects within the Smart Networks and Services Joint Undertaking (SNS JU) program [3] kicked off in January 2023, addressing several aspects of the forthcoming 6G system. It is expected that at the end of Hexa-X-II, the momentum on 6G actions will shift gradually from research to pre-productization and the creation of technical specifications in standardization bodies.

This final chapter will present the current status of 6G with reference to the standardization and regulation framework, aiming for the adoption of the agreed specifications worldwide around 2030.

1. The full list of chapter authors is provided in the Contributing Authors section of the book.
9.2 The Foreseen 6G Standardization Process

The value proposition of the communication service provider (CSP) ecosystem depends heavily on economies of scale. For networking, this is captured by the well-known Metcalfé’s law [4] that states that the value of the telecommunications network is proportional to the square of the number of connected end users. Standardization is a key means to maximize this value proposition by ensuring the interoperability of various subsystems through the creation of global technical specifications, where all ecosystem stakeholders are represented and recognize a common added value. Global standards ensure service and vendor interoperability by defining a set of well-defined interfaces that the system providers comply with, and interoperation is verified by a set of tests that the vendors need to pass. In this way, standardization creates mass-market economies of scale, without vendor lock-in, while still enabling innovation within the system components.

De facto standards are established when a critical mass of users and providers favour one particular solution that starts dominating the market. Quite often evolution and innovation of the de facto standards technology are constrained by a single or very few stakeholders. Formal standards are developed by Standard Development Organizations (SDOs) through official fair procedures and membership bylaws defining the scope, decision process, and stakeholders of the SDO. De facto standards can become formal standards if they are adopted and approved by a formal SDO. In addition to de facto and formal standards, there are also “de jure” standards. A standard is a “de jure” standard if a legally binding regulation (e.g., EU regulation) makes an explicit reference to a specific standard.

In this section, we present the foreseen process of 6G standardization. Such a process considers the allocation and use of radio spectrum for 6G, network architectures, and systems functionality as well as interfaces, services, and terminal capabilities in key SDOs that have been playing a central role in defining the previous cellular network generations and are expected to continue doing so for 6G as well.

The International Organization for Standardization (ISO) [5] and the International Electrotechnical Commission (IEC) [6] define global standards for electronic equipment and products covering a wide range of application sectors. For example, ISO has developed standards for life cycle assessment guidance and circular economy as part of a set of actions focusing on increasing the sustainability of future systems. IEC also defines electromagnetic compatibility (EMC) standards that provide guidelines for communication equipment as well. The membership of these global SDOs is for national bodies only.
9.2.1 ITU, 3GPP, and ETSI

The International Telecommunication Union (ITU), an agency of the United Nations, oversees telecommunication-specific standards. The members of the ITU are national bodies as well as sector members, such as vendors, operators, and other ICT companies. It is divided into the following sectors: the Telecommunication Standardization Sector, (ITU-T) [7] for information and communication technologies, ITU-R [8] for radiocommunications, and ITU-D that is mandated to create policies for developing countries [9]. ITU regularly organizes the World Radiocommunication Conferences (WRC) that review and update the Radio Regulations covering the use of the radio-frequency spectrum as well as geostationary and non-geostationary satellite orbits. 6G spectrum regulation is expected to be decided at the WRC-27 in 2027. ITU-R is also responsible to specify the requirements that define each new generation of mobile networks, e.g., IMT-Advanced for 4G [10], and IMT-2020 for 5G [11]. Currently, a number of studies and recommendations need to be prepared by ITU-R to justify spectrum assignments as well as to lay out the foundation for the creation of the International Mobile Telecommunications-2030 (IMT-2030) Standard, expected around 2030 (see Figure 9.1) that will define 6G networks, devices, and services, as well as the requirements they must fulfil.

The drafting process of IMT-2030 has several milestones. First, the IMT Vision of IMT towards 2030 [12] and beyond is expected to be completed in 2023. Such a document explores and documents foreseen 6G use cases, applications, capabilities, and technology enablers and is complemented with feasibility studies of spectrum characteristics of additional frequency bands suggested for 6G. Then the vision document and related feasibility studies will be followed by the identification and collection of technical requirements that will trigger other relevant SDOs to define and develop fitting functional technologies, architecture, and solutions for 6G. The more detailed requirements for 6G will be defined in the IMT-2030 specifications, expected around 2025.

![Figure 9.1. Expected 6G standardization timeline - note that the timeline may vary based on the progress in SDOs.](image-url)
the next-generation networks. The outcome of these efforts will be integrated and documented in the IMT-2030 recommendation.

The 3rd Generation Partnership Project (3GPP) has been the main SDO for 3G, 4G, and 5G specifications and is expected to play the same role for 6G, covering radio access, core network, UE, and service aspects. The term “partnership” in the name of 3GPP refers to the fact that multiple regional or technology-specific SDOs, with more than 750 companies, participate in the 3GPP work. 3GPP specifications are grouped into a series of releases that define the features and capabilities of the cellular system. A new release is usually specified in 15–24 months. The first release for 6G has not yet been defined, but from ITU timelines, one can deduce that 6G studies will start in 3GPP around 2025 under Release 20 (see Figure 9.1).

For each release, 3GPP follows a staged process that starts with overall service descriptions from the user’s standpoint leading to requirements. This is the responsibility of Services and Systems Aspects (SA) Working Group (WG) 1 – Services. Based on the results of SA WG1, a description of service requirements of the network functions and mapping to network capabilities is defined by SA WG2 – System Architecture and Services, which is then used to define switching and signalling capabilities and protocols in Core Network and Terminals (CT) WGs and radio access network (RAN) WG.

The European Telecommunications Standards Institute (ETSI) is one of the European Standards Organizations officially mandated to support EU regulation and policies [13]. ETSI defines ICT standards for systems, applications, and services across multiple industry sectors. The work in ETSI is organized into Technical Committees (TC), sector-specific ETSI projects, and Industry Specification Groups (ISGs). It is working on multiple enabler technologies essential for 6G systems. ETSI has established an ISG for terahertz communication (THZ ISG [14]), with the target of laying out the technical foundation for THz communications (0.1–10 THz) including RF characteristics and channel models. Other 6G relevant ETSI groups are the Experiential Networked Intelligence ISG that defines a cognitive network management architecture, the Zero-touch network and Service Management (ZSM) group that automates network operations, and the Network Functions Virtualization (NFV) that enables cloud orchestration of native network functions.

9.2.2 Other Standardization Efforts

In addition to the three previously mentioned SDOs, there are a number of 6G relevant industry alliances that define and develop a specific technology or systems that will play a part in some or all 6G network deployments. O-RAN ALLIANCE [15] is one of them and is expected to have an impact on the definitions of how the radio
access of the 6G networks will unfold. **O-RAN** Alliance is an industry specification group focusing on the next-generation RAN infrastructure. It is a community of around 300 mobile operators, vendors, and research institutions with a mission to develop RAN towards more intelligent, virtualized cloud-based network elements with standardized open interfaces. For 5G, O-RAN has defined among others fronthaul solutions and AI-enabled RAN Intelligent Controller solutions (i.e., non-real-time and near-real-time RAN intelligent controllers). O-RAN has started pre-standardization research activities to investigate the foreseen 6G use cases and technologies and their impact on the RAN architecture in the Next Generation Research Group (nGRG). This research group is expected to publish white papers and research reports based on their studies. The group is not chartered for any normative specification work which is left for later phases in alignment with ITU and 3GPP schedules in O-RAN working groups that are in charge of the actual specification work.

Next Generation Mobile Networks (NGMN) Alliance [16] is an open forum founded by world-leading mobile network operators. NGMN has different membership categories with different roles, rights, and obligations. Operators are in the member category, vendors and software companies are in the contributor category, and research institutes are in the advisor category. NGMN creates deliverables that provide guidelines to equipment developers and SDOs, proposals, and requirements to the industry and other SDOs [17, 19]. It is also acting as a venue for information sharing on critical concerns and sharing experiences and lessons learnt. NGMN has by so far started 6G considerations by publishing white papers on 6G drivers and vision [18] and 6G use cases with their technical challenges and implications to 6G requirements [19]. Based on their previous work on 5G, we expect that NGMN will continue to be an active player in shaping the 6G end-to-end architecture and the ecosystem around it. Particularly, NGMN is likely to work on 6G migration matters, security and operational aspects, overall ecosystem aspects, identification of new requirements for 6G features, and testing the network capabilities.

GSM Association (GSMA) is a mobile operator-driven organization with the goal of achieving scale and interoperability for new mobile technologies. It is perhaps most known by the annual Mobile World Congress trade show that takes place in Barcelona usually at the end of February or early March. GSMA develops and publishes technical documents that have a high impact and are accepted as standards across the communication industry. These technical documents include among others “Definitions of generic slice templates” [20], “5GS Roaming Guidelines” [21], and “Requirements for Multi-SIM Devices” [22], and so on. In addition to the technical documents, GSMA provides its members with tools, statistics, and forecasts.
9.3 Regulatory Trends Towards 2030 and Beyond

While the telecommunications sector has been liberalized and privatized in the 1990s, sector regulation continues to be important in conjunction with efficient spectrum access rules, aspects of EMF, and assurance of level playing field with platform and cloud operators beyond the telco context. Towards 2030, this trend will continue. For example, spectrum management is at the heart of future networks and any wireless technology development, and governments and regulators will have new opportunities due to a wide variety of spectrum bands with highly distinct deployment characteristics and spectrum access models with different levels and needs of spectrum sharing. Another rising issue is electromagnetic field (EMF) exposure. The deployment of 5G technology has started in different areas of the world, and in some regions, (including Europe) concerns over EMF exposure fuel the opposition of the public to its rollout [23, 24]. The exposure to EMF is and will be regulated, based on the guidelines from the International Commission on Non-Ionizing Radiation Protection (ICNIRP) [25]. Since the beginning of telephony, regulations have played an important role in shaping innovation and the operation of the telecommunications industry, for example, setting the industry to be monopolies in the 1960s, liberalizing the sector with privatization in the 1990s, and setting up new regulations for 5G local and private networks. Future networks will likely combine a range of RAN technologies from macro cells to small cells with very high-capacity short-range links. This calls for refining regulations to resolve inconsistent local approval processes and frequency band assignments to enable dense small-cell deployments.

9.4 European 6G Research and Innovation Activities

The work on 6G networks and services has started, and multiple activities are taking place around the world. In Europe, the 6G Smart Networks and Services Industry Association (6G-IA) [26], in collaboration with the supporting Associations, namely, Networld Europe [27], Alliance for Internet of Things Innovation (AIOTI) [28], CISPE.cloud [29], and NESSI [30], prepared a proposal for a European Partnership for Smart Networks and Services to be implemented in the context of Horizon Europe Framework (HEU).

In November 2021, the SNS Joint Undertaking (JU) [31] was established as a legal and funding entity to drive the 6G digital transition. The SNS JU is a public–private partnership jointly run by the European Commission and the 6G-IA. The initiative enables the pooling of EU’s industrial and academic/research resources in the area of smart networks and services. In addition, it fosters alignment with EU
Member States for 6G Research and Innovation and deployment of advanced 5G networks.

The SNS JU sets out an ambitious mission with an EU funding budget of €900 million for the period 2021–2031 (Figure 9.2):

- Foster Europe’s technology sovereignty for 6G smart networks and services by designing and providing advanced applications and services together with competitive 6G connectivity solutions. The research and innovation actions are designed to consider the full value chain from end devices to service providers and from softwarized and virtualized solutions down to innovative hardware implementations.
- Improve the digital industry’s operation by identifying the needs of verticals and provide them with well-needed solutions that will efficiently address their pain points and improve their productivity. One of the main goals of the SNS JU is to act as the catalyst for the creation of a fertile multi-domain business ecosystem.
- Address, beyond the business and technological needs, societal needs like key UN’s Sustainable Development Goals (SDGs) [32], the European Green Deal [33], as well as safeguard safety and security European policies.

The SNS JU aims at mobilizing the European Stakeholders within ICT as well as the vertical sectors and making Europe the centre of gravity for global collaboration and consensus. The partnership is based on the 6G-IA Vision for 6G Networks and Services [34] and follows a solid research and innovation (R&I) roadmap [35] that is being implemented through a dedicated call for projects.

As shown in Figure 9.3, the SNS JU is covering multiple research topics across all network domains. These topics range from typical networking research areas in the radio access, transport, and core networks, up to areas that are applicable on an
Figure 9.3  SNS JU indicative R&I topics.
end-to-end basis (e.g., security, agile deployment and management of services, new northbound interfaces, architectural topics, and transformative technologies). One key point for 6G networks is the current expectation that the further softwarization of the network may blur the current boundaries between the current network domains, bringing thus significant advancements in the overall architecture.

9.5 Summary and Outlook

This chapter concludes and completes this book, presenting the current status of 6G in terms of standardization and regulation initiatives, towards issuing specifications accepted worldwide as “the new 6G system.” In doing so, this chapter has outlined the situation as it is known at the time of writing, and as the road towards standardization is still long, changes are of course possible.

As said, this chapter completes the book, which, in its overall layout, has reported on the current paths towards the new 6G system, deemed to be a sustainable and trustworthy system, with human needs at its core. The book has covered several aspects, all being investigated in Europe and elsewhere, in order to take strategical and technical decisions on the features of 6G, within the framework of the mentioned needs of sustainability and trustworthiness. After the prefaces from European Commission and 6G IA, a chapter has been dedicated to the overall use cases, deemed relevant for 6G, and the visioned E2E architecture evolution towards 6G. The following chapters have been dedicated to specific features, novel enabling technologies, and peculiarities that this system shall present in order to correspond to the desired performance and value indicators.
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