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Preface

Social learning is a timely and highly relevant topic that addresses themes
such as the study of opinion formation and propagation over networks,
or how cooperating agents (e.g., humans, robots, or sensors) affect one
another and make decisions based on decentralized observations.

Many complex cognitive systems are made up of individual agents
whose activities are the result of sophisticated “social” interactions with
other agents. Consider how people build their opinions about a particular
phenomenon. The opinions form through repeated interactions with other
people, whether in person or virtually (e.g., over a social network). A
diffusion mechanism occurs, by which ideas, information, and even false
news spread throughout the network. Nature provides many other examples
of cooperative learning in the form of biological networks.

Social learning occurs in man-made systems as well, in the form of
multi-agent decision-making procedures. One example is a robotic swarm
deployed over a hazardous area for a rescue operation. Multi-agent decision-
making can be critical in this scenario, as some robots operating in adverse
conditions (e.g., with limited visibility or partial information) would only
be able to complete their task by cooperating with other robots that have
better access to critical information.

The primary focus of this text is on techniques for information diffusion
and decision-making over graphs, as well as the examination of how agents’
decisions evolve dynamically in response to interactions with neighbors
and the environment. There are at least two reasons why research on
social learning is important. On one hand, it provides for a more in-depth
explanation of the fundamental cognitive mechanisms that enable opinion
formation and the dissemination of knowledge (or disinformation) across
graphs. On the other hand, the study of social learning is important for the
design of reliable distributed decision-making strategies, which encounter
applications in a range of settings involving highly dynamic environments,
nonstationary data and uncertain models, untrustworthy or malicious
agents, sparsely connected graphs, and restricted communication.



The text provides a unifying framework and a comprehensive presen-
tation for understanding and developing social learning strategies. The
treatment starts from the theory of optimal single-agent learning, to ar-
rive gradually at the foundations of social learning by multiple agents
connected through a graph, whose structure can induce interesting and
diversified phenomena. For example, we will see how connected graphs
enable agreement across the agents, whereas a “mind control” mechanism
emerges over weakly connected graphs, where the network is split into
influencers and influenced agents.

After a detailed illustration of the traditional techniques, the focus
is shifted to recent advances and trends in social learning. For example,
we will show that traditional strategies produce stubborn agents, which
oppose new states of information and are reluctant to respond to changes
in the environment. We then explain how to endow social networks with
adaptation and learning capabilities to detect these drifting situations.
We also present methodologies to deal with the sharing of incomplete or
partial information, and we explain how to design social machine learning
solutions where the agents rely exclusively on data.

The text relies on various powerful tools, such as stochastic convergence,
large deviation analysis, martingales, and the Rademacher complexity. The
necessary elements to understand and use these tools are collected in the
appendices.
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Chapter 1

Introduction

By social learning, in this book we refer to an ensemble of mathematical
models and inferential strategies for opinion formation and decision-making
over graphs [27].

To motivate the use of the term “learning,” let us consider a situation
where there exist some possible choices, called the hypotheses or classes.
These choices could correspond to the weather condition (such as sunny
or rainy), to the outcome of a soccer match (such as a victory, draw, or
loss), or to the type of restaurant that a group of friends would like to
book. Some agents collect data related to the phenomenon of interest and
their learning objective is to assign probability scores, called beliefs, to all
possible hypotheses. These scores would quantify the levels of confidence
or “opinions” of each agent about each of the potential hypotheses. For
example, in the weather forecasting problem, the data sensed by the agents
can be measurements of humidity, atmospheric pressure, or temperature,
and the opinions formed by one agent in relation to the sunny or rainy
condition could be in the form: “Tomorrow will likely be sunny with 90%
confidence and rainy with 10% confidence.” In other words, each agent
will form a belief vector, which happens to be a probability vector with
nonnegative entries adding up to 1. Each entry of this vector will represent
the credit that the agent assigns to the corresponding hypothesis being
the truth. This process of belief formation enables automatic decision-
making, since an agent can select as the most plausible hypothesis the one
corresponding to the highest belief. When the agents continuously collect
streams of data supporting increasing evidence in favor of one particular
hypothesis, it is expected that they will ultimately place all the probability
mass on that hypothesis.



2 Introduction

The qualification “social,” on the other hand, refers to the networked or
graphical structure (i.e., the graph) that links multiple agents together, as
happens in the context of social networks, biological networks, or robotic
swarms. These networks (also referred to as multi-agent networks [151,
152]) consist of multiple communicating agents, equipped with sensing and
cognitive abilities that allow them to cooperate and extract meaningful
information from measurements. Nature itself provides numerous examples
of cooperative learning through sophisticated dynamics arising, e.g., over
biological networks [11, 39, 98], in animal behavior [5, 39, 51, 64, 138, 156],
and in brain science [15, 38, 162].

In social learning, the decentralized interaction between dispersed agents
takes place through repeated local consultation steps, where neighboring
agents, i.e., agents linked by edges over a graph, are allowed to exchange
their beliefs over these edges. Consider, for instance, the manner in which
humans form their opinions about a certain phenomenon of interest. In this
case, the opinions of an individual take shape via repeated interactions with
other people they can consult with (i.e., their neighbors), whether through
direct contact or virtually over a social platform. A diffusion mechanism
emerges through which opinions, information, or even fake news propagate.
Social learning strategies also arise over man-made systems, e.g., over
distributed networks of sensors that collect measurements and exchange
information to solve a decision-making problem. Compared with standalone
learning strategies, social (i.e., networked or decentralized) strategies yield
improved performance and robustness. They also enable agents to overcome
their individual limitations by leveraging collaboration during the learning
process.

1.1 Examples of Social Learning

The social learning problem is encountered across a range of disciplines
and applications, including cognitive sciences (e.g., psychology), social sci-
ences (e.g., economics), statistics, biology, engineering design, and others.
Depending on the context, the term “social learning” might emphasize
different aspects. For example, in [10] the topic of social learning is ad-
dressed from the perspective of psychology, whereas in [43] the focus is
on learning dynamics that arise in economics. In our treatment, social
learning will be useful to examine how the beliefs assigned to some hypothe-
ses of interest evolve through interactions over a graph. It will also be a
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driver to enable decision-making by networked agents. In other words, the
framework adopted herein is general enough to allow applications across
different fields, such as the study of opinion formation over graphs, the
dissemination of misinformation over these same topologies, as well as
the ability to perform decision-making by robotic swarms, meteorological
stations, or by communication and control networks in engineering design.

The manner in which a group of individuals is able to aggregate dispersed
information has been the subject of several studies before. As early as the
18" century [48], scientists have been studying how multiple individuals
can combine their information to learn some underlying truth. In [76], the
following social experiment was described. People at a fair were asked to
guess the weight of an ox, and 787 guesses were collected. The interesting
result was that, while the individual guesses varied, their median value
approached the true weight of the animal. The success of aggregating
estimates in this experiment reinforces the idea of the “wisdom of the
crowd,” according to which a collective of agents could combine opinions
to improve the reliability of the conclusions reached by a single individual.

Example 1.1 (Brazil-ltaly soccer match). Assume the World Cup final is between Brazil
and Italy. Three friends want to predict the winner of the match. Friend 1 is Italian,
friends 2 and 3 are Brazilian. Figure 1.1 shows four possible scenarios arising from the
opinion formation process, with focus on the belief of friend 1.

In cases (a) and (b) the three friends do not communicate with each other (in the
graph shown in the top part of the figure, we see each node connected only to itself),
i.e., they form their individual opinions only based on their own private information.
In case (a) the data collected by friend 1 and the model they use to interpret the data
support victory by Brazil. The belief of friend 1 accordingly places more mass on that
hypothesis. In contrast, in case (b) friend 1 is biased by being a supporter of the Italian
team, resulting in an opinion favoring their victory.

Let us now consider how the situation changes if friend 1 interacts with their Brazil-
ian friends, according to the communication graph displayed in the bottom part of the
figure. We assume the data and models of friends 2 and 3 always support the hypothesis
of a Brazilian victory. In case (c) the belief of friend 1 in favor of Brazil is reinforced
by the interaction with friends 2 and 3, thus leading to a higher mass concentration
on that hypothesis. The most interesting situation occurs in case (d). Here, owing to
cooperation and the sharing of information, friend 1 ends up changing their mind and is
driven to believe that Brazil will win.!

Despite its simplicity, the previous example illustrates the fundamental
interplay that arises between data, models, and network, and how this

IThe perspective given in this particular example might be biased by the birth nationality
of the authors, especially by the fact that one of the authors is a minority.
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no communication

data of friend 1
support victory by Brazil

data of friend 1
support victory by Italy

belief of friend 1

@

5 @

belief of friend 1

hypothesis hypothesis
case (a) case (b)
belief of friend 1 belief of friend 1
communication
hypothesis hypothesis

case (c)

case (d)

Figure 1.1: Illustration of belief formation for Example 1.1.

interplay can influence the final beliefs. This type of behavior is observed in
real opinion formation processes, and it will be well captured by the social
learning strategies derived in the forthcoming chapters. Specific instances
will be discussed in some detail in Chapter 5.

In recent years, there have been many useful works devoted to the study
of the social learning problem, such as [1, 2, 25, 42, 83, 96, 106, 118, 132,
135, 147, 175]. These studies have two main ramifications. From a behavioral
perspective, the focus is on proposing and examining mathematical models
for social learning that are able to capture the collective behavior of groups
of cognitive agents. From a design-oriented or engineering perspective,
the focus is on devising powerful social learning algorithms to accomplish
specific tasks, and on assessing their quality, for example, their capacity
to infer the right hypothesis from the evolving beliefs or the speed of
convergence of the decision process.

Example 1.2 (Distributed sensing and decision-making). An example of an engineering
system whose design is inspired by social learning is a collection of sensors recording data
from a common region. These could be, for example, meteorological stations measuring
different attributes such as air humidity, atmospheric pressure, or temperature. The goal
of the network is to predict the state of the weather in the region under observation.
Fusing information from multiple sensors can be useful to deliver superior learning
performance. This is particularly relevant since in many situations the information at
each individual sensor can be insufficient to allow it to make a correct weather forecast
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on its own. For instance, some sensors might be able to collect only humidity data, while
others collect only pressure data. However, through mutual interactions, all sensors
could be able to arrive at more informed predictions.

Another example is a robotic swarm deployed over a hazardous area for a rescue
operation. Assume the robots patrol different portions of the area under control. Only
neighboring robots can communicate with each other. All robots must make a decision
and consequently take a coordinated action. Some robots operating under disadvanta-
geous conditions (e.g., with limited visibility or partial information) would only be able
to perform their assigned task (such as saving a life during the rescue operation) by
leveraging cooperation with other robots that have better access to critical information.
For example, the more informed robots might be closer to the origin of a fire. In this
case, cooperation is critical since some robots might be “blind” to the fire event or detect
it with some great delay.

We will discover in future chapters that several interesting phenomena
arise in the context of social learning. It is often the case that the data
observed by the agents are ruled by some common truth (i.e., one and
the same hypothesis), giving rise to a scenario that we will refer to as
objective evidence. Under this model, we will identify meaningful situations
where the agents are able to learn the common hypothesis. However, other
cases are encountered over real-world networks. For example, we can have
multiple individual truths (leading to a subjective evidence scenario), where
the observations of distinct agents in the network are ruled by distinct
hypotheses; fake news, where some agents purposely inject artificial data
to steer the agents’ opinions toward some wrong hypothesis; or situations
where the data distributions do not match perfectly any of the hypotheses
postulated by the agents. We will identify situations where the agents are
subject to manipulation, can become stubborn and be slow in accepting new
truths, and can even end up following a herding behavior. Understanding
the learning mechanisms arising under these different possibilities is useful
to dissect the social learning dynamics and to answer interesting questions,
such as: Do the agents agree on some hypothesis? If so, which one? Can
some agents influence other agents in their choice?

Example 1.3 (Find the best restaurant). There are cases where it is difficult to define a
common truth for all agents. For example, consider a group of friends that exchange
opinions to choose an Italian restaurant in New York City. Some of the friends mostly
care about food quality, while others care about price. The data available to the friends
interested in quality relate to information such as ingredients or recipes, and the learning
models they use to interpret the data enable them to pinpoint restaurants with higher
food quality. In contrast, the data available to the remaining friends relate to prices,
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and their learning models give priority to restaurants with lower prices. This situation
is one instance of the subjective evidence model treated in Chapter 5.

Depending on the relative number of friends interested in quality over price, on the
data types and models used, and on the graph of interactions that describes who talks
to whom, diversified outcomes are possible, as we will discover later in Chapter 5. For
instance, if the graph is sufficiently connected, then all friends will be able to agree on
one and the same restaurant, which would somehow optimize the quality-price ratio.
However, the choice would be more or less unbalanced in favor of quality or price depend-
ing on different factors, such as the number of friends interested in quality over price,
and the graph dictating the friends’ interactions. If these interactions are sparse (i.e., if
the communication graph is not sufficiently connected) we can also have disagreement,
with different restaurants chosen by different friends.

1.2 Building Opinions

Several factors drive the process of opinion formation over graphs. These
factors will be quantified in future chapters, and their roles will appear
explicitly in the expressions defining the social learning strategies. Here
we provide a brief overview. We identify seven main elements, which are
described below.

Prior convictions. At any given time epoch, each cognitive agent will
have its own personal opinion regarding the plausible states of nature,
summarized in a probability vector that constitutes the prior belief. This
opinion arises from different mechanisms, also depending on the particular
application or context. For example, the prior belief can be completely
flat (i.e., equal mass is assigned to all hypotheses) because the agent is
completely ignorant about the hypotheses, or it can be biased because
the agent has some preferences, or it can also originate from the agent’s
experience accumulated as the outcome of a previous learning process.
The aim of the social learning process is to update these prior convictions
by exploiting: i) new information or knowledge coming from private data
observed by the agent; and ) interaction with other (neighboring) agents.

Data. The effect of the world on the agents occurs through the private
observations or measurements arriving from the environment at the in-
dividual agents. The quality of these measurements, the way they are
distributed across the agents and over time are of utmost importance for
the learning outcome.
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Likelthood models. In order to update the prior convictions with the new
information contained in the data, each agent will need to quantify how
the data are related to the possible hypotheses. To do so, the agent will
employ a likelihood model that describes the probabilistic mechanism by
which the data are generated given a particular hypothesis. For example,
the model would describe which humidity values are more likely to occur
if the state of nature happens to be “rainy.” In Figure 1.2 we show an
example with three models (namely, three probability density functions)
associated with the possible hypotheses.

[ likelihood model }

under hypothesis 2
T

likelihood model \ likelihood model
under hypothesis 1 \ probability density under hypothesis 3
N \\ function 7
AN \ e
N -
\ \ -

N //\

data

Figure 1.2: Example of probabilistic mechanisms linking the data to the hypotheses. Here we
have three hypotheses corresponding to three probability density functions.

The agents will adopt some likelihood models depending on their knowl-
edge about the specific learning task. For example, consider a decision-
making network deployed to detect which symbol has been transmitted
over a communication channel. The measurements would correspond to
received signals corrupted by Gaussian noise. The statistical models linking
the received measurement to the transmitted symbol will take the form of
Gaussian distributions with different means corresponding to the different
symbols. In other examples, the agents will need to learn their models
directly from data during a training phase, by using some clues available
to describe the relations between the hypotheses and the data. We will see
specific examples of this training process in Chapter 12, in the context of
soctal machine learning.

Update rule. In order to update the prior convictions using the knowledge
extracted from the observed data and the assumed likelihood models, each
agent will implement an update rule, whose general flow diagram is shown



8 Introduction

in Figure 1.3. The agent computes an updated belief by blending the prior
belief with the data, whose information content is evaluated through the
available likelihood models. In our treatment, the update rule will often be
Bayes’ rule, but other choices are useful, as we will see in Chapters 8 and 13.

,,*"ﬁrior belief

hypothesi’s’ updated belief

e e}

x[] hypothesis
O O @ A A L
O A data A AN T

A g A " likelihood

models

Figure 1.3: Schematic illustration of the belief update process.

Belief diffusion. The exchange of information between neighbors enables
agents to solve the inference problem collaboratively, which might bring
significant improvements over the noncooperative case. Through proper
cooperation, the agents exploit the knowledge distributed across the entire
network to deliver superior performance and to overcome the limitations
that might exist in their individual data or models. Due to various physical
constraints, the agents are not generally allowed to exchange their raw
data. One such constraint is usually privacy; another one is complexity.
For example, over a distributed cloud storage system it is seldom the case
that one can share the (huge) datasets. It is more likely to share summary
information, such as beliefs in a social learning context. Also in human
learning, usually we would not share with our friends the entire set of
information (i.e., the data) that led us to form our personal opinions, but
we would rather share opinions or impressions.

Moreover, it is often the case that we share only part of our opinions.
For instance, assume two friends are interested in ranking some commercial
brands. In many cases, they talk specifically of a single commercial brand
and then automatically update their opinions regarding other commercial
brands. This particular learning mechanism will be examined in Chapter 11,
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in the context of social learning under partial information.

Network. When the agents exchange information, they do it according
to some communication graph, i.e., over a network. The network struc-
ture determines the communication paths and the flow of the exchanged
information across the agents, as well as the weights given by each agent
to the information received from its neighbors. Different connectivity and
weight patterns give rise to influence dynamics and rich belief formation

scenarios.

Pooling. Once an agent receives the beliefs from its neighbors, it has to
blend them suitably. In other words, it is necessary to devise a pooling rule
to construct the final belief arising from the social learning mechanism.
Popular pooling rules are the geometric and arithmetic averaging rules —
see Chapter 3.

prior belief
‘ update rule +— updated belief
agent 1 T T T T L
I ° e -
AN 0 N
data NN \
likelihood 1P %0
models ) ] °
Q o
prior belief ¥
) 2
T update rule (+— //‘ updated belief
7/
agent 2 T L4 T s
I ° 9
data '4AN
likelihood
models
self-learning intermediate belief diffusion belief pooling

beliefs

Figure 1.4: Schematic illustration of social learning.

The combined interaction of the seven elements described here is repre-
sented in Figure 1.4, where we show the behavior of two agents, denoted by
1 and 2. In a self-learning step, the agents implement a local rule to update
their prior convictions using the knowledge extracted from the new data,
based on the assumed likelihood models. In the considered example, we
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see that agent 1 starts with a flat belief, while agent 2 starts from a belief
biased in favor of the red hypothesis. Interestingly, after incorporating
evidence from the data, agent 1 departs from its initial agnostic assignment
and gains confidence in favor of the green hypothesis. In contrast, agent 2
abandons its initial bias toward the red hypothesis in favor of the blue one.
During the belief-diffusion stage, each agent shares over the network
(i.e., with its neighbors) the intermediate beliefs produced during the self-
learning stage. Then, each agent processes the received beliefs through a
suitable pooling rule. In the considered example, the beliefs of agents 1
and 2 after pooling become more similar to each other. This is a direct
effect of incorporating the opinions from other agents in the network.

1.3 Book Organization

Social learning is a timely research topic with applications in several
domains, and there are of course several works on the subject. It is therefore
useful to describe the main distinguishing features of the present work.

We bring together into a unifying treatment the fundamentals of social
learning and the most recent advances in the field. In particular, these
advances consider important features encountered in many applications,
such as adaptation under nonstationary conditions, the exchange of incom-
plete information, or the necessity for agents to build their private models
from scratch relying on some clues available before social learning takes
place. We derive a number of versatile social learning strategies that are
well-suited to highly dynamic and uncertain environments where real-world
networks usually operate.

The theoretical analysis of these social learning methodologies relies
on advanced probability and mathematical tools, such as convergence of
random series, unconventional central limit theorems, large deviation anal-
ysis, and advanced statistical learning tools. These tools are different from
those traditionally used in similar contexts, e.g., in multi-agent distributed
optimization or regression problems. For this reason, one added value of
the book is to present these tools in an organic manner (with the help
of some appendices) to introduce the reader gradually to the necessary
background. In broad outline, the work is organized as follows:

Bayesian learning. One pillar of belief formation is Bayes’ rule, which
solves optimally the single-agent learning problem. Behavioral studies also
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reveal that standalone agents form their opinions in a “Bayesian way,” i.e.,
their beliefs evolve according to Bayes’ rule when they learn in isolation. We
explain in Chapter 2 how belief vectors can be updated by means of Bayes’
rule, especially in response to streaming observations. We examine the
convergence behavior of this rule and provide useful information-theoretic
interpretations for its optimality.

Non-Bayesian learning. In contrast to the single-agent case, when
distributed agents are organized into a network structure, they aggregate
their individual beliefs in a non-Bayesian way dictated by the physical
constraints that the network imposes. In Chapter 3 we introduce these
fundamental constraints, and derive the corresponding pooling policies
that combine the agents’ opinions and activate a belief diffusion mechanism
over the network graph.

Graphs and network models. Chapter 4 illustrates the network models
relevant to the treatment, emphasizing the role of network descriptors
that are useful for the learning process, such as graphs, nodes, edges,
neighborhoods, combination policies, and connectedness regimes.

Opinion formation over graphs. After having introduced, in the first
chapters, the background on the necessary statistical and graph tools, in
Chapters 5, 6, and 7 we examine carefully the behavior of the derived social
learning strategies. The analysis provides a detailed characterization of the
opinion formation mechanism and reveals how interesting and diversified
phenomena emerge, depending on the data, models, and network structure.
For example, under subjective evidence when different agents promote
different hypotheses (say, hypotheses a or b), a “truth-is-somewhere-in-
between” effect can arise, where all agents end up choosing a third option
c. We will also see that a “mind-control” effect can arise over weakly
connected graphs, where some agents can exert a domineering role over
other agents, with the network split into influencers and influenced agents.

Adaptive social learning. We will explain that traditional social learning
implementations cause the agents to become stubborn and to react slowly
to drifts in the environment conditions. These traditional strategies are
inherently nonadaptive and, hence, not suited to applications where contin-
ual learning must be guaranteed in the midst of nonstationary phenomena.
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Adaptation in social learning is critical because in most situations the
agents must be ready to change their mind and adapt their opinions. In
order to address this issue, we introduce an adaptive social learning (ASL)
strategy in Chapter 8 by showing how to modify the Bayesian update
to embed into it the ability for continuous adaptation and learning. We
introduce advanced mathematical tools in Chapters 9 and 10 to provide
an accurate performance assessment of adaptive social learning and to
ascertain the fundamental laws governing it (e.g., the weak law of small
adaptation parameters, asymptotic normality, and large deviations).

Partial information sharing. We examine social learning under partial
information sharing in Chapter 11, which arises when the agents exchange
only a subset of their opinions about the hypotheses under consideration.
For example, the agents may be interested in forming opinions about the
candidates in an election process, but they would limit their interactions
to discussing only one of the candidates. We will explain how the opinion
formation process is affected by such partial information sharing mecha-
nism.

Social machine learning. In most studies, social learning algorithms
rely on predefined likelihood models that are assumed to be perfectly
known beforehand. However, this is not always the case. In Chapter 12
we develop a social machine learning framework, where we examine the
process governing the formation of the individual agent’s memory, i.e., we
focus on how the agents build their private models from some empirical
clues observed prior to the social learning phase. The models obtained
during this preliminary phase of training are then deployed to run the
social learning algorithms. We show that the resulting fully data-driven
strategy achieves consistent learning despite the challenges introduced by
the lack of exact likelihood models.

Extensions and future directions. Chapter 13 is devoted to the pre-
sentation of possible research lines, extensions, and open questions. In
particular, we discuss the effect of non-Bayesian updates, alternative adap-
tive rules based on censored beliefs, and the inverse problem where an
inferential engine estimates the graph structure after monitoring the agents’
beliefs.
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1.4 Notation, Symbols, and Conventions

Table 1.1 collects the main conventions used in our exposition. More local
definitions will be introduced in the individual chapters at the necessary
moment.

In our treatment we often work with vectors and matrices. Vectors are
denoted by small letters. The notation

x = la,b,] (1.1)

defines a vector with entries a, b, c. When we need to perform linear algebra
operations, we must specify if we deal with row or column vectors. Unless
otherwise indicated, all vectors will be column vectors. Therefore, when
we write z € R?, we implicitly imply that z is a d x 1 vector. Matrices are
denoted by capital letters, and their entries by the corresponding small
letter, to which we append two subscripts to pinpoint the particular matrix
entry. The notation A = [a;;] specifies that the matrix A collects entries
denoted by a;i, where j is the row index and & the column index. Likewise,
the notation = = [xj] indicates that the vector x collects entries denoted
by xj, where k is the entry index. Sometimes we employ the alternative
notation [A]; to extract the (j,k) entry of a matrix. This is particularly
convenient when we work with products or powers of matrices. For example,
[A?);5 denotes the (j, k) entry of the matrix A% A matrix or vector with
all null entries will be denoted by 0.

For infinite sequences of the form

1,22, .. (1.2)

we use the notation {x;}ien, {24}, or simply {z;} when the indexing is
clear from the context. This notation is also used for finite collections of
objects. Moreover, for objects with multiple indices, the notation {kaﬂg}f:l
refers to the collection of K values 1, 22y,..., 7K, for a fixed t.

Several arguments employed in this text rely on probability theory. The
exposition is not focused on a measure-theoretic approach, so that readers
will be able to follow most of the arguments without a background in
measure theory. We use bold font for random quantities and normal font
for their realizations or for deterministic quantities.

When we introduce random quantities that describe a particular setting
(e.g., the agents’ data in a social learning problem) we implicitly assume
that they live in a common probability space (€2,.%,P), where Q is the
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Table 1.1: List of the main notational conventions used in this book.

= Z a =®

Iq
1[C]

f(x) =o(g(x)) as x — xo
f(x) =O0(g(x)) as x — xo

Field of real numbers

Field of complex numbers

Set of natural numbers 1,2, ...

Column vector with all its entries equal to 1
d x 1 vector with all its entries equal to 1
Identity matrix

d X d identity matrix

Indicator function

e = {,

Bold font denotes random quantities

if condition C is true,

if condition C is false.

Normal font denotes deterministic quantities
or realizations of random quantities

Expected value of x

Variance of «

Probability of event £

Matrices are denoted by capital letters
Transpose of matrix A

Column vector obtained by stacking
the entries (or vectors) a1, az,...,an

Vector quantity relative to agent k at time ¢
Oth entry of vector zy ¢

FEuclidean norm of x

f(x)/g(x) = 0as x — xo

f(x)/g(x) remains bounded as z — zo

x, converges to x almost surely as n — oo
x, converges to x in probability as n — co

x, converges to x in distribution as n — oo
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sample space, .Z (also called the event space) is a o-field of subsets of €2,
and IP a probability measure on .%. When we refer to sets and functions, we
implicitly assume that they are measurable. Likewise, to avoid measurability
issues, we assume that the probability spaces are complete.?

We reserve the term “random variable” to scalar real-valued quantities
and use “random vector” to denote vectors whose entries are random
variables. Discrete, a.k.a. categorical random variables, belong to discrete
alphabets, such as a discrete random variable « taking on values in the set
X ={a,b, c}. These variables are described in terms of a probability mass
function (pmf), e.g.,

Plz = a] = p(a). (1.3)
A pmf can be equivalently regarded as a probability vector p € A|y|, where
|X| is the cardinality of X', and A|y| denotes the probability simplex in
RI*!. For example, if z € X = {a,b, ¢}, we can write

p = [p(a), p(b), p(c)]. (1.4)

A continuous random vector @ is defined on X = R%, for some d € N. If
the random vector admits a probability density function (pdf) p(z) with
respect to the Lebesgue measure on R%, for a set S C R¢ we have

Plz € 8] = /S p(x)de. (1.5)

As done for pmfs, we write p in place of p(x) to refer to the entire pdf, not
to a particular value z. When, for two pdfs p(z) and ¢(z), we write p = ¢
or p(x) = gq(z), we imply that the equality p(z) = ¢(x) holds for all z € X,
possibly excluding a set of zero Lebesgue measure. When for two random
vectors  and y we write @ = y, the equality is intended to hold with
probability 1. Likewise, when we say that a random variable x is positive
or write > 0, we mean that the inequality holds with probability 1.

The expectation of a random variable x is denoted by Ex. The same
symbol is used for vectors, where expectation is meant to be computed
for each entry of the vector. When we evaluate the expectation of more
involved functions, we use parentheses, e.g., E[(z — 3)?]. Sometimes we
write [,z to emphasize that the expectation is computed by assuming
that the random variable x is distributed according to some pmf or pdf p.
When we write E (and P) without subscripts, the underlying distribution
should be clear from the context.

2In a complete probability space, all subsets of zero-measure sets are measurable, and it is
known that every measure can be completed [145].
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With reference to equalities, inequalities, and more general relations,
the acronyms LHS (left-hand side) and RHS (right-hand side) will be used
to indicate a specific side of the relation. For example, the LHS of

a—b (1.6)

is a. When a formula contains multiple relations, the LHS (resp., RHS)
will indicate the leftmost (resp., rightmost) side. For example, in

a=b=c, (1.7)

¢ is the RHS.



Chapter 2

Bayesian Learning

A central quantity in this book is the belief vector, a probability vector
whose entries quantify the credibility that a cognitive agent assigns to
different hypotheses of interest. For example, assume we are interested in
predicting the outcome of a soccer match, which can be represented by a
hypothesis 6 € {victory, draw, loss}. We start from some prior convictions
arising from personal impressions or previous evidence, such as statistics on
the recent performance of the involved teams. Then, we can progressively
update our initial opinion about the possible outcome by collecting new
pieces of information, which can originate from different sources. We can
access this information both individually (e.g., by hearing the latest news
about players’ conditions) or socially (e.g., from discussions with friends).
The ultimate belief arising from this process can be represented by a
probability vector u, such as

w = [p(victory), p(draw), u(loss)] = [0.6,0.3,0.1]. (2.1)

Establishing how the belief is formed is a problem of paramount importance,
with applications in several disciplines. From a design-oriented perspective,
belief formation is a critical tool to solve a number of inference and learning
tasks. For example, a classification problem can be solved by choosing
the most credited hypothesis. From a behavioral perspective, there is
enormous interest across various communities in establishing formal rules
that govern the mechanism of belief formation within many cognitive
systems, such as biological systems, the brain, self-organizing systems,
and social networks. For instance, interesting studies [74] have shown
that inference and learning processes in the brain evolve in a “Bayesian”
way, according to a free-energy minimization principle — see Section 2.3.
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Remarkably, the design-oriented and behavioral perspectives enjoy fruitful
cross-fertilization: Methods established for design inspire behavioral models
and, conversely, understanding of human cognition improves design by
creating or perfecting tools in several fields, such as signal processing, data
analysis, machine learning, or artificial intelligence.

The mechanism of opinion formation becomes even more interesting
in distributed systems, where it becomes important to understand how
spatially separated agents should blend their own private information and
the beliefs of their neighbors to construct opinions. For various reasons,
the belief vector emerges as a key player in the theory of social learning.

From a more technical perspective, it is worth noting that the opinion
formation process lies somewhere in between estimation and classification
problems [90, 155]. It is not simply a classification problem, since in
classification we are often mainly interested in the final decision. For
example, a belief vector equal to [0.55,0.45] would yield the same decision
as [0.99,0.01], but the meaning and reliability of the two decisions are
different. The “analog” value of the belief, namely, the mass assigned to
each hypothesis is important and helps explain decisions. Likewise, opinion
formation is not simply an estimation problem, since, as we will see, the
peculiarities of the belief (e.g., it defines a probability distribution over a
discrete set) require specific mathematical tools and lead to results that
are different from those traditionally employed in estimation theory.

2.1 The Bayesian Way

In order to introduce the concept of belief it is convenient to start with
the single-agent setting. Let © be a set of cardinality H, which collects
the hypotheses the agent is interested in. The particular elements con-
tained in © depend on the application. Without loss of generality, we take
© ={1,2,..., H} unless otherwise specified. Before starting the learning
process, the agent has some convictions as regards each hypothesis 6 € O,
which are summarized in the prior belief 7(0):

m(6) >0, > w(0) =1. (2.2)

0cO

Let x € X represent the data available for learning. The term “learn-
ing” means that the agent aims at updating its prior belief based on the
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observation z, thus building the posterior belief p(6|z):

u(0la) > 0, 3 u(0fa) = 1. (2.3)
0cO

In order to build the posterior belief, the agent relies on generative models
linking the data to the hypotheses, and encoded in the likelihood models!
£(z]0). As a function of x for a given 6, ¢(x|@) is a probability function. For
example, the observations can be modeled as continuous random vectors
in the space X = R, with £(x|¢) being a probability density function; or
by random variables in a discrete space X = {a, b, c}, with ¢(x|6) being a
probability mass function. The nature of the likelihood models is assumed
to be the same for all hypotheses, i.e., the functions ¢(z|f) correspond
either to pdfs or pmfs for all § € ©. They are accordingly subject to the
following normalization conditions:

/ (zlf)dz =1  V¥9e®  (for pdf),
X
(2.4)
Z (z|0) =1 Vo € © (for pmf).
zeX

In some applications, it is useful to deal with mixed-type data, i.e., data
that are not represented only by continuous or discrete random variables.
For example, we might represent x as a vector with different entries having
different characteristics. Some entries in x can be described by continuous
variables, e.g., the price of a commercial product, while other entries are
better described by categorical attributes, e.g., the product brand. To avoid
added complexity in the presentation, in our treatment we will mostly
focus on the case where ¢(z|f) is a pdf or a pmf. However, we remark
that the results presented in this text apply to more heterogeneous cases,
provided that ¢(x|f) can be meaningfully defined in terms of the so-called
Radon-Nikodym derivative [21].

2.1.1 From Priors and Likelihoods to Beliefs

The product 7(0)¢(x|6) identifies a joint probability distribution for the
hypothesis/data pair (6, x). Under this distribution, the posterior belief
can be computed as the conditional probability that 6 is true given x,

n this text we call “likelihood model” or simply “likelihood” the pdf/pmf £(z|0) for a given
6 € ©. We remark that, in statistics, it is more frequent to use the terms “likelihood function”
and “likelihood” when £(z|0) is regarded as a function of 6 for a given = [110, 155].
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through Bayes’ rule:?
m(0)£(x|0)

p(fz) = ()

@)= Y A0, (25)
[dSS)

where m(z) is the marginal pdf or pmf of z, a.k.a. evidence in Bayesian

theory [20]. As is typical in the Bayesian framework, expressions like (2.5)

are often conveniently abbreviated as

wu(0|x) o< w(0)4(x|0). (2.6)

The proportionality sign o is used because we regard the belief 1(0|z)
as a function of #, while the normalization term m(x) that makes u(0|z)
a probability vector depends only on x, and, hence, is a proportionality
constant that is independent of 6.

Bayes’ rule is reassuring under several viewpoints. First of all, if the
postulated joint model 7(0)¢(z|0) is true, Bayes’ rule computes exactly
the conditional probability of hypothesis 6 given data x, which identifies
naturally the best candidate to quantify the agent’s credibility on the
different hypotheses, and is therefore the building block to solve many
inference problems. For example, if we want to maximize the probability
of guessing the hypothesis correctly, we should seek the value of 8 that
yields the mazimum a posteriori probability (MAP), namely,

Buap = arg max u(6|z). (2.7)
e

Notably, Bayes’ rule works well even under mismatched models, i.e., when
the observed data are not obeying the postulated likelihood models em-
ployed to perform the belief update. As we will see in Lemma 2.3, under
this more challenging setting, Bayes’ rule is able to provide the best fit to
the true underlying data model.

Example 2.1 (Bayes’ rule with Bernoulli likelihoods). Consider a data sample = € {0, 1}
and a Bernoulli likelihood model

L(x]0) = goI[x = 0] + (1 — qo) [[x = 1], (2.8)

for certain probabilities go, parametrized by 8 € ©. We recall from Table 1.1 that I is
the indicator function, which assumes the value 1 when the condition identified by its

2p(0|x) is defined only when m(z) # 0. When the data are distributed according to m(z), this
is immaterial since the set { : m(z) = 0} has zero probability under m(z) [7]. More generally,
the set {x : m(x) = 0} has zero probability when the support of the true data distribution is
contained in the support of the distribution identified by m(z) — see Definition E.1. We will
find instances of the latter case in our analysis.



2.1. The Bayesian Way 21

1.0
0.8 1 0.6 1
< 0.6 B
= §04
0.4+ 3
0.2
0.2 1
0.0 0.0 t F f
0 1 1 2 3
T 0
W o=1 | 9=2 W o=3 ] =0 /] ==1

Figure 2.1: (Left) Bernoulli likelihood models in Example 2.1, with hypotheses 6 = 1,2,3
displayed with different colors. (Right) Posterior beliefs given the observation of z = 0 (in dotted
hatching), or z = 1 (in parallel hatching).

argument is true and the value 0 otherwise. Starting from the prior belief 7 (), we are
interested in evaluating the posterior belief p(6|z) following Bayes’ rule seen in (2.6),
which yields

p(012) o (6)£(al6) = m(6) (a0 Tw = 0] + (1 = go) Tl = 1]). (2.9)
Accounting for the normalization term, we obtain
oo @ o m(O) (L —g0) . _
SR HE R

Note that a likelihood can sometimes be uninformative about the hypotheses, which in
this example happens when we have a uniform Bernoulli likelihood. In fact, if go = 1/2
for a certain hypothesis ¢, from (2.8) we have £(z|0) = 1/2 for all € {0, 1}, which
means that the data sample = bears no information about 8. Accordingly, for 6 such that
go = 1/2, Eq. (2.10) reveals that the Bayesian update remains equal to the prior belief,
namely we get u(0|z) = 7(0), corroborating the absence of information in the likelihood.

Let us now consider a numerical example, with a set of three hypotheses © = {1, 2,3},
a flat prior belief, i.e., 7(0) = 1/3 for § = 1,2, 3, and the following likelihood (see the
left panel of Figure 2.1):

{(z]|1) = 041z = 0] 4+ 0.6 [[z = 1],
(z]2) = 0.7z = 0] + 0.31[x = 1], (2.11)
(z[3) = 0.2z = 0] + 0.8I[x = 1].

We evaluate the posterior belief p(6|z) using (2.10):

0.4 0.6
rl) = garor 02 =+ g5 03708 * = 1
@)= —2T a0 ——03  qp—1 (2.12)
# T 04407102 7 06+03+08 = :
0.2 0.8
rBI) = grror 02 =9 g5 0308 F = 1

In the right panel of Figure 2.1, we see the posterior belief p(f|z) given the observation
of x = 0 or x = 1. Note that the case z = 0 results in a belief vector whose largest entry



22 Bayesian Learning

is @ = 2, that is, x = 0 is perceived as a relatively strong evidence supporting hypothesis
0 = 2. On the other hand, the case x = 1 reinforces hypothesis 8 = 3.

2.2 Properties of Bayes' Rule

In many inference and learning problems, it is necessary to deal with
streams of data:
L1y, L2y« oy Lty (2.13)

with each data sample belonging to some space X'. The “time” index ¢ need
not correspond to a physical time instant. Depending on the application,
it might denote a time instant, but also the amount of observed data, or
the number of iterations of an algorithm. Applying (2.6) to the product
space X!, we can write

w(@lxy, xa, ..., x) < w(0) l(x1, xa, ..., x4|0). (2.14)

It is convenient to introduce a more compact notation to work with
streaming data. The belief about hypothesis 6 at time ¢ will be denoted by

we(0) = u(0|zy, o, ..., 24), (2.15)

yielding the belief vector

pe = (1), 12(2), - pe(H)J. (2.16)

We adopt the convention that index ¢ = 0 corresponds to the prior belief
vector, namely, the initial belief vector is g = 7. Note that in (2.15) and
(2.16), the subscript ¢ denotes dependence on a stream with ¢ samples, while

the explicit dependence on the data {z1,x2,...,x:} has been suppressed.
When the belief is evaluated on random data, we will write more explicitly
w(0) = p(lxr, x2, . .., xy), (2.17)

where the belief vector is written in bold to reflect the randomness of the
data. In order to facilitate the reading, we make an important remark as
regards notation. Throughout the treatment, we will use bold font when
the stochastic nature of the pertinent variables is important (e.g., when
we deal with stochastic convergence). Otherwise, we will stick to normal
font whenever randomness is not relevant to illustrate the results.
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If the joint likelihood needed in (2.14) is built assuming that the
streaming data are independent and identically distributed (iid) conditioned
on 6, then it can be written in product form as

¢
Uxy,x9,...,240) = H l(x,]0). (2.18)
=1

One fundamental property of the Bayesian update (2.14) is that, under
(2.18), it can be implemented sequentially,®> meaning that the overall rule
that updates the prior belief py to a posterior belief based on the entire
stream of data x1,x9,...,x;, can be equivalently obtained in an online
manner as follows. First, perform a Bayesian update of the prior belief ug
by using data x1, yielding the posterior belief p1. Then, take u; as the
prior and perform a Bayesian update through xo obtaining the posterior
w2, and so on. The belief p; obtained through this sequential procedure is
equivalent to the Bayesian posterior with prior ug and data x1,xo,.. ., x;.

Lemma 2.1 (Sequential Bayesian updates). Let o (6) be the prior belief and
consider, for ¢t € N, a joint likelihood in the form

t
Uz, 22, ..., 34)0) = Hz(xf\e). (2.19)
=il
Assume that .
> uo(0) ] tla-10) > 0. (2.20)
0co T=1
Then,
16(8) o p—1(68) €(e0), (2.21)
where p:(0) and p—1(0) are the Bayesian updates until time instants ¢ and ¢ — 1,
respectively.

)

Proof. Using (2.14), we can write (observe that in the following applications of Bayes
rule, the denominator hidden by the proportionality sign is always nonzero in view of
(2.20))

ue(0) = p(0|lz1, 2, ..., xe) x po(0)l(x1,x2,. .., 240), (2.22
pe-1(0) = p(0lz1, x2, ..., we-1) o< po(0)0(21, T2, ., T2-1]0). (2.23)

3The sequential nature of the Bayesian update is preserved if we relax the condition of
identical distribution over time, namely, even if at time 7 we have £(7) (2, |0).
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Substituting (2.19) into (2.22) yields

= po(0) ( e(me)) €(z4]0)

= po(0)l(z1, z2, ..., xt-1]0)C(x+|0)
o pe—1(0)0(x+]0), (2.24)

where in the last step we used (2.23), thus concluding the proof.

Lemma 2.1 ensures that, given an additional piece of information x, we
can update the knowledge summarized in the previous-step belief 1;—1(0)
by taking into account the knowledge contained in the likelihood ¢(x¢|0)
corresponding to time t. Notably, this update gives the same result that
we would have obtained by updating the initial belief 19(6) through the
overall likelihood TT%_; £(2,]6).

The sequential nature of the Bayesian update (2.21) is a compelling
property, both from a theoretical and practical perspective. From the
practical standpoint, it is critical for online applications where processing
the entire bulk of data in a single shot is unfeasible, or when it is necessary
to incorporate streaming pieces of information as soon as they arrive. From
the theoretical standpoint, the sequential construction confirms that the
Bayesian update is logically coherent. In fact, we see that at a certain
epoch t — 1 all knowledge relative to previous epochs is summarized in the
belief vector p;—1. According to Lemma 2.1, this summary is all we need
to incorporate future data.

Example 2.2 (Bayes’ rule with streaming data and Gaussian likelihoods). Consider the
joint likelihood in (2.18) evaluated when the single-sample likelihood is Gaussian:

(z]60) = \/271? exp {(9”2_(;9)} : (2.25)

with #—dependent means vy, and variance o2 common to all hypotheses. Starting from
the initial belief vector po, we are interested in evaluating the posterior belief vector .
corresponding to the stream of ¢ data samples.

From (2.14) and (2.25) we can write

t

1(0) < po(0) £(z1, 2, ..., x|0) x po(6 He { _21/9)} (2.26)

=1
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Figure 2.2: Belief evolution over a Gaussian data stream under the setting described in
Example 2.2. The data are generated according to the likelihood model corresponding to 6 = 1.
(Left) Prior belief. (Center) Belief given the first sample (¢t = 1). (Right) Belief given the first
10 samples (¢ = 10).

Accounting for the normalization term, we obtain

t

@) e {3 =

— 202
e (0) = — . (2.27)
, (zr — vor)?
2 (@) exp g =) T
T=1

It is also useful to notice that, by splitting the product appearing in (2.26), we can write

1:(0) o 1o (0) H exp {_(1372021/0)} exp {_(%20;/9)}7 (2.28)

=1

ocpy—1(0) ocl(xzt|0)

which is in agreement with Lemma 2.1. Exploiting (2.28) and accounting for the normal-
ization term, we obtain the following formula, which is suited to a sequential evaluation
of the belief under Gaussian likelihoods:

f1i—1(0) exp {(xt_”")Q}

202

, (x4 — vor)? .
> He-1(0") exp {2(729}

0'c©

pe(0) =

(2.29)

Let us now illustrate the numerical example considered in Figure 2.2. We generate a
random data stream

T1,T2,...,T, (2.30)

made of independent samples drawn from the Gaussian model £(z|1). Then, we evaluate
the sequence of beliefs p,(0) starting from flat prior beliefs. In Figure 2.2 we display
the prior beliefs and the beliefs p,(0) corresponding to 1 and 10 samples. We see how,
starting from an initial state of ignorance (flat prior), the increase of information from
t =1 to t = 10 leads the belief vector to place most of the mass on § = 1, namely, on
the model from which the stream is actually generated.
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Another useful property of Bayes’ rule is consistency, i.e., the ability
to guess the right model as the number of collected samples increases [71,
72]. Specifically, assuming that an infinite stream of iid data x1,xo, ...
arising from the same model £(z[9¥°) is observed, then the sequence of
belief vectors p, converges to a probability vector that places all its mass
on the correct hypothesis 9° € ©.

Before stating the result in a formal way, we need to introduce the
Kullback-Leibler (KL) divergence between two pdfs or two pmfs f(z) and
g(z) [52] — see Definition B.4:

f(@)

D(fllg) = Eylog (@)’ (2.31)
where we recall that the symbol E; means that x is distributed according
to f(x). As explained in Section 1.4, we drop the argument x in f(z) and
g(x) and write simply f and g to globally denote the pertinent pdf or pmf.
Similarly, we will write ¢y to denote the pdf or pmf ¢(x|6) (regarded as a
function of = for a fixed 6), where we add the subscript 6 to emphasize the
dependence on 6.

Lemma 2.2 (Consistency of Bayes’ rule under correct models). Let {{g} be
likelihood models fulfilling the following conditions:

0< D(fo||ler) <00 V0,00 €O, 0#0, (2.32)

namely, the pdfs or pmfs £y corresponding to different hypotheses are all distinct
and with finite KL divergences. Consider an infinite stream of iid data samples
1,2, ..., each one distributed according to £yo, with ¥9° € ©, and let p, be the
belief vector obtained through Bayes’ rule (2.21), based on models {{9} and on
a prior o placing nonzero mass on all § € ©. Then, for any choice of ¥° € ©,

p, (9°) 225 1. (2.33)

t— o0

Proof. We observe preliminarily that ¢(z¢|@) > 0 almost surely. This condition holds for
0 = ¥° since the true model of the data samples is £(z|9°), and it holds for all 8 # ¥°
since in view of (2.32) we have

D(Lyo]|lg) < . (2.34)
Since ¢(x¢|0) > 0 almost surely, from Lemma 2.1 we can write the belief about any

0 €O as
e (0)o)
D orco M1 (0)E(ze]07)

but for an ensemble of realizations with zero probability.

Ky (0) (2.35)
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Next, we show that u,(6) > 0 almost surely, for all ¢ and 6. This property can be
established by induction. First, we observe that the property u,(0) > 0 is true for ¢t = 0,
since the prior belief vector uo is assumed to have positive entries. Second, we consider
the induction step, and show that the property holds for ¢ if it holds for ¢ — 1. To this
end, it suffices to use (2.35), along with the fact that ¢(z¢|0) > 0 almost surely.

We can now focus on establishing the claim of the theorem. To this end, we work in
terms of belief ratios, which are well defined since p,(0) > 0 almost surely. Let 6 # 9°.
In view of (2.35), the belief ratio p,(9°)/p,(0) is given by

B (9°) _ p g (0°) (e ]0°)

= . (2.36)
1.(0) pi—1(0)€(2:|0)
Taking the logarithm we obtain
AC) G £z |9°)
log = log +log —% (2.37)
#4(0) pi-1(0) (4|0)
Developing the recursion over time and dividing by ¢ gives
Lo (0°) uo(ﬁ wrlﬁ
= log = + - log 2.38
£ %80 Z (16) (2.38)
The iid property of @1, x2,... and the finiteness condition in (2.32) allow us to use the

strong law of large numbers (Theorem D.7) to establish the convergence of the second
term on the RHS of (2.38) in the following manner:

(ET|190 a.s. £($T|’L90) .
Z D) T Brgo log el = Dllae o). (2.39)
Since the first term on the RHS of (2.38) tends to 0, from (2.38) we conclude that, for
all 6 # 9°,
l B (9°)  as.
s B G} 2 D) >0 20
where we also used the positivity condition in (2.32). Equation (2.40) implies that
log P07 2o g s g, (2.41)
B (0) oo

Since the entries of the belief vector are bounded, Eq. (2.41) is equivalent to

1, (0) 2250 Vo # 9. (2.42)

t—o0

Moreover, since the entries of the belief vector add up to 1, Eq. (2.42) is equivalent to
stating that p,(9°) converges almost surely to 1, thus establishing the claim.
|

Note that if we want the claim in (2.33) to hold for a particular 9,
then it is not necessary to require condition (2.32) to hold for any pair
(0,6"), but only the following relaxed condition would suffice:

0 < D(Lyol|lg) < 00, VO # 9°. (2.43)
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However, since ¥° is unknown, we enforce condition (2.32) because we
want to ensure that the claim holds for any possible choice of 9°.
It is useful to illustrate Lemma 2.2 by means of an example.

Example 2.3 (Consistency under Gaussian likelihoods). Consider a problem with 3
hypotheses, namely © = {1,2, 3}, and a family of Gaussian likelihoods, as introduced in
Example 2.2, with variance o2 = 1 and means

v1 =05, va=1, wv3=15. (2.44)

Let x1,x2, ... be a stream of samples independently drawn from the same model ¢(z|1),
that is, the true underlying hypothesis is 9° = 1. In the left panel of Figure 2.3, we see
the shape of the Gaussian likelihoods £(z|8).

From Lemma 2.2 we expect that, as ¢t grows, the belief vector u, places all its mass
on hypothesis 9°, as long as condition (2.32) is satisfied. In order to verify this condition,
it is useful to evaluate the KL divergence between two Gaussian distributions (with the
same variance ¢?):

D(lg||€g:) = Eg, log f((ﬂg,))
— %Eze [(w —vp)? — (x — V9)2]
=5 {2(1/9 — ) By + - uﬂ
~
_ % (2.45)

Using (2.44) and (2.45), we can see that (2.32) is satisfied.

We illustrate the result of Lemma 2.2 by simulating the evolution of the belief vector
1, updated according to the recursion in (2.29), over 100 iterations. The prior belief
vector has uniform entries. The resulting behavior is reported in the right panel of
Figure 2.3. We see that, as t grows, all the belief mass tends to be concentrated on the
true underlying hypothesis, 9° = 1.

In practice, it is seldom the case that the true distribution that generated
the observations is exactly equal to one of the postulated likelihood models.
What one can hope for is to have some reasonable approximation for
the true distribution through one of the likelihood models. This problem
was originally addressed in [19], with reference to a more general setting
involving also a continuous parameter 6. Specifically, assuming that an
infinite stream of iid data x1, xo, ... arising from a certain pdf or pmf f
is observed, if there exists a model £y~ that is the closest (in terms of KL
divergence) to f, then the sequence of belief vectors u, will converge to a
probability vector that places all its mass on hypothesis ¢#*. This means
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Figure 2.3: (Left) Gaussian likelihood models in Example 2.3. (Right) Belief evolution over
100 iterations. We see that, as t grows, all the belief mass is concentrated on the true underlying
hypothesis, 9° = 1.

that the Bayesian learning approach is able to indicate which model fits
best the true underlying distribution.

Lemma 2.3 (Convergence of Bayes’ rule under mismatched models). Consider
an infinite stream of iid data samples x1, x2, ..., each one distributed according
to a probability (density or mass) function f. Let {{g} be likelihood models of
the same nature as f (namely, for all 6 € O, £y is a pdf if f is a pdf, and a pmf
otherwise) and let u, be the belief vector obtained through Bayes’ rule (2.21),
based on models {fy} and on a prior uo placing nonzero mass on all € ©. If

D(f||ts) <0 VO€©O (2.46)

and if the minimization problem
min ( | | 9) ( 7 )

admits a unique minimizer 9*, then
q ,

p,(97) 225 1. (2.48)

t— oo

Proof. We reuse the arguments of Lemma 2.2 until (2.38) with 9* # 6 in place of ¥° to
write

1. @) 1 wflﬁ
 log ORE tl ) 1 Zl CROR (2.49)

Again, the first term on the RHS of (2.49) tends to 0, while the second term can be
rewritten as

I~ U@ 9) 1~ fl@) 1y F(@)
t gk’gm Tt ;log Uz, 8) ¢ ;k’g Uz 00" (2.50)

Given the iid property of @1, x2, ... and the finiteness condition in (2.46), we can once
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more appeal to the strong law of large numbers (Theorem D.7) to note that

1 mf\ﬁ a.s. f(wf) _ f($‘r)
Z @0 e 18 m e B0 g T

= D(f[lto) — D(f[[£s+). (2.51)
Since ¥* is the unique minimizer of (2.47), it follows that, for all 6 # 9*,
D(f|l€o) — D(f[|€s~) > 0. (2.52)

From (2.52) and (2.51) we conclude that

/Lt(ﬁ*) a.s. *
lo — 00 VO #Y, 2.53
B0 o . (2.53)

which, since the beliefs are bounded, implies that

1, (0) 2250 VO # 9. (2.54)

t—oo

This is equivalent to (2.48) because the entries of the belief vector must add up to 1,
and the proof is complete.
|

We remark that Lemma 2.2 can be regarded as a special case of
Lemma 2.3 corresponding to f = fyo. In fact, with this particular choice
we have

¥ = argmin D(f][|¢y) = arg min D(Lyo||ly) = 9°, (2.55)
fco 0cO

since D(€yo||€yo) = 0 and, in view of (2.32), the KL divergences corre-
sponding to 0 # 9° are all positive.

Example 2.4 (Convergence under mismatched Gaussian likelihoods). Consider a problem
with 3 hypotheses, namely, © = {1, 2,3}, and a family of Gaussian likelihoods with unit
variance and means

V) = 05, Vo = 1, V3 = 15 (256)

Let @1, a2, ... be a stream of samples independently drawn from a Gaussian distribution
that does not belong to the family of models {¢(x|6)}sco. We denote by f(x) the true
Gaussian pdf of the data samples, with mean vy = 0.6 and unit variance. In the left
panel of Figure 2.4, we display the true pdf f(z) and the mismatched pdfs ¢(z|0) for
0=1,23.

From Lemma 2.3 we expect that, as ¢t grows, the belief vector p, places all its mass
on hypothesis ¢*, which is the unique minimizer of D(f||¢s). As seen in Example 2.3,
we can compute D(f||4s) as

DfIlte) = By log s = L1 20k (2.57)
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Figure 2.4: (Left) Mismatched Gaussian models ¢(z|0) (solid line) and true Gaussian model
f(x) (dashed line) corresponding to Example 2.4. (Right) Belief evolution over 100 iterations.
We see that, as t grows, all the belief mass is concentrated on the unique minimizer ¥* = 1,
namely, on the hypothesis that provides the best fit to the true model (see the left panel).

resulting in the KL divergence values
D(f||€1) =0.005, D(f||¢2) =0.080, D(f||¢s) = 0.405. (2.58)

In this example, the minimizer of D(f||¢s) is given by ¥* = 1. As a matter of fact, in the
left panel of Figure 2.4 we see that the likelihood providing the best fit to the true model
(dashed line) corresponds to hypothesis 1 (blue solid line). In addition, we simulate the
evolution of the belief vector p,, updated according to the recursion in (2.29), over 100
iterations. The resulting behavior is displayed in the right panel of Figure 2.4. We see
that, as t grows, the belief mass becomes progressively concentrated on the unique mini-
mizer 9* = 1, corresponding to the hypothesis that provides the best fit to the true model.

2.3 Information-Theoretic Interpretations

An interesting problem in Bayesian theory is to determine the optimal
belief update rule relative to a suitable criterion. In other words, the
posterior belief is no longer treated as a fait accompli forced by the rules
of conditional probability, but should arise instead as the solution to a
meaningful optimization problem. A relevant class of optimization problems
emerging in this context addresses the following question. Given the prior
knowledge embodied in 7(#), and the likelihood model ¢(x|6), which is the
posterior belief 1(6) that provides the best rule to process the available
information? In order to find an optimized rule, it is necessary to define a
suitable function to measure the cost associated with a particular posterior
belief. We will see that typical cost functions involve information-theoretic
quantities.
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One of the earliest works following this path is [174], where an informa-
tion conservation principle is formulated to construct the cost function, and
the corresponding minimization problem is shown to lead to the Bayesian
posterior as the optimal solution. This study stimulated new formula-
tions and led to a debate on the interpretation of Bayes’ rule in terms of
information-theoretic quantities [105]. Since then, the cost function has
been remastered and modified in different guises. A commonly accepted
formulation is the free-energy minimization criterion. This optimization
principle, originally enunciated at the end of the 19th century, can explain
several inference and learning techniques, including Bayesian inference,
maximum likelihood learning with latent variables, variational approximate
Bayesian theory, mirror descent optimization, maximum entropy methods,
as well as brain modeling and cognition in self-organizing systems [97, 155].
We illustrate the free-energy minimization principle applied to the learning
problem of our interest.

Let Ay be the probability simplex of dimension H. Denoting by p € Ay
the (unknown) belief vector we must optimize over, the free-energy function
pertinent to our problem is defined as [74, 97, 155]:4

1
Zp logW H(p), (2.59)

0cO

where 1

= p(f)log — o0 (2.60)

0cO
is the entropy of the pmf p [52, 158] — see Definition B.1. The first term on
the RHS of (2.59) can be interpreted as a cost value for selecting p based
on the available information reflected by the joint model 7w (6)¢(x|6), while
the entropy serves as a measure for the complexity of p. The free-energy
function is usually rearranged in the following form:

F(p) = D(pllr) = > p(6) log £(x0), (2.61)
0cO
where 2(6)
D(pllm) = Y p(6)log 227 0 (2.62)
0cO

is the KL divergence between pmfs p and 7 [52] — see Definition B.4.

4We should have written p(f|z), since we are actually evaluating a posterior belief. We omit
the explicit dependence on z for notational simplicity.



2.3. Information-Theoretic Interpretations 33

Using (2.62) and the marginal pdf or pmf m(x) defined in (2.5), Eq.
(2.61) can be manipulated as follows:

p(0) 1
F(p)= ) p(0)log——=+ > p(f)log (2.63a)
9;) m(0) % t(x[0)
0
= Z p(0) log % logm(z) (2.63b)
EE) )
= D(p||u®") — logm(), (2.63¢)
where we denote by pBY the belief arising from the Bayesian update (2.5),
namely,
Bu(gla) = T ) = S r0)ale). (260
m@) : .

/e
Since D(p||uBY) > 0, with equality if, and only if, p = uBY, we obtain the
following remarkable result:

pBY = arg min F(p), (2.65)

PEA K

namely, free energy is minimized by the Bayesian posterior pBY. It is
worth mentioning that, in the context of variational Bayesian inference,
the negative free energy is also known as ELBO (evidence lower bound),
because in view of (2.63c) we have [155]

logm(z) = D(p||u®*) — F(p) = —F(p), (2.66)
showing that the negative free energy is a lower bound on the logarithm of
the evidence m(x).

We next describe another useful information-theoretic interpretation
of Bayes’ rule. We start by constructing a belief vector p that uses
only the information contained in the likelihood ¢(x|0) and disregards the
information contained in the prior 7. This construction can be done by
scaling the likelihood to transform it into a probability (i.e., belief) vector

{(x]0)
> L(x]0)

0'cO
We refer to 1 as the “likelihood” posterior. Observe that (2.67) can be

interpreted as a Bayesian update with likelihood ¢(x|6) and uniform prior
(m(0) = 1/H for all § € ©), namely,

Sk (gl) = LHA) Zz zl6).  (2.68)

My () H 5%

Pk (g|z) & (2.67)
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Using (2.68) in (2.61), the free energy can be rewritten as

(p) = D(pl|m) + Y p(6)log i ""(9! —log (Z (|0 ) (2.69)

0cO 0'cO

cross-entropy H (p, ') independent of p

where we see the appearance of the cross-entropy between the target belief
p and the “likelihood” posterior u'* — see Definition B.2. Since the last
term in (2.69) does not contain the target belief p, minimizing the free
energy is tantamount to minimizing the following modified cost function:

F(p) £ D(plIm) + H(p, ™). (2.70)

We see that the cost function in (2.70) adds to the KL divergence between
p and the prior the cross-entropy between p and the “likelihood” posterior.
Moreover, by writing explicitly the KL divergence and the cross-entropy,
we see that

B p(0) 1
Fp)—Zp( IOgW‘i‘ZP "k(9)

0cO 0cO
p(9)

= Z p(0) log 7r(19 + Z p(0 "k(9) (2.71)

0cO 0cO

and we conclude that the cost function F (p) can be equivalently written as
F(p) = H(p,m) + D(p||n"™). (2.72)

That is, the roles of the KL divergence and the cross-entropy in (2.70)
and (2.72) can be interchanged without altering the cost function. In
summary, we find that the Bayesian posterior BY minimizes the free energy
F(p). Since we showed that minimizing F(p) is equivalent to minimizing
F(p), from (2.70) and (2.72) we conclude that the Bayesian posterior also
minimizes the sum of a KL divergence term and a cross-entropy term

involving the prior 7 and the “likelihood” posterior p'%.

2.4 Stochastic-Optimization Interpretation

In this section we provide a third interpretation and show how Bayes’
rule can arise from a stochastic-optimization problem solved by means of
a stochastic mirror descent (SMD) algorithm [17, 36, 136, 155]. Assume
that we observe a stream of iid data x1, o, ... drawn from an unknown
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probability (density or mass) function f. As usual, a prior belief vector
7 and the likelihood models {fy} are available. The goal is to learn from
the data stream which model £y« provides the best fit to the true model f,
a question that can be formulated in terms of the following optimization
problem:
U = argmin D(f]|¢p). (2.73)
0cO

We work under the same assumptions used in Lemma 2.3 and, in particular,
we are assuming in (2.73) that D(f||¢p) is minimized at a unique value 9*.
Problem (2.73) can be reformulated in terms of belief vectors p, namely, we
can solve the following equivalent problem over p belonging to the simplex
Apg:

ey« = argmin Z p(0)D(f]|to). (2.74)

PEAH gco

In (2.74), we are denoting by eg» € R¥ the basis vector that has all zero
entries, except for the ¥*th entry that is equal to 1. In order to justify
why (2.74) is equivalent to (2.73), we observe that, assuming a unique
minimizer 9*, we can write

> p(O)D(f11te) — D(fIIes+) = 3 p(6) (D(f]1€s) — D(f16+))

0cO fco

=3 () (D(flite) = D(f]]€+)) = 0

0A£9*

>0
(2.75)

Accordingly, the LHS of (2.75) is minimized if we set p(f) = 0 for all
0 # ¥*. Thus, the minimum of the cost function in (2.74) is D(f||ly+),
and the unique minimizer is a probability vector placing unit mass on 9*,
namely, the vector ey+. Expanding the cost function in (2.74) we can write

> p(0)D(f||tg) = Ey

0cO 0cO

Zp loge 1‘9> —|—logf(x)] , (2.76)

which, since the term log f(x) does not depend on p, can be replaced by
the cost function

E; [Zp logg 1|0)] (2.77)

0cO
Actually, the function f(z) relative to which the expectation is evaluated
is unknown. Therefore, the cost function in (2.77) cannot be computed. In
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the theory of optimization, one way to circumvent this type of difficulty is
to implement a stochastic gradient descent (SGD) algorithm, where the
gradient of (2.77) is replaced by a stochastic instantaneous approximation,
yielding, for t = 1,2,... (with py being the initial or prior belief),

Pt = pi—1 — YVQi(pi—1)
= argmin |[p;—1 — YVQ¢(pi—1) — p|*, (2.78)
peRH
where v > 0 is the step-size or learning rate parameter, and where we
introduced the instantaneous loss function

23 p(H) 1|9). (2.79)

0cO

The first equality in (2.78) is the standard SGD formulation, whereas the
second equality is a straightforward identity that will be useful soon [155].
Unfortunately, algorithm (2.78) does not account for the fact that p must
belong to the probability simplex (i.e., its entries must be nonnegative and
add up to 1). In order to incorporate this constraint, we can resort to a
projected stochastic gradient algorithm, by restricting to Ay the search
space appearing in the second formulation of (2.78):

pe = argmin ||[p;—1 — YV Qi(pi—1) — p|?
PEAH

. T 1 2
= argmin (VQt(pt71)> P+ 2*”29 —pell®y, (2.80)
pEAH 7
where the last equality follows by expanding the squared norm and ignoring
terms that are independent of p. Exploiting the form of the loss function
Q+(p) in (2.79), we observe that
0Qi(p) 1

ap(0) log “@l0)’ (2.81)

which implies

1
(VQt Pe—1 ) ZP 0 = Q:(p)- (2.82)
€0 U(w:]6)
Accordingly, Eq. (2.80) can be rewritten as

. 1
Py = argmin {Qt(p) + 2Hp—pt_1\|2}. (2.83)
PEAH Y
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The update in (2.83) can be interpreted as minimizing Q;(p) while keeping
under control the Euclidean distance of p from the previous iterate p;_1. The
mirror descent method replaces the Euclidean distance term appearing in
(2.83) with a more general similarity measure [17, 36, 136, 155]. Specifically,
this measure is chosen from the family of Bregman divergences [34]. A
Bregman divergence By(p,p’) is constructed as follows [36, 155]:

By(p. 1) = g(p) — 9(¥') + (Vg(p’))T(p’ —p),  pP EAH, (284)

where g : Ay — R is a continuously differentiable and strictly convex
function (see Definition A.2),% a.k.a. mirror function in the context of
mirror descent methods. Replacing the term (1/2)||p—p;_1]|? in (2.83) with
a Bregman divergence results in the stochastic mirror descent algorithm [17,
36, 136, 155]

pr = argmin {Qt( ) + —By(p, pt— 1)} (2.85)

PEAH

One choice of the Bregman divergence that fits our problem where we
need to compare probability distributions is the KL divergence, which is
obtained when the mirror function is chosen as the negative entropy

= p(8)logp(f) = —H(p). (2.86)
0cO

With this choice, Eq. (2.85) becomes

py = arg min {Qt(p) + iD(pHptl)}

PEAH
= argmin ¢ > p(6)log L lD(p\lpt_l) , (2.87)
PEAL 9cO £(£t|9) v

where in the last equality we used (2.79). Notably, for the case v = 1,
the representation in (2.87) coincides with the minimization of the free
energy in the form (2.61), with 7 replaced by p;—1. This is a remarkable
conclusion, since it implies that, with v = 1, the individual iterate of the
SMD algorithm is nothing but a Bayesian update rule!

To solve (2.87) for general values of v, we multiply the quantity within
brackets by v and write the KL divergence explicitly, obtaining

Py = arg min {Z p(0) log %} . (2.88)

PEAL 0cO ptfl( )

5In general, to define a Bregman divergence, the domain of g must be a closed convex set
(see Definition A.1), not necessarily a probability simplex.
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Note that the function p;—1(6)¢7(x¢|0) can be turned into a pmf by nor-
malization, namely,

pr—1(0)07 (24]0)

PO =~ e @)

= (2.89)
0'cO

Since the normalization term does not depend on p, the minimization
problem in (2.88) can be turned into minimization of the KL divergence
between p and p’, yielding the solution

pe(0) o< pr—1(0)07 (x4|0). (2.90)

Observe now that the goal of the considered stochastic-optimization frame-
work is to approximate, for a sufficiently large number of iterations, the
solution ey« to problem (2.74). It is therefore useful to examine the asymp-
totic behavior, over an infinite stream of random data x1,xo, ..., of the
belief generated by (2.90). By inspecting the proof of Lemma 2.3, it is
easily seen that the parameter v does not affect the conclusion of the
lemma. Accordingly, if the prior belief pg places nonzero mass on all § € ©,
we have that

p(9*) 22 1, (2.91)

t—o0
where the bold notation p; is now necessary since, as done in Lemma 2.3,
we are focusing on the limiting, almost-sure behavior of the belief when
evaluated over an infinite stream of random data. Since p, is a probability
vector, we conclude from (2.91) that the sequence of SMD iterates converges
almost surely to eyg«, a belief vector that places all its mass on hypothesis
9 in (2.73).

In principle, the fact that the algorithm converges does not reveal
anything special as regards the instantaneous beliefs p;, which carry in-
formation about how the agent is progressively learning to reach the final
conclusion. These running beliefs are critical for the learning process, since
ideally we would like to guarantee that the agent is able to make the best
possible choice at any time instant, in a manner that is compatible with the
data observed up to that time. The remarkable conclusion stemming from
the above analysis is that the stochastic mirror descent algorithm with the
similarity measure equal to the KL divergence and the step-size v equal
to 1, actually provides the best instantaneous belief, corresponding to the
Bayesian update. This conclusion is not obvious, since the rationale behind
the stochastic-optimization approach is to solve (2.73) or (2.74) using a
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sufficiently large number of iterations, with no guarantees of optimized
solutions for the individual iteration t.

Before concluding this section, there are two useful observations regard-
ing the choice of the step-size « in (2.85). First, in the general theory of
SMD (and SGD), it is common to select a step-size that vanishes (with
suitable decay rate) as t — oo to guarantee convergence to the true solu-
tion. In our particular case, constant step-sizes are sufficient to guarantee
convergence.

Second, we see that in the modified posterior (2.90), the step-size v can
be used to tune the relative importance of the likelihood. The modified
posterior arose from the cost function in (2.87) which, for v # 1, is a
modification of the free energy where the KL divergence term is weighted
by 1/~. This is only one possibility for deriving posterior beliefs based
on specific constraints [174]. One could consider variations of the cost
functions in (2.61), (2.70), or (2.72) by weighting the individual terms in a
different way, so as to unbalance the relative importance of past information
(encoded in the prior) and fresh data (encoded in the likelihood). We will
revisit this approach in Chapter 8 when we introduce adaptive social
learning and when we show the advantages of having non-Bayesian updates
in Chapter 13.






Chapter 3

From Single-Agent to Social Learning

We are now ready to formulate the social learning problem, namely, the
multi-agent, decentralized version of the single-agent problem addressed in
the previous chapter. Differently from what was assumed there, now we
allow each agent to exploit information received from some other agents,
called neighbors. We denote by N, the set of agents whose information
is exploited by agent k. This set can include agent k, but this is not
mandatory in our model. Technically, N}, represents the in-neighborhood
of agent k, as explained later in Chapter 4.

The total number of agents in the graph will be denoted by K. Each
agent k =1,2,..., K observes a stream of data

mk,l, 1‘]{72, e ,.I';at (3.1)

belonging to a space &}, where the subscript k& highlights that the observa-
tion spaces are allowed to be heterogeneous across the agents. Each agent
k attempts to construct a belief vector py, ¢, relying on a prior uy ¢ and on
private likelihood models {/x(x|0)}gco. The nature of £ (z|f), regarded as
a function of x, may vary across the agents as well. For example, it can
be a pdf for certain agents, and a pmf for other agents. However, and as
was also assumed in the single-agent setting, the nature of ¢(x|6) does
not vary across 6.

Moreover, note that each likelihood model ¢ (z|0) describes a marginal
distribution for the data of agent k, which means that no joint model
encompassing the dependence across the agents’ data (i.e., over space)
is used. This is because, as we will discuss more thoroughly in the next
section, we will focus on non-Bayesian social learning, where the inter-agent
dependence is not known or too complex to be accounted for.
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3.1 Bayesian versus Non-Bayesian Learning

In Chapter 2 we saw that Bayes’ rule is optimal under several paradigms.
Therefore, an agent acting rationally should perform Bayesian learning,
which means that its belief should be the Bayesian posterior. We showed
in Lemma 2.1 that a standalone agent can perform Bayesian learning by
using an online algorithm where the belief at each iteration ¢, updated
sequentially by taking the previous belief and the likelihood of the new
data, corresponds exactly to the Bayesian posterior computed over the
amount of data available up to t.

The scenario changes dramatically when we move from single-agent to
social learning. Under the latter setting, spatially distributed agents are
linked by a graph, introducing nontrivial communication dynamics and
spatial dependence into the learning process. To see why, let us focus on the
perspective of a single agent from the group of agents. In order to be fully
rational (i.e., fully Bayesian) this agent would need to know a joint model
encompassing all agents, and should use it to compute a posterior based
on the entirety of data observed across the network. These requirements
are far from being satisfied in practice. First, each agent usually possesses
only local (i.e., marginal) generative models of the form ¢ (z|0) to link
its private data to the hypotheses, while it has no information about
the generative models of the other agents. And even if an agent had full
knowledge of the marginal models of the other agents, such knowledge
would be generally insufficient to determine the joint model. Second, the
data xp; at each agent is usually private, and cannot be shared with other
agents. More commonly, the agents are only allowed (or inclined) to share
summary information, such as opinions or decisions, rather than their raw
data.

In other words, in a distributed setting, the agents possess limited
resources to deliberate, and they have access to incomplete information
about their environment. The only information available to an agent is
contained in its private data, its local likelihood model, and also in the
opinions received from its immediate neighbors. This sharing of opinions
also results in some redundancy and nontrivial correlations among different
information sources over the graph. In addition, the agents face the chal-
lenge of not having knowledge of the full graph structure. Even when the
agents have global knowledge of the network topology and the agents’ data
structure, retrieving fully Bayesian knowledge from summary information
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collected from neighboring agents is in general NP-hard [91]. The next
example illustrates one simple scenario that shows the complexity of a
fully Bayesian solution in the decentralized setting.

Example 3.1 (Multi-Agent Bayesian processing). Consider 4 agents organized into a
network. Agent k, for k = 1,2, 3,4, observes a data sample &." Specifically, the agents
observe iid Bernoulli data, which are related to a hypothesis § € © = {601,02}. The
likelihood model of agent k is, for € € {0, 1},

0:(610) = o T = 0+ (1 -4 Tle = 1, (32)
with qélf) * qéz). All agents assume uniform prior beliefs, so that the exact Bayesian
posterior (2.64) given all data samples {£1,&2,&3,84} is

1P (0161, €2, €3, €a) ox £1(€1]0) L2(E2]0) L3(E3]0) La(E4]0). (3.3)

We want to illustrate the complexity associated with the decentralized computation of
(3.3) when the agents cannot share the data. The agents are instead allowed to share the
beliefs with their neighbors, according to the directed graph in Figure 3.1. We describe
next a procedure that will enable agent 4 to obtain (3.3).

/J,Bu (9|§17 527 537 64)

51'\/\»

Figure 3.1: Diagram showing the flow of information across the network of four agents in
Example 3.1.

Agent 1 updates its belief. When agent 1 receives observation &, it performs a
Bayesian update yielding the belief

pP(8161) o< £1(£116)- (34)

1In this example we denote the data by & in place of xj. This is done to avoid confusion,
since in the previous chapter the subscript on x referred to time, whereas here it refers to the
agent.
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Agent 1 then sends the updated belief vector to agents 2 and 3.

Agents 2 and 3 update their beliefs. We first focus on agent 2 and show that, from
its data &2 and the belief (3.4) received from agent 1, it can compute the exact Bayesian
posterior corresponding to the subset of data {£1,&2}. In fact, agent 2 can perform a
Bayesian update by using (3.4) as the prior, yielding

(3.4)

1B (01€1, &2) o pP(0]€1) £(E2]0) o L1 (&110) L2(E216), (3.5)

which is the exact Bayesian posterior given {{1,£2}. Agent 3 could perform a similar
procedure and get

(061, €5) o £1(€1]6) £3(310). (3.6)
Agents 2 and 3 send to agent 4 beliefs (3.5) and (3.6), respectively.

Agent 4 updates its belief. Note that the beliefs received by agent 4 contain redundant
information about observation £;. In order to compute the exact Bayesian posterior
(3.3), agent 4 needs to disentangle the observations &1, &2, and &3 from the received
beliefs. To this end, agent 4 uses beliefs (3.5) and (3.6) (received from agents 2 and 3,
respectively) to compute the quantity

s 1B (01161, &2) _ 4(&]601) £2(&2101) (3.7)

pBu(02061,€2)  £1(61102) £2(&2(02) '
If agent 4 knows the likelihood models of agents 2 and 3, it can recover & and &2 by
checking the possible values of a as follows:

a

1) (2)
dg, 4,
(1) (2)°
7> q92
(1) (2)
g, 1—4q
G=0,&=1 ifa=—-—"%,
(1) 1 _ 4@
dg, dg,
1) (2)
1-— d9, 4,
(1) (2)°
1-— dp, 4o,

) 1—¢@

. dy
51:1’52:1 ifg = ——"% 71’
g 1-¢@

&=0,6&=0 ifa=

51:1, 52:0 if(l:

assuming that the parameters of the Bernoulli distributions are such that the above four
values of a are distinct. A similar procedure, with four different comparisons, can be
applied to the beliefs received from agent 3 to recover £3. Upon recovery of &1, &2, and
&3, agent 4 can finally compute (3.3).

The analysis in this example explains why obtaining a fully Bayesian solution in
a decentralized setting becomes soon unfeasible as the number of time steps increases.
Moreover, the complexity also increases when the observation model is less simple (e.g.,
discrete random variables with more than two values or continuous random variables)
or when we have more hypotheses to classify. In addition, note that we made the as-
sumption that agent 4 knows the likelihood models of agents 2 and 3, while in typical
applications each agent knows only its own private models. Note also that, as we will see
later, in traditional social learning all agents update and share their beliefs in parallel,



3.2. Non-Bayesian Social Learning 45

which introduces additional complexity with respect to the simplified sequential scheme
considered in this example.

The issues encountered in the distributed setting motivated many
investigators to move away from insisting on the fully Bayesian perspective.
The departure from Bayesian thinking is endorsed by the theory of bounded
rationality. The qualification “bounded” highlights the fact that, due to
cognitive and knowledge constraints, the agents are unable to implement
fully rational rules and must implement instead non-Bayesian rules [43,
161]. Under sophisticated learning tasks, psychological experiments have
supported the theory that non-Bayesian decision-making can take place.
It has been observed that the subjects of these experiments were not
fully rational in the face of new information and deviated from a fully
Bayesian approach toward some more attainable decision heuristics [49].
This behavior can be justified in terms of a trade-off between decision
accuracy and cognitive effort. The subject is not only seeking a learning
strategy that yields good performance, but also keeps deliberation cost
under control.

3.2 Non-Bayesian Social Learning

The experimental evidence of bounded rationality in humans and the
intractability of Bayesian computation within groups motivate the develop-
ment of non-Bayesian social learning. Within this paradigm, several useful
methods have been proposed [3, 25, 84, 96, 106, 131, 135, 157, 175]. All
these methods share the following common structure, in a manner similar
to strategies used for optimization and learning over graphs [151, 152, 155]:
i) a self-learning step, where each agent learns individually from its private
data; followed by a i) cooperation step, where the individual knowledge is
shared among agents according to a communication structure dictated by
the network graph.? In summary, we arrive at the “equation”

social learning = self-learning 4+ cooperation (3.9)

In the self-learning step we assume each agent acts individually in a
canonical Bayesian way. That is, each agent k at time t performs locally a
Bayesian update by blending its prior belief vector p, ;—1 and the likelihood

2We opt to focus on the adapt-then-combine form, where the cooperation step comes after
the self-learning step. It is also possible to consider the combine-then-adapt form, where the
order is reversed [131, 135, 152].
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self-learning cooperation

Hi,t—1

——| Bayesian (o {wj,t}jENk[
——» update
—

Tkt

pooling
rule

Figure 3.2: Non-Bayesian social learning. In the self-learning step, each agent k performs
individually a Bayesian update given the prior belief vector ;1 and the private data xj ;. The
resulting intermediate belief vector vy ; is then diffused across the network. In the cooperation
step, agent k aggregates the intermediate beliefs {1; ¢} jen; received from neighbors by using a
pooling rule.

Ui (zk,¢|0) computed from the locally available data x ;. The output of the
Bayesian update is an intermediate belief vector vy, ; to be shared with
neighboring agents.

Then, during the cooperation step, agent k forms its final belief vector
ke by using a certain pooling rule C; to combine the intermediate belief
vectors {1 }jen; received from its neighbors. These steps can be formally
written according to the following recursion:

Uia(0) o e 1 (O klargl)  (seltlearning),  (3.10a)
fkt = Cp ({¢j,t}j€Nk) (cooperation). (3.10b)

Figure 3.2 summarizes the essential features of non-Bayesian social learning.

While time-varying combination rules can be considered, in our pre-
sentation it is sufficient to focus on time-invariant rules, C;. Note also
that the pooling operator in (3.10b) aggregates only the current updated
belief vectors {1;+};en;, and does not account for the entire history of
beliefs received up to time t. This property, sometimes referred to as
“imperfect recall,” is an instance of the principle of bounded rationality,
aimed at reducing computational and memory complexity [131]. In this
connection, we observe that the intermediate belief vector 1;; depends on
the previous-lag belief vector p;;—1. In view of the sequential nature of
Bayes’ rule (see Lemma 2.1), previous-lag beliefs are sufficient to build the
optimal posterior in the single-agent case. This property is in general lost
in the distributed setting due to the reasons mentioned in the previous
section.

We see from (3.10a) and (3.10b) that the structure of the self-learning
step is determined by Bayes’ rule. Therefore, the critical part is to select a
combination rule, i.e., how the intermediate neighboring beliefs should be
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processed. To this end, we will go through the following path. First, in the
next section we introduce an approach that derives the combination rule
from the optimization of suitable information-theoretic measures. We will
see how the two most popular social learning strategies will arise naturally
from this approach. Later, in Section 3.4, the very same strategies will
arise as the unique solutions to a formulation with meaningful physical
constraints placed on the agents’ behavior.

3.3 Information-Theoretic Viewpoint

A general principle to build an aggregate belief vector p, ; from the ensemble
of belief vectors {1;+}jen; is to minimize some measure of discrepancy
between the new belief and the ensemble of beliefs. The purpose is to make
the aggregate belief as close as possible to all beliefs in the ensemble, i.e.,
to fuse the different viewpoints brought by the different agents. In the next
two sections we illustrate two choices for the discrepancy measures. Similar
choices are considered in [101], albeit for probability density functions as
opposed to probability mass functions.

For the sake of simplicity, the derivations in the forthcoming Sec-
tions 3.3.1 and 3.3.2 are carried out under the assumption that all the
entries of the belief vectors 1);; are nonzero. The case where some of them
are zero can be obtained from continuity arguments — see the expressions

in (B.1).

3.3.1 Geometric-Averaging Rule

One meaningful way to quantify the discrepancy between a candidate
belief vector p at agent k and the received belief vectors {1;+};cn;, is a
convex combination of the KL divergences between p and the received
belief vectors, namely,

> aD(plltse), (3.11)
JEN)

where the scalars aj;, are defined for j € N} and obey the following
convexity conditions:

ajx >0, > ap=1. (3.12)
JENG
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We now want to compute the aggregate belief vector p ; as the one that
minimizes the combination of KL divergences in (3.11), namely,

Mgt = arg min { Z ajkD(le/Jj,t)} . (3.13)

pPEAY jeNk

Note that the condition  ;cn, ajr = 1 is not a limitation, since if we
formulate (3.13) with a generic set of positive weights, we can always scale
these weights to reduce the problem to one with convex weights, without
altering the solution. The objective function in (3.13) can be manipulated
as follows:

Z ajrD(pl|j) = Z ajk Zp(g) log p(@)

JENR JENG 6co ¥;,:(0)
— 0)1 & 314
egap( ) Og H [¢j,t(0)]ajk ( )
JENE

Proceeding as done to manage (2.88), we see that the denominator on the
RHS of (3.14) is equivalent to a pmf up to a scaling term independent of p
(i.e., the RHS is equivalent to a KL divergence up to an additive constant),
implying that the solution to (3.13) is

pig(0) o< T [5.6(0)]%". (3.15)
JENK

In summary, the pooling rule in (3.15), resulting from the optimization
problem in (3.13), prescribes that each agent computes a weighted geometric
average of the Bayesian updates gathered from its own neighborhood, up
to a normalization factor necessary to yield a vector belonging to the
probability simplex Ap. The overall social learning strategy obtained
by using the Bayesian update (in the self-learning step) followed by the
geometric-average pooling rule (in the cooperation step) is summarized in
listing (3.16).
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Social learning with geometric averaging

start from the prior belief vectors py,o for k =1,2,..., K
fort=1,2,...
for k=1,2,... K
agent k observes xj,;
for0=1,2,....H
= “k’tfl(e)gk(xk’tw) self-learnin,
Yi,t(6) E er 1 (0)r (o a]0) ( g)

0'ce

end
e (3.16)
for k=1,2,... K
for0=1,2,....H
(0) [L;cn, [W5e(0)]%9%
Wl = ST [a(@))r  (cooperation)

0'c©

end
end
end

Equation (3.15) implies that

log pu.+(0) = Z aji log 1 +(0) + const., (3.17)
JENE

which explains why the geometric-average rule is also referred to as log-
linear or logarithmic pooling.

Examining (3.16), we see that the social learning algorithm with geomet-
ric averaging involves two normalization operations. The first normalization
is implemented by each agent k during the self-learning stage, to compute
the intermediate belief vector 1) ; that must be shared over the network.
The second normalization is implemented by each agent during the coop-
eration stage to compute the final belief vector p ;. It is clear that we can
combine both steps into a single update written as

aj
s (0) o T [maa(0)¢i(0l0)] (3.18)
JENK

This form does not require double normalization and is appealing in
situations where the intermediate beliefs are not required.
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3.3.2 Arithmetic-Averaging Rule

A second way to quantify the discrepancy between a belief vector p at
agent k and the received belief vectors is the following:

Z ajkD(wj,t
JENS

p), (3.19)

where the roles of p and 1) are reversed in comparison with (3.11). We
again impose the conditions

ajp >0, > aj=L1 (3.20)
JENK

The aggregate belief vector py, ¢ is then obtained as
pike = argmin g > apD(jellp) o - (3.21)
pEAH jeNk

The objective function in (3.21) can be manipulated as follows:

Z G]kD %, = Z ajk Z w]t T/’j,te(e)
JENK i, = ( )
¥;(0)
- 1
éygfk “ak¥ia(0) o8 p(0)
N Z Z a;ij(0)log 2 jen;, @jket;(0)
QEGJENk p(e)
¥;(6)
I
+ 9%(:9];\:@ ayk%t 0) log ZjGNk ajkij(Q)

independent of p

= D( Z ajkzbjthp> + const. (3.22)

JENE

Therefore, we see that the objective function in (3.21) is minimized when
the KL divergence on the last line in (3.22) is equal to 0, which occurs for
the choice
pre(0) = D ajti(8), (3.23)
JENK
namely, a weighted arithmetic average of the intermediate beliefs. Such lin-
ear rule is among the first combination policies used in social learning [175].
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One of the earliest appearances of arithmetic averaging is in the context
of the consensus algorithm [58], which dealt with a static case without
streaming data. The objective there was to pool different beliefs belonging
to spatially distributed agents, so that they can agree on a common belief.
In more recent years, arithmetic averaging has been successfully applied in
the context of diffusion strategies used for optimization and learning over
graphs [151, 152, 155]. The overall social learning strategy corresponding
to the linear combination rule is summarized in listing (3.24).

Social learning with arithmetic averaging

start from the prior belief vectors px,o for £ =1,2,..., K
for t =1,2,...
for k=1,2,... K
agent k observes xj,
for 6 =1,2,...,H
Yr,(0) = it =1(0) 0k (,116) (self-learning)
S piet—1(0") i (wr,t]0")

0’ce
end (3.24)
end

for k=1,2,... K

for 6 =1,2,....H
Hi,e(0) = Z a;rt;,e(0) (cooperation)
JEN
end
end

end

Comparing (3.13) against (3.21), an interesting interpretation emerges.
Recall that the KL divergence is not symmetric, and that the distribution
appearing as the first argument is the one under which the expectation
is evaluated — see Definition B.4. In other words, the first argument is
taken as the true underlying distribution. In (3.13), the KL divergences are
computed by assuming that the true underlying pmf is p, which is the belief
obtained by aggregating all beliefs received from neighboring agents. In
contrast, in (3.21), each individual KL divergence corresponding to agent j
is computed by assuming a different underlying truth, which is represented
by the intermediate belief vector v;;. This difference ultimately results in
two different pooling rules, the geometric and arithmetic averaging rules,
respectively.
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3.4 Behavioral Viewpoint

In the previous section we obtained two possible forms for the pooling
operator Ci in (3.10b) (namely, the geometric and arithmetic averaging
rules) by optimizing suitable information-theoretic metrics. A completely
different route is followed in [131], where the pooling rule is derived from
a set of axioms that represent relevant behavioral attributes of the agents.
We now illustrate this alternative construction.

In preparation for the forthcoming technical analysis, it is convenient
to simplify the notation (we will omit the dependence on time and agent
indices) and formulate the problem in the following general manner. Given
a collection of input belief vectors q1, go, . . ., qx, we want to aggregate them
into an output belief vector ¢ through a continuous mapping C : A% — Agy,
namely,

q=Clq1,q2,---,qK)- (3.25)

We will now introduce a set of behavioral assumptions that the pooling
operator C should fulfill.

The first assumption is label neutrality, which ensures that the way the
input beliefs are processed cannot depend on the particular labeling chosen
for the hypotheses.

Assumption 3.1 (Label neutrality). Let II : © — © be a permutation. For any
p € Ap, the symbol p(n) denotes a permuted vector whose 6th entry is

™ (6) = p(116)). (3.26)
A pooling operator C fulfills label neutrality when permuting the output belief
vector is equivalent to applying C to the permuted input vectors. Formally, label

neutrality holds when, for any II : © — © and any collection {q1, g2, ...,qx } of
input belief vectors,

q<H) =C (q?_m7 qgn), ... ,qgn) , (3.27)

with the output belief vector g being defined by (3.25).

Second, consider the case where all input beliefs are equal, namely,

GI=q@=...=qK =p. (3.28)

It is natural to request that the pooling operator should return p. The
second assumption, called unanimity, summarizes this requirement.
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Assumption 3.2 (Unanimity). The pooling operator C is unanimous when
C(p,p,...,p) =pforall pe Ap.

Third, consider a collection of belief vectors qi,¢qo, ..., qx having all
positive entries, and a belief vector g formed by using (3.25). Assume that
a single belief vector ¢; changes into another belief ¢; with an increase
in confidence about some hypothesis # and a decrease for the remaining
hypotheses, namely,

(0) > ai(0),  4(0) <q(0) VO #0. (3:29)
It would be natural to expect that also the pooling operator reflects the
increase in confidence. This is formalized by the next assumption.

Assumption 3.3 (Monotonicity). Consider two collections of input belief vectors,
{q1,q2,...,qx} and {q},¢5, ..., gk}, both placing nonzero® mass on all § € ©
and fulfilling, for some ¢ € {1,2,..., K}, the conditions

) ¢=q Vie{L,2,....,KN\{i}, (3.30)
s q;(é) > q—;(é),
K {qé (0) < qi(0) V6 # 0. (3.31)

Let
q=Cla,q2,.--,qx), ¢ =Clq1, ¢, qk) (3.32)

Monotonicity holds when ~ ~
¢(8) > q(0). (3.33)

The previous assumptions (label neutrality, unanimity, and monotonic-
ity) are basic requirements that a meaningful combination rule is expected
to fulfill. We now complete the set of behavioral axioms by specifying
how each entry of the output belief vector is influenced by the various
entries of the input belief vectors. We present two possibilities, namely, the
assumption of independence of irrelevant alternatives, and the assumption
of separability. We will see later how these different assumptions lead to
different pooling rules.

3Actually, one might want to impose monotonicity even when some entries of the input
belief vectors are zero. However, this extended notion of monotonicity would not be fulfilled
simultaneously with the other behavioral assumptions considered later in Theorem 3.1.
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Independence of irrelevant alternatives is based on the following ratio-
nale. Assume we know that the hypothesis of interest belongs to a subset
S C © of all possible hypotheses, and assume we want to construct from
the available input belief vectors {g¢;}, a conditional belief vector given
that § € S. In performing this pooling, one meaningful criterion is to
take into account only the input beliefs conditioned on the same subset
S. In this sense, when focusing on a conditional belief given a specific
subset S, the hypotheses that do not belong to S are deemed as irrelevant
alternatives. The assumption of independence of irrelevant alternatives
prescribes that the pooling operator C does automatically guarantee this
type of construction for any subset S, namely, that the output ¢ of the
pooling rule, conditioned on a subset & of the hypotheses, is equivalent to
the output of the same pooling operator applied only to the input belief
vectors {g;} conditioned on S.

Assumption 3.4 (Independence of irrelevant alternatives). For any belief vector
p € Ap that places nonzero mass on a subset of hypotheses S C ©, we introduce
the belief conditioned on S:

‘ Lz@’) for 6 € S,

S _ p

PO =4 A (3.34)
0 otherwise.

Let ¢ = C(q1,¢2,- .-, 9k ). Independence of irrelevant alternatives holds when,

for any subset S C © and any collection {q1, g2, ...,qx } of input belief vectors
that place nonzero mass in S,

¢ = C((J'fs, ... q';f)~ (3.35)

In Assumptions 3.4, since the belief vectors {g;} have nonzero mass
in S (i.e., each g; has at least one nonzero entry in S), each conditional

belief vector q}s is well-posed. Therefore, in (3.35) it is legitimate to apply

the combination rule to the conditional belief vectors {q‘»s } As a result,

under Assumptions 3.4 also the (conditional) output belief vector ¢ is
well-posed, which means that the (unconditional) output belief vector ¢
has automatically nonzero mass in S. In particular, taking S = {6}, we
conclude that if ¢;(#) > 0 for all j, then ¢(8) > 0.

Another possibility to complete the set of behavioral assumptions is
separability, which establishes that the #th entry of the output belief vector
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depends solely on the #th entry of the input belief vectors.

Assumption 3.5 (Separability). Let ¢

= C(q1,¢2,---,9k). Separability holds
when ¢(0) does not depend on ¢1 ("), g2(6’),

., qi(0') for @' £ 0.

3.4.1 Geometric-Averaging Rule, Revisited

The next theorem, proved in [131], reveals the unique form that the pooling
operator can take under label neutrality, unanimity, monotonicity, and
independence of irrelevant alternatives.

Theorem 3.1 (Geometric averaging). Let Assumptions 3.1, 3.2, 3.3, and 3.4 be
satisfied, and let ¢ = C(q1, g2, - .-, gK). If |©| > 2, we must have, for all § € O,

K
q(0) < [ J[a:(0)1*, (3.36)
j=1
with a; > 0 and Zjil aj; = 1.

Proof. Tt suffices to examine the case where ¢;(6) > 0 for j = 1,2,..., K and for all
0 € ©. The case where some entries of the belief vector are zero will follow automatically
from the continuity of the pooling operator. Consider two arbitrary hypotheses ¢, 6",
and the set S = {6’,0"}. We focus on the logarithmic ratio log(g(6’)/q(0")), which is
well-posed since the belief vectors {g;} have all positive entries and the same holds for ¢
in view of the observation following Assumption 3.4. We can write (the notation [v]e
extracts the Oth entry of the vector v)

(0/) (2) ‘5(9/) (b) |:C (q‘ls’ q|257 cey QL}S)}
log d = log a = lo o

g >
q(0") G [c (\s Is \5)}
Q1 7q2a"'7qK or

where (a) follows from definition (3.34), and (b) from the independence of irrelevant
alternatives. The jth conditional belief vector can be represented as

(3.37)

s q;(0") q;(0")
S —10,...,0,— 2 ____0,...,0,—2L 2 ___0,...,0
K 4 (0") + ¢;(0") 4;(0") + ¢;(0")
L —_——— ~—_——
label 6/ label 67/
(p! p!
- Q”w,—@@¥@Q%fﬁwwa————;——7£pnﬁ.
1+q;(0')/q;(8") 1+q;(0')/q;(9”)
L —_——— —_———
label 6/ label 67/

(3.38)
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Let us denote by z; the value of the ratio ¢;(0')/q,(0"), namely,

;(9) :
=z; forj=1,2,.. K. 3.39
DR (339
The RHS of (3.37) is in principle a function of the values {z;} and of the labels ¢’,
0" . However, we now show that label neutrality implies that the dependence on the
particular labels disappears. From (3.38) and (3.39) we have (for the sake of presentation
we consider a vector of length H = 8)

1
0,0,0, 0,0, , (3.40)
1 —|— ] 1 —+ Z]'
N—— ——
label 6/ label 0"/

Assume instead that (3.39) is verified for a different pair of labels (§’,6"). Then, the
location of the values changes, namely, we obtain another belief vector, say,

s _ 1 41
q] l1+J0000001+ 1 (3.41)
N—— \V—"
label 6’ label 67/

which is a permuted version of qJ‘.S in (3.40). Now, in (3.37) we apply the pooling operator
C to the conditional belief vectors ql.s to compute the output belief vector q. Then, we
compute the ratio between ¢(6’) and q(#"), namely, the 6’th and 6”th entries of this
vector. Assume now that we apply C to the permuted belief q}s to compute another

output belief vector ¢(0'). By label neutrality, we must have
q(0)y=q(0), q(0")=q(0"). (3.42)

This implies that the ratio in (3.37) does not depend on the particular pair of labels,
but only on the values {z;}, which allows us to write

a() _ @ (0) | a0 gk (0))
10g q(au) =9 (10g o (0,,) 5 10g q2(0”) s 71Og qK(O”)) s (343)

where the function g does not depend on the labels §’, #””. When we say that g does
not depend on the labels, we mean that its functional form remains the same if we
vary the labels, namely, we do not have different functions ggy/¢. for different pairs of
labels. Moreover, g is continuous because, in the RHS of (3.37), the pooling operator C

is continuous by assumption, and, in view of (3.38), each conditional belief qjl-'S can be
a;(6")

q;(0")"

Consider now a third hypothesis 8”’. We can write

tog 200 10 10 1 105 2070
(

regarded as a continuous function of log 24

q(0") q(0")
:g(log o (0) log ¢2(0) ..., log ;1;:(0/) )

a1 (0”)" 7 q2(07)’

T

q1(9") a2(0") qr (9”)
+g(1 1 N 3.44
g( og o8 (07 g (3.44)

Y
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and also
a®) _ a(0) q2(0") qx (9")
log 20 gl log q1(9”/)710g =) ,log @) | (3.45)
z+y

Grouping (3.44) and (3.45) we find that g satisfies
g(xz+y) =g()+9(y), x,yGRK, (3.46)

which is a multidimensional Cauchy functional equation, to be solved by seeking a
function g : R +— R [66]. It is known that the unique continuous solutions to (3.46) are
in the following form [66]:
K
g@) = az;, (3.47)

Jj=1

where z; is the jth entry of z, and where the solution space is spanned by a; € R, for
j=1,2,..., K. Using the definition of g from (3.43), Eq. (3.47) becomes

log 20 _

q(6")

3 (0") '
q; (0"

M~

ajlog (3.48)

~—

j=1

By exponentiation and normalization (since ¢ must be a belief vector), Eq. (3.48) leads
to (3.36). It is easily verified that (3.36) fulfills Assumptions 3.1 and 3.4 for all choices of
{¢;} and {a;}. To conclude the proof, we show that the combination weights {a;} must
add up to 1 and be positive. Consider g; = p for all j, with p having positive entries
and p(0') # p(0"") for two hypotheses 6" and 6" (the case where all entries of p are equal
is trivial). By unanimity we have

log ;))((99///)) = Z a;log 5((99:/)) = Zaj =1 (3.49)

Jj=1 Jj=1

Finally, we show that positivity of the weighting coefficients follows from monotonicity.
To see why, consider, for the input belief vectors, two assignments {g;} and {q}} as
defined in Assumption 3.3, along with the corresponding output belief vectors ¢ and ¢’.
Recall that the input belief vectors of the two assignments are equal to each other, but
for the ith input belief vectors ¢; and ¢}, which are different and satisfy the following
inequalities:

a(0) > qi(0),  ¢i(0) <a(0) VO#E (3.50)
for some hypothesis 0 € ©. From (3.36) we obtain the following representation for the
output belief ¢(6):

K

qJ‘J (9) K p -t

= Jj=1 jH
o= — - 1+ZH<?EQ§
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and a similar expression holds for ¢'(0). Therefore, in view of (3.51) we can write

-1

o= (E) )

0+£60
0\ -t (3.52)
7@ =1+ Cco (q: = ) )
g qa;(6)

where we defined

(p aj ’ 0 aj

SN e
PRI i N

with the equality following from (3.30). To prove monotonicity we must show that under

the considered assignments for the input belief vectors, the output belief vectors satisfy

the inequality ¢’(0) > q(6). To this end, observe from (3.52) that we have the following
equivalence:

_ _ ; 0 @ . 0 a;
q/(9)>q(0)<:>209 <q’(_)) <Zce (q (_)) . (3.54)
020 a;(0) S q:(0)
40 048
In view of (3.50), the inequality on the RHS of the implication holds if, and only if,
a; > 0. This implies that the inequality on the LHS holds if, and only if, a; > 0, and the
proof is complete.
|

In summary, Theorem 3.1 reveals that under the considered behavioral
assumptions, the pooling rule is a weighted geometric average of the beliefs,
up to a normalization factor necessary to yield a probability vector. Note
that the theorem requires © to contain at least three elements. This is
because, for |©| = 2, the independence of irrelevant alternatives is trivially
satisfied, thus imposing no restrictions on the combination rule. In other
words, this behavioral approach does not help deduce the form of the social
learning algorithm for the case of two hypotheses.

We are now ready to exploit the general result in (3.36) in our social
learning algorithm, specifically, in (3.10b). In order to use (3.36) in (3.10b),
we need to take into account two facts. First, each agent k receives the
intermediate beliefs only from its neighbors j € NV}. Thus, the ensemble
of input belief vectors on which the pooling operator acts is given by the
collection {1+ };en; - Second, the pooling operator Cj, can be dependent on
the particular agent k, which implies that the weight a; > 0 appearing in
(3.36) is replaced by a weight a; > 0, defined for j € N}, and fulfilling the



3.4. Behavioral Viewpoint 59

condition » ;- n, ajr = 1. In summary, the belief vector pu; corresponding
to agent k at time t is obtained through the following combination rule,
for all § € ©:

pug(0) oc T [05.6(0)]%% o T [e-1(0)€;(5,]6)]%*, (3.55)
JENE JENE

where in the last step we used the Bayesian update from (3.10a).

We see that rule (3.55) is identical to rule (3.18), namely, to the rule
obtained in Section 3.3 based on information-theoretic principles. We arrive
at the remarkable conclusion that social learning with geometric averaging
is optimal both under the minimization problem in (3.13) and under the
behavioral Assumptions 3.1, 3.2, 3.3, and 3.4. In addition, note that the
information-theoretic approach adopted in Section 3.3 is less restrictive in
that it does not require the condition |©] > 2.

Before proceeding further, it is useful to examine another property of
the pooling operator in (3.36), known as external Bayesianity [79, 80, 101].
It can be stated as follows. Assume all agents observe the same data x and
have the same likelihood ¢(x|@). Under these conditions, it is meaningful to
expect that the belief obtained by first updating all the K beliefs with the
common likelihood £(z|f) and then combining the results, is equivalent to
the belief obtained by first combining the K beliefs and then updating the
result. A pooling rule satisfies external Bayesianity if this interchangeability
property holds when all agents have the same data and likelihood.

We now verify that the geometric pooling operator in (3.36) is externally
Bayesian [135]. If we first compute the Bayesian updates of the individual
belief vectors {g;}:

a5 (8) o< q;(0)L(x]6), (3.56)
and then combine them by using the geometric-averaging rule, we obtain
K W K
u J
a(0) T [a2"0)]" o TTlas(0)(x19)]
j=1 j=1
K K
— [0(z]0)] i1 x 147 ®) =elo) H (3.57)
=1 =1

where in the last step we used the condition Zle a;j = 1. Now note that the
term £(x|0) [] ] 1 q] 7(0) in (3.57) can be interpreted as resulting from the
following process. First combine the individual beliefs ¢;(6) with geometric
averaging to obtain an aggregate belief o Hszl q;-lj (0), and then perform
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a Bayesian update, using this aggregate belief along with the likelihood
¢(x|0), to obtain ¢(f). We have thus shown that the geometric-averaging
rule is externally Bayesian.

It is worth mentioning that there exists in the literature an axiomatic
approach, different from the one we have illustrated here, which aims at
finding the general functional form of pooling operators that are exter-
nally Bayesian. In these alternative approaches, external Bayesianity is
a requirement rather than a consequence. Remarkably, it can be shown
that the weighted geometric average is the only rule that satisfies external
Bayesianity under certain additional constraints — see [79, 80].

3.4.2 Arithmetic-Averaging Rule, Revisited

The next theorem, proved in [131], reveals how the pooling rule changes if
independence of irrelevant alternatives is replaced by separability.

Theorem 3.2 (Arithmetic averaging). Let Assumptions 3.1, 3.2, 3.3, and 3.5 be
satisfied, and let ¢ = C(q1, g2, - - .,qx). If |©] > 2, we must have, for all § € O,

K
q(0) = > a;4,(0), (3.58)

j=1

with a; > 0 and Z;{:I aj = 1.

Proof. Let us focus on ¢(0), namely, the 6th entry of the belief vector ¢ resulting from
the pooling rule. In view of the separability assumption, ¢(6) depends only on the values
{q;(0)},, which allows us to write, for a certain function ge,

q(0) = go(q1(0), q2(0), - - ., qx (9))- (3.59)

Note that in principle separability allows the functional form of g¢ to depend on 6 (which
justifies the subscript ). However, we now show that label neutrality implies that this
dependence on 6 disappears. In fact, consider a set of values z1, 22, ..., 2x, with

¢ (0) =2 forj=1,2...,K (3.60)

and with ¢(6’) = z for some value z. Assume instead that (3.60) is verified for a different
label §”. Then, by label neutrality, the 8”th entry of the output belief vector must take
on the same value, i.e., we must have ¢(0") = z. In other words, the mapping by which
the function gg associates the input values {z;} with the output value z does not depend
on the particular label 6, but only on the values {z;}. Therefore, it is legitimate to write

9(0) = 9(q1(0), ¢2(0), - .., qx (9)), (3.61)
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where we do not have different functions gs corresponding to different labels, i.e., the
functional form of g does not depend on 6. Moreover, g is continuous by continuity of
the pooling operator.

Consider now two hypotheses 6’ and #”. Since the pooling operator produces a belief
vector whose entries add up to 1, we can write

9(q1(0'),q2(0"), ..., qx (0) + g(q1(6”), q2(0"), ..., qxc (6"))
=1= > g(@(0),q:00),....qx(0)).
9&{0/’8//}
(3.62)

Consider next another ensemble of beliefs {g;}, with the following assignment for
ji=12,...,K:

3;(0) = q;(0") +q;(0"), (3.63)
g;(8") =0, (3.64)
3;(0) = q;(0) VO ¢ {0,0"}. (3.65)

We can apply (3.62) to {g;} and get

9(@(6), G0, ax(0) + 9@ (8"),@(6"). ..., ax (6"))
=1— Y g(a(0),a:(0),...,ax()).

0&{0(76//}

(3.66)

Grouping (3.62) and (3.66), we can write

9(q1(0),q2(0), ..., ax (0") + 9(q1(0"), 42(8"), ..., axc (6"))
x Yy
= 9(@(0) + @ (0"),q2(0') + q2(0"), .., ax (0) + ax (0”)) + 9(0,0,...,0).
z+y g0

(3.67)

Introducing, for = € [0, 1]%, the function
h(z) = g(z) — go, (3.68)

we can represent (3.67) as

h(z +y) = h(z) + h(y), (3.69)

where the entries x; and y; of the K-dimensional vectors = and y obey the condition
0<zjty; <lforj=1,2,..., K. Therefore, Eq. (3.69) is a conditional multidimensional
Cauchy equation, with the qualification “conditional” indicating the fact that the
admissible domain for the vectors x and y is restricted [104]. For our particular restricted
domain 0 < z; +y; < 1for j = 1,2,..., K, it is known that the unique family of
continuous solutions is the same as in the unrestricted case (3.46) examined before,
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namely we have that [4, 57, 104]*

K

h(z) = Zajmj. (3.71)

j=1
Returning to the definitions of hA(z) in (3.68) and g(z) in (3.61), we obtain

a]q7 ) + go. (3.72)

uMw

Now, applying unanimity to a common input belief vector p we get
p:pzaj + go, (3.73)

which, considering a vector p with one entry equal to 0, yields go = 0. As a result, Eq.
(3.72) coincides with (3.58). Using (3.73) with go = 0 we also see that the combination
weights must add up to 1. Moreover, it is readily seen that the pooling rule in (3.58)
satisfies monotonicity if, and only if, the combination weights are all positive. We
complete the proof by observing that, for all choices of input belief vectors {g;} and
positive combination weights {a;} that add up to 1, the pooling rule (3.58) returns a
valid belief vector ¢ (i.e., a probability vector) and fulfills Assumptions 3.1 and 3.5.

|

By following a similar argument to the one applied to the geometric
rule in the previous section, we can now incorporate (3.58) into our social
learning algorithm, i.e., into (3.10b), to get

pe(0) = Y ati(0), (3.74)

JEN

with the weights a;i, defined for j € Ny, fulfilling the conditions a;; > 0
and >>icn, ajr = 1. Rule (3.74) is identical to (3.23), which arose in
Section 3.3 from information-theoretic principles. Remarkably again, we
conclude that social learning with arithmetic averaging is optimal both
under the minimization problem in (3.21) and under Assumptions 3.1,
3.2, 3.3, and 3.5, that is, under behavioral axioms where independence
of irrelevant alternatives is replaced by separability. As was the case for
geometric averaging, for arithmetic averaging the behavioral approach
requires at least three hypotheses, while the information-theoretic approach
adopted in Section 3.3 covers even the case || = 2.

4Actually, the fundamental result proved in [57] refers to the case K = 1. However, it can
be straightforwardly extended to an arbitrary K by noting that, in view of (3.69), we can also
represent the function h as the sum of K functions

h(z) = h(z1,0,...,0) + h(0,z2,0,...,0) + ...+ h(0,0,...,zx) (3.70)

and then apply the result available for K = 1 to any of these functions.
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Table 3.1: Summary of pooling rules and pertinent criteria.

Pooling rule Information-theoretic Behavioral

Geometric avg. Z ajkD(pllje) Indep. irrelevant alternatives
JEN,

Arithmetic avg. Z ajkD(;,¢]|p) Separability
JENL

In summary, from the analysis conducted in this section and Section 3.3,
we learned that the most popular combination rules, the geometric (a.k.a.
log-linear) and arithmetic (a.k.a. linear) rules, are the optimal solutions to
two different formulations: One based on information-theoretic arguments
and another based on behavioral arguments. In one problem, we focus on
minimizing an information-theoretic measure that quantifies the discrep-
ancy between the target belief and the beliefs of neighboring agents. In the
other problem, we place a set of axiomatic constraints on the agents’ ad-
missible behavior. Table 3.1 summarizes the results. In the column referred
to behavioral assumptions, we report only the distinguishing behavioral
assumption for the two combination rules, implicitly implying that the
other three assumptions (label neutrality, unanimity, and monotonicity)
are fulfilled in both cases.

3.5 Unifying Framework

The earlier Figure 3.2 illustrates the structure of the social learning frame-
work. In the figure, the first block performs a Bayesian update from a
previous-lag belief to an intermediate belief using the fresh data sample.
The second block implements a suitable combination rule, such as geometric
or arithmetic pooling.

However, in several applications other requirements emerge, under which
the criteria adopted to design the scheme in Figure 3.2 will need to be
revisited. We provide two relevant examples, which will help motivate a
unifying framework for non-Bayesian social learning.

Example 3.2 (Adaptive social learning). The first example pertains to a modification
of Bayes’ rule, motivated by a strong need for adaptation when the agents need to
be responsive to drifts in the environmental conditions, e.g., the state of nature, the



64 From Single-Agent to Social Learning

statistical properties of the streaming data, the likelihood models, or the network
topology. We will explain later in Chapter 8 that the social learning scheme of Figure 3.2
is not capable of adapting well to changes in the environment and that the agents exhibit
significant stubbornness in their behavior.

In order to modify the Bayesian update to infuse adaptation, we return to the
information-theoretic approach from Section 2.3. We explained there that Bayes’ rule
results from minimizing the free-energy F'(p) introduced in (2.61) or its variation F(p)
in (2.70). In either of these formulations, the contributions of the prior and likelihood
are weighted equally. One principled way to induce adaptation is to modify the cost
function so as to give more relative importance to the new data, which appears as an
argument of the likelihood. To this end, we will formulate in Chapter 8 the following
alternative problem to determine the intermediate belief vector

P, = argmin { (1 — 6)D(p||ug's) + D (pllpiys) }, 0< 8 <1, (3.75)

PEAY

where ,uE:‘t denotes the traditional Bayesian update defined in (2.64), specifically com-
puted by using as the prior the previous-lag belief vector i :—1, while ,ullilft denotes the
posterior defined in (2.67), which assumes a uniform prior. In both cases we use the
likelihood £ (zk,:|0).

Observe that (3.75) minimizes a convex combination of two KL divergences. The first
divergence measures the discrepancy between the target belief vector p and the Bayesian
update ,uE:‘t, which takes into account both the new data and the past belief vector
i,t—1. The second divergence measures the discrepancy between p and the posterior u',llft,
which ignores the past belief and is based on the new data only. The design parameter
4 € (0,1) determines the level of adaptation by giving more or less importance to fresh
data over past data. As § — 0, we recover the traditional Bayesian update. On the other
hand, as § increases, the role of D(p||ui;) is enhanced and the minimization in (3.75)
will tend to promote belief vectors that are closer to u',ictfr Since ,u',ik,t does not embody
prior information, this mechanism provides a way to depress information accumulated

from past data and to emphasize information coming from fresh data.

Example 3.3 (Partial information sharing). It has been assumed so far that each agent
k sends over the network its full belief vector 1,.. This might not always be the case.
For instance, due to privacy reasons, or simply for the desire of “discussing” particular
opinions, the agents might not be willing to share their entire belief vector. Another
relevant requirement concerns the need to reduce communication costs by compressing
the information to be transmitted. In either case, the agents share an encoded version of
their beliefs, yielding an intermediate processing step in the social learning mechanism.
This encoding step would be implemented locally, i.e., before communication takes place,
but it would then require a decoding stage before the social learning phase.

One interesting type of encoding is the sharing of partial information. For instance,
the agents might exchange the belief about one hypothesis of interest ¥* € ©. Such
model can be conveniently abstracted by saying that each agent k sends an encoded
version of its intermediate belief vector ¢ . In this case, the encoded version amounts
to extracting only the entry 1 +(9°*), whereas the entries corresponding to 0 # 9° are
not shared. Upon receiving 9, ,(9°) from its neighbors j € NVj\{k}, agent k can perform
a decoding operation to fill in the missing entries in the intermediate belief vectors 1, ;.

~(k
This process gives rise to a decoded or reconstructed belief vector @b;,t) that agent k
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assigns to agent j. One possible decoding rule is as follows:

0;,+(0°%) if 6 =v°,

P (0) = . (3.76)
" % otherwise
H-1 ’

where we note that the remaining probability mass, 1 — ;,+(9°), is distributed equally
across the hypotheses for which no information is shared. The problem of social learning
under partial information sharing will be studied in Chapter 11.

Motivated by the aforementioned two examples, we can introduce a
unifying framework for non-Bayesian social learning described by the
diagram in Figure 3.3 and summarized by the following four steps.

updat
(i1, Tkt) == Prs, (3.77a)
Yy 8 ey, (3.77b)
decode ~(k)
(wk,ty{ej,t}jeNk\{k;}) — {wjt}jENk7 (3.77¢)
~(k) combine
{wj,t }jENk — Hkt (3.77d)

Update. The self-learning step (3.77a) is implemented through a general
update rule. This is not necessarily a Bayesian update. For example, it
could be an adaptive rule as in Example 3.2 and Chapter 8.

Encode. In step (3.77b) we introduce a local encoder that is used by each
agent k before sharing, to map its locally updated belief vector into some
encoded vector ey ¢ € ;. The space &, depends on the particular encoding
scheme. The encoding operation reflects the necessity of accounting for
some constraints relative to the information that can be shared over the
network. For instance, ey ; might be a single entry of ¢, ; as in Example 3.3
and Chapter 11.

Decode. Agent k has direct access to its own uncoded belief vector 1y, 4,
whereas it only receives encoded signals e;; from neighbors j € NV \{k}.
Therefore, in step (3.77c) we introduce a decoder that is employed by
agent k to construct a set of belief vectors {&j,t}je N, from the available
information (Y, {€j¢}jen;\(k})- For example, when e;; is a single entry
of the belief vector, one possible decoding rule is given by (3.76).
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Hkt-1 ) ek {€j.t}jeni\{k} {‘Z/L} . i
——»{ general |¥kt encoding it It S jENK ,1: decoding |2 JEN pooling [Hk.t
T’k update rule

Figure 3.3: Unifying framework for non-Bayesian social learning. In comparison with Figure 3.2,
the following distinguishing elements emerge: i) a general update rule that each agent k applies
to its past belief vector ;1 and new data xj ;; i) an encoding step that each agent k applies
to the intermediate belief vector before sharing it within the social group; and i) a decoding
step that each agent k applies to the available information, i.e., to its own belief vector 1y
and the encoded information received from neighbors j € Ny \{k}.

Combine. After the above three steps, each agent k possesses a collection
of reconstructed belief vectors {%('i) }ien, associated with its neighbors.
According to the analysis conducted in the previous sections, in step (3.77d)
agent k will adopt a suitable combination rule to aggregate these beliefs.



Chapter 4

Network Models

Social learning relies on the local exchange of information between spatially
dispersed agents that interact according to a certain network topology.
We describe in this chapter the network models relevant to decentralized
learning and comment on their fundamental properties.

4.1 Network Graphs

We focus in our treatment on networks of agents. Any two agents may
be connected directly by an edge if they are neighbors, or they may be
connected by a path that passes through other intermediate agents, or they
may not be connected at all. The topology of a network can be described
in terms of graphs — see, e.g., [22, 151, 155, 171].

Definition 4.1 (Graphs). A network of size K is generally represented by a
directed graph consisting of K vertices (which we will refer to more frequently as
nodes or agents) and a set of directed edges connecting the nodes. By “directed”
we mean that an edge might exist from node j to node k and not in the opposite
direction. When all edges in a graph exist in both directions, the graph is called
“undirected”.

A relevant concept associated with a graph is the path.

Definition 4.2 (Paths). A directed path from node j to node k is a sequence of
directed edges, where the first edge in the sequence starts at j and the last edge
ends at k. When the starting and ending nodes coincide, the path is called a
cycle. When there is an edge that connects a node to itself, then the cycle has
length 1 and is called a self-loop.
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Another relevant concept is the neighborhood.

Definition 4.3 (Neighborhoods). The neighborhood N of node k is the set of
nodes j (possibly including node k itself) for which there exists an edge starting
at j and ending at k.

Note that we have introduced a directed neighborhood, a.k.a. in-
neighborhood. In fact, the neighborhood N}, includes only nodes connected
to k by an edge entering node k. As we have seen in the previous chapter,
the neighborhood N}, identifies the agents from which agent k collects the
beliefs to be combined during the pooling stage, and is therefore sufficient
to describe the social learning strategies. Obviously, we could define the
dual directed neighborhood (a.k.a. out-neighborhood) of nodes connected
to k by an edge emanating from k. In the following, to make the termi-
nology lighter, we will simply use the term neighborhood, and it should be
clear from the context if we are referring to an in-neighborhood or to an
out-neighborhood. Likewise, unless otherwise specified, graphs and related
descriptors (e.g., edges) are implicitly intended to be directed.

We observe that there might exist multiple paths starting at node j and
ending at node k. However, it is readily seen that the shortest path cannot
exceed length K — 1 (because if a node is visited more than once along the
path, we can cut redundant sub-paths). This also implies that the shortest
cycle cannot exceed length K. In fact, a cycle (of length greater than 1)
linking k to itself can always be made of a path from k to some other node
k', plus one edge from k' to k. By choosing the shortest path from k to &/,
we see that the length of a cycle cannot exceed K.

In our treatment, it is useful to consider weighted graphs, where we
associate a nonnegative weight a;, with each pair (j, k), including the case
i = k. These nonnegative weights can be conveniently collected into a
K x K combination matriz A = [a;]|. Every such matrix with nonnegative
entries will be called a nonnegative matriz.

Definition 4.4 (Weighted graphs and combination matrices). We associate with
every nonnegative square matrix A = [a;x], also called a combination matrix, a
weighted graph constructed as follows. First, one constructs the support graph
of A, where an edge will exist from node j to node k whenever aj; > 0. In
particular, node k would have a self-loop when ayr > 0. Then, the graph becomes
weighted by associating the matrix entry a;r with the edge emanating from j
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toward k. It is useful to note that the neighborhood of node k, introduced in
Definition 4.3, can be alternatively written in terms of the combination matrix
as

N ={j:aj >0}. (4.1)

We will generally be dealing with weighted graphs and their associated
combination matrices. To lighten the terminology, we will often simply
refer to the “graph” rather than to the “weighted graph.”

Figure 4.1: Agents that are linked by edges can share information. The neighborhood of
agent k is marked by the dotted line and consists of the set N}, = {4, 6, j}. Likewise, the
neighborhood of agent 1 consists of the set N7 = {1, j}. For emphasis in the figure, we
are representing edges between agents by two separate directed arrows. We will continue
to use this representation whenever useful. Otherwise, in future network pictures we will
represent undirected edges by a single segment with no arrows. We show the combination
weights for some agents. For example, the weights a;, and ax; are associated with the
directed edges from j to k and from k to j, respectively. We also emphasize that axe = 0
since there is no edge from k to 6, while asr > 0 because there is an edge from 6 to k.

Figure 4.1 shows one example of a network graph, where we emphasize
the combination weights and the neighborhood of agent k. An edge between
two neighboring agents is represented by a directed arrow to indicate the
direction in which information can flow. The absence of an edge signifies
that the corresponding combination weight is equal to 0.
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Figure 4.2: We associate a K x K combination matrix A with every network of K
agents. The (j,k) entry of A contains the combination weight a;r, which scales the
information arriving at agent k£ and originating at agent j.

Let us comment on the practical meaning of the combination weights.
As we have seen in Chapter 3, in the social learning strategies, agent k
combines the information it receives from agents j € N}, by using a set
of convex positive combination weights {a;i}jen;. This scaling can be
interpreted as a measure of the confidence that agent k assigns to its
interaction with agent j.

The weights aj, and ag; can be different, and one or both weights
can also be zero. In fact, the subscripts j and £ in aj; have different
meanings. This is emphasized in Figure 4.2. The row index j designates
the source agent (i.e., the sender) and the column index k designates the
sink agent (i.e., the receiver). In other words, the entries on the kth column
of A contain the coefficients used by agent k to scale the information
corresponding to each agent (i.e., each row) j. If aj; = 0, the information
from agent j is not used by agent k — see Figure 4.2.

In some cases we need to distinguish between the physical network
topology and the topology resulting from the combination matrix A. For
example, consider a collection of electronic devices organized into a wireless
communication network. The physical topology defines whether one agent
can send and/or receive information from another agent. To scale the
information exchanged across the network, the agents will need to assign
some weights on top of this topology. Obviously, the weight a;; will be
zero when agent k cannot receive from agent j. However, this weight can
be zero even when agent k is physically connected to agent j and can
receive information from it. This happens when agent k& deliberately decides
to ignore the information from agent j. Thus, there can be a difference
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between the underlying physical topology and the actual “communication’
topology defined by the support graph of A. However, once the combination
matrix is defined, the underlying physical topology is “overwritten” by
the support graph of A. In other words, if k£ ignores information received
from j, then it is irrelevant to know whether this happens because k is
physically unable to receive information from j, or because k chooses to
ignore it on purpose. In summary, moving forward, whenever we refer to a
network topology we will be in effect referring to the topology defined by
the support graph of A.
The next definition lists four useful notions of connectivity.

Definition 4.5 (Network connectivity). We distinguish four types of connectivity.

i) Connected graph. Consider the nontrivial case K > 1. A graph (or net-
work) is said to be connected when, for j =1,2,..., K and k =1,2,..., K,
with j # k, there exists a path originating at j and ending at k. In other
words, given any two nodes, there are paths in both directions linking them
(the paths need not be the same). Note that over a connected graph, for
any node k there always exists a path originating and ending at k since,
even in the absence of a self-loop (i.e., even when axr = 0) we can join two
paths from & to j and from j to k. In the trivial case K = 1, we will say
that the graph is connected when ai1 > 0.

ii) Primitive graph. A connected graph is said to be primitive when there
exist paths of common length m > 0 linking any two distinct nodes in both
directions and linking any node to itself.

iii) Strong graph. A connected graph is said to be strong when it has at least
one self-loop, meaning that axr > 0 for some node k. As we will show later
in Section 4.3, a strong graph is also primitive, but the reverse implication
does not hold.

iv) Weak graph. The graphs that do not belong to the family described by
definition i) are said to be weak.

Note that in the definition of a connected graph, since j and k are
arbitrary nodes, we require that any two distinct nodes are linked in both
directions, either directly when they are neighbors or by passing through
intermediate nodes when they are not neighbors. In this way, information
can flow in both directions between any two distinct agents in the network,
although the forward path from a node j to some other node k need not
be the same as the backward path from £ to j.

Figure 4.3 shows four examples of networks corresponding to the four
families of graphs in Definition 4.5. The leftmost graph is connected, because
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connected primitive weak

Figure 4.3: (Leftmost panel) Connected graph, where there exist paths between any
two agents in both directions. (Second panel) Primitive graph, where there exist paths
of length 16 between any two distinct agents, in both directions, and from any agent to
itself. (Third panel) Strong graph, obtained from the connected graph in the leftmost
panel by simply adding a self-loop at agent 1. (Rightmost panel) Weak graph, obtained
from the strong graph in the third panel by simply reversing the arrow connecting agents
1 and 4. This slight change makes agent 1 incapable of sending information to any of
the other agents in the network, even though information can reach agent 1 from all
other agents (directly or indirectly).

if we select any two nodes j and k, we can find paths linking them in
both directions. For example, for nodes 2 and 4, one valid path from 2
to 4 goes through 1 and one valid path for the reverse direction from 4
to 2 goes through 3. Similarly, paths can be determined linking all other
combinations of nodes in both directions. Note that in the considered
example no pair of nodes is directly connected by edges in both directions.
Nevertheless, we can still find paths linking any pair of nodes in both
directions.

Note also that the paths connecting 1 and 2 must have odd length,
whereas the paths connecting 1 and 3 must have even length. Therefore,
no paths of common length can be found, and the graph is not primitive.
In comparison, the graph shown in the second panel of Figure 4.3 is
primitive. In fact, it can be verified that, thanks to the addition of the
edge represented in green, there exist paths of common length 16 between
any two distinct nodes, in both directions, and that there also exist paths
of length 16 linking any node to itself. We remark that this graph has no
self-loops.

The third panel shows a network with the same structure as the one in
the leftmost panel, but for the additional presence of a self-loop at node 1,
which makes the graph strong. Note that now it is possible to find paths
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of common length 10 between any two distinct nodes, in both directions,
and also from any node to itself. Therefore, the graph is also primitive.

Finally, observe the rightmost graph in Figure 4.3. Compared with the
strong graph in the third panel, we simply reversed the direction of the
arrow that emanated from 1 toward 4. With this slight modification, the
information from agent 1 cannot reach any other agent in the network and
agent 1 is only at the receiving end. This graph is accordingly weak.

Throughout our treatment, we will use interchangeably the words “net-
work” and “graph.” Moreover, to avoid misunderstanding, we hasten to
add that the terms “connected,” “strong,” and “weak,” are not uniformly
defined in the literature and can refer to slightly different notions. Never-
theless, we will remain faithful to Definition 4.5. We will shortly see that
the graph families in this definition entail some useful correspondences
with the families of irreducible, primitive, and reducible matrices that arise
in matrix theory.

4.2 Combination Matrices

We have explained before how to associate a weighted graph with a nonneg-
ative square matrix, which we called the combination matrix and denoted
by A. The particular choice of the weights influences specific properties
that will be of interest for the social learning strategies. For example, we
explained in Chapter 3 how convex combination weights arise. Moreover,
the choice of the weights determines the spectral properties of the matrix
(i.e., the structure of its eigenvalues and eigenvectors), which will be seen
to be critical for the asymptotic properties of the social learning strategies.

However, some other critical properties relative to the flow of information
over the network are more immediately revealed by the mere support graph
of A, namely, by the unweighted graph that encodes the network “skeleton”
and describes only the interconnections between agents. In matrix analysis,
there exist powerful tools to characterize the interplay between matrices
and their support graphs. In particular, for nonnegative matrices, an elegant
theory was developed by Perron and Frobenius [93, 126]. We exploit this
theory to great effect in our analysis.

To start with, we show how the nth power of a nonnegative square
matrix is related to paths of length n over its support graph.
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Lemma 4.1 (Paths and matrix powers). Let A be a nonnegative K x K matrix,
and consider the support graph of A. Over this graph, a path of length n between
nodes j and k (including the case j = k) exists if, and only if, the (4, k) entry of
the matrix power A" is positive.

Proof. From the rules of matrix multiplication, the (j, k) entry of the nth power of A is

given by
K K K
A= D > s Gz ke (4.2)

mi1=1mo=1 My _—1=1

Therefore, [A"] x>0 if, and only if, there exists at least one sequence of agent indices
{m1, ma, ..., m,_1} associated with nonzero scaling weights {a;jm, @mima,- .-, Gm, 1k}
i.e., if, and only if, we have a path

Ajmy amim Am, 1k

i m 28 me — s — mpr — k [n edges]. (4.3)

Next, we introduce irreducible matrices, which are tightly coupled with
connected networks. Although the notion of irreducible matrices applies to
matrices with entries of arbitrary sign, we restrict our treatment to the

case of nonnegative matrices.

Definition 4.6 (Irreducible matrices). A nonnegative K x K matrix A is ir-
reducible when its support graph is connected. In other words, when for any
pair (j, k), including the case j = k, there exists a shortest path of some length
njr < K (depending in general on j and k) that starts at j and ends at k. In
view of Lemma 4.1, the following property holds for irreducible matrices: For
any pair (7, k), including the case j = k, there exists a positive integer n;r < K
such that

[A"j’“]jk > 0. (4.4)

Some of the forthcoming results will examine the spectral properties of
useful families of matrices. In preparation for these results, it is useful to
recall the basic definitions of the algebraic and geometric multiplicity of

an eigenvalue [93, 126].

Definition 4.7 (Eigenvalue multiplicity). Consider a square matrix A (not neces-
sarily nonnegative) and an eigenvalue A of A. We have the following definitions:

i) The algebraic multiplicity of A is the number of times it is repeated as a



4.2. Combination Matrices 75

root of the characteristic equation det(A—AI) = 0. An eigenvalue occurring
only once is called simple. When we say “there are h eigenvalues equal to
A" we mean that the algebraic multiplicity of A is equal to h.

ii) The geometric multiplicity of A is the maximal number of linearly inde-
pendent eigenvectors associated with it, namely, the dimension of the null
space of A — A\I. The geometric multiplicity cannot exceed the algebraic
multiplicity.

iii) An eigenvalue whose geometric multiplicity equals the algebraic multiplicity
is called semisimple.

The next theorem establishes the fundamental properties of nonnegative
irreducible matrices. Before stating the result, it might be useful to recall
that the spectral radius of a square matrix is equal to the largest magnitude
of its eigenvalues.

Theorem 4.1 (Perron-Frobenius theorem [126, p. 673]). Let A be a nonnegative
irreducible K X K matrix. Then the following properties hold:

i) The matrix A has a simple eigenvalue X equal to the spectral radius p(A)
and, moreover, p(A) > 0. All other eigenvalues of A are not equal to p(A),
but they can have magnitude equal to p(A), i.e., A need not be the only
eigenvalue on the spectral circle.

ii) With proper sign scaling, all entries of the eigenvector of A corresponding to
the eigenvalue A = p(A) can be made positive. Let v denote this eigenvector,
with its entries {vi} normalized to add up to 1, i.e.,

Av=Xv, 1To=1, v >0 fork=1,2... K. (4.5)

We refer to v as the Perron vector of A. All eigenvectors of A associated
with the other eigenvalues cannot be made nonnegative (they have entries
with varied signs or complex-valued entries).

4.2.1 Convergence of Matrix Powers

As will become apparent in the next chapters, social learning algorithms will
rely on repeated exchanges of information between neighboring nodes over
a graph. This iterative process will correspond to information traversing
longer and longer paths across the network as the number of iterations
increases. Technically, such repeated interactions can be represented by
matrix powers A’, with ¢ denoting the number of iterations. It is therefore
critical to study the convergence properties of these matrix powers.
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One useful notion of convergence for the matrix powers is Cesaro
summability.

Definition 4.8 (Cesaro summability). A square matrix A (not necessarily non-
negative) is said to be Cesaro-summable when the arithmetic mean of the matrix
powers converges, i.e., when there exists a matrix A® such that

t

lim 15747 = 4°. (4.6)
t—o00 —

Cesaro summability will be useful in the study of social learning. For
example, it will be exploited in Chapter 5 to examine the convergence of
the beliefs under social learning with geometric averaging.

In some other cases we will appeal to a stronger notion of convergence.
This will be the case in Chapters 6 and 9, when we will examine the error
probability performance of social learning. The stronger notion we refer
to requires that the matrix powers converge. In this case we say that A
is a convergent matrix. It is readily seen that any convergent matrix is
Cesaro-summable, since convergence of the powers implies convergence of
their arithmetic means. The converse is in general not true.

The next theorem establishes the fundamental result on the convergence
of matrix powers.

Theorem 4.2 (Convergent matrices [126, p. 630]). A square matrix A (not
necessarily nonnegative) is said to be convergent when the limit as t — oo of
the sequence of powers A’ exists. This situation happens if, and only if, one of
the following conditions is verified:

i) p(A) < 1, in which case A" converges to a null matrix, i.e., a matrix with
all entries equal to 0.

ii) p(A) = 1 with A = 1 being a semisimple eigenvalue and with no other
eigenvalues on the unit circle.

Theorem 4.2 is very general; it provides necessary and sufficient con-
ditions for the convergence of any square matrix. We now focus on the
family of nonnegative irreducible matrices. For this family, we are going
to show in Theorem 4.3 that the convergence of matrix powers is tightly
coupled with the notion of primitive matrices, which are introduced next.
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Definition 4.9 (Primitive matrices). A nonnegative irreducible matrix A is said
to be primitive when it has only one eigenvalue on its spectral circle and is called
imprimitive otherwise. In view of Theorem 4.1, for primitive matrices the only
eigenvalue on the spectral circle is equal to p(A), whereas imprimitive matrices
have other eigenvalues, all different from p(A), but having magnitude equal to
p(A). Furthermore, the following property, a.k.a. Frobenius’ test for primitivity,
holds [126, p. 673]: A nonnegative irreducible matrix A is primitive if, and only
if, there exists a positive integer m such that the entries of A™ are all positive. In
view of Lemma 4.1, we see that primitive matrices are automatically associated
with primitive graphs in the sense of Definition 4.5.

Comparing Frobenius’ test for primitivity with the property of irre-
ducible matrices in (4.4), we find now that the power m in A™ is uniform
across the graph nodes, i.e., it does not change with the indices j and k.

For primitive matrices, the conclusions from the Perron-Frobenius
theorem can be strengthened to establish the limiting behavior of the
matrix powers, as stated in the next theorem.

Theorem 4.3 (Powers of primitive matrices [126, p. 674]). Consider a nonneg-
ative irreducible matrix A and let A = p(A). Then, the matrix A is primitive
if, and only if, lim;— o (A/\)" exists, in which case the limit will be a rank-one
matrix with positive entries according to the following formula:

. ANE vl

t—o0

where v and u are the Perron vectors of A and AT, respectively.
Furthermore, let A2 denote the second largest-magnitude eigenvalue of A, and

let r be such that
|Az]

p(A)
Then, there exists a constant, C' depending on A and r, such that

[@y-5].

for all indices j and k and all t € N.

<r<lL (4.8)

<crt (4.9)

4.3 Strong and Primitive Graphs

The assumption of a connected graph ensures that information will be
flowing between any two arbitrary agents and that this flow of information
is bidirectional: Information flows from j to k and from k to j, although
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the paths over which the flows occur need not be the same and the manner
in which information is scaled over these paths can also be different. As
we will see, e.g., in Chapters 5 and 7, connected graphs will be critical to
guarantee full propagation of information across the network and enable
successful social learning.

In addition to being connected, a primitive graph features the existence
of common-length paths between any two distinct nodes, in both directions,
and from each node to itself. In view of Theorem 4.3, for combination
matrices associated with primitive graphs, the asymptotic behavior of the
matrix powers is known. This additional knowledge will be exploited in
our analysis to characterize the performance of social learning strategies,
e.g., in Chapters 6 and 9.

Furthermore, the assumption of a strong graph requires that the network
is connected and, additionally, there exists at least one agent in the network
that trusts its own information and will assign some positive weight to it.
This is a reasonable condition and is characteristic of many real networks.
If agr = 0 for all k, then this means that all agents will be ignoring their
individual information and will be relying instead on information received
from other agents. The next lemma shows that strong graphs are always
primitive.

Lemma 4.2 (Strong graphs are primitive). If the graph associated with a non-
negative K x K matrix A is strong, then there exists a positive integer m such
that all entries of A™ are positive and, hence, A is a primitive matrix.

Proof. Since the graph associated with A is strong, it is also a connected graph. According
to Definition 4.6, this means that A is an irreducible matrix. It follows that, for any pair
(4, k), including the case j = k, there exists an integer n;i > 0 such that the (j, k) entry
of the matrix power A"i* is positive. Note that this integer is dependent on indices j
and k. We now go a step further and show that, over strong graphs, a common (i.e.,
independent of the particular agents j and k) power m exists such that all entries of
A™ are positive.

Recall from Definition 4.5 that a strong graph is a connected graph with the additional
requirement that there exists at least one agent ko with a self-loop, i.e., with agyr, > 0.
We know from (4.4) that [A"7*0], > 0 for any agent j in the network. Then,

K
[A(njk0+l)]jko =[A"M Al = Z [A"9%0] . kg
m=1

> [Anjko]jku Akoko > 0, (4.10)
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which implies that the positivity of the (7, ko) entry is maintained at higher powers of A
once it is satisfied at power n;,. Let

/

[I>

m max  Njkg- (4.11)

je{1,2,...,K}

Note that m’ < K since index n, identifies the shortest path between nodes j and k,
and we know that the shortest path cannot be longer than K. From (4.10) and (4.11),
we can also write

{Am/] >0 (4.12)

for all j, which means that the entries on the koth column of A™ are all positive.
Interchanging the roles of ko and j, we can define an index

m”' 2 max  npg. (4.13)

This index is still upper bounded by K and guarantees that

[Am”} >0 (4.14)
koJj

for all j, which means that the entries on the koth row of A™" are all positive.
Now, let m = m’ +m” and let us examine the entries of the matrix A™. We can
write schematically

’

A™ = A A = (4.15)

X X X X
X X X X
+ 4+ +
X X X X
X + X X
X + X X
X 4+ X X
X + X X

where the + signs are used to refer to the positive entries on the koth column of A™
and the koth row of Am”, whereas the X signs are used to refer to the remaining entries
of A™ and A"L”, which are nonnegative. It is clear from the above equality that the
resulting entries of A™ will all be positive, and we conclude that A is primitive from
Definition 4.9.

|

It is useful to summarize the ties between network connectivity and
irreducible or primitive matrices:

connected graph <= irreducible matrix,
(4.16)

strong graph = primitive matrix.

Observe that in the second relation we do not have a double implication,
since a primitive matrix can arise even when the graph is not strong. In
other words, a primitive matrix is always associated with a connected
graph since it is irreducible by definition, but this graph could have no
self-loops — see the second panel from the left in Figure 4.3.
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4.4 Stochastic Combination Matrices

We explained in Chapter 3 that, in the context of social learning, the
combination weights employed by each agent to scale the information
received from its neighbors form a convex combination, i.e., they are
nonnegative and add up to 1. This property gives rise to left stochastic
(a.k.a. column stochastic) combination matrices A. The term “stochastic
matrix,” arising in the theory of Markov chains, does not refer to any
randomness in the entries of A; it simply means that the columns of A
consist of nonnegative weights that add up to 1.

Definition 4.10 (Left and doubly stochastic matrices). A nonnegative K x K
matrix A is said to be left stochastic when the entries on each of its columns
add up to 1, namely, when

K
dam=> ap=1 < 1TA=1". (4.17)
Jj=1 JENE

Note that Eq. (4.17) implies that at least one weight aji, for j = 1,2,..., K,
must be nonzero. Recalling definition (4.1), this means that, for a left stochastic
matrix, the neighborhood of every node k is nonempty.

In the special case where also the entries on each row of A add up to 1 (which
does not necessarily require A to be a symmetric matrix), the matrix is said to
be doubly stochastic, and we have A1 =1, or

1 1
A— = —. 4.18
This implies that, if a doubly stochastic matrix is also irreducible, its Perron
vector is v = 1 /K, i.e., the Perron vector has uniform entries.

From now on, we will always assume that the combination matrix is left
stochastic. The next lemma shows one property of left stochastic matrices
that will be useful in the sequel.

Lemma 4.3 (Spectral radius of left stochastic matrices). For any left stochastic
matrix A,

p(A) = 1. (4.19)

That is, the spectral radius of a left stochastic matrix is equal to 1.

Proof. The spectral radius is upper bounded by any matrix norm, and in particular by
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the maximum absolute column sum norm, yielding [93, 126]

K

K
plA) < max Z aji| = ke{l’lxmzaﬂﬂ, (4.20)

j=1

where the first equality holds because A is nonnegative and the second one because it is
left stochastic. On the other hand, Eq. (4.17) implies that 1 is an eigenvalue of AT, and
since a matrix and its transpose share the same eigenvalues, we conclude that 1 is an
eigenvalue of A. The claim then follows from (4.20).

|

Another useful property of left stochastic matrices is that they are
always Cesaro-summable.

Theorem 4.4 (All left stochastic matrices are Cesaro-summable [126, p. 697]).
Let A be a left stochastic matrix. Then, there exists a left stochastic matrix A°®
such that

lim = AT = A°. 4.21
Jim 5 Z (421)
Moreover, if A is irreducible, with Perron vector v, then

A® =v1". (4.22)

That is, the limiting matrix A® is a rank-one matrix that has all columns equal
to the Perron vector of A.

For a connected network, the previous theorem shows that the time-
average of the combination-matrix powers converge to a matrix whose
columns are all equal to the Perron vector v associated with A. As observed
before, raising A to power t corresponds to applying the combination matrix
t times, that is, to performing ¢t nested combination steps. In other words,
[A"]k, the (j, k) entry of the matrix A*, represents the weight that agent &
would assign to agent j after ¢ combination steps. According to (4.22), for
all k, the time-average of weights [A"];; would converge to vj, the jth entry
of the Perron vector. As a result, weight v; quantifies the importance or
centrality that agent j assumes in the network. In fact, in graph theory, one
useful indicator for the relative importance of the network nodes is the so-
called eigenvector centrality score [16]. When a weighted graph is connected
(see Definition 4.5) and described by a combination matrix A, the centrality
score assigned to node j is represented by the jth entry of the Perron
vector associated with A. Note that, over weighted graphs, the centrality
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score assigned to the nodes accounts not only for the network topology,
but also for the intensity of interaction between the nodes, represented by
the values of the combination weights.

For left stochastic and primitive matrices, the conclusions from Theo-
rem 4.3 admit a simpler form that will be repeatedly used in our treatment.

Corollary 4.1 (Powers of left stochastic and primitive matrices). If a K x K
matrix A is left stochastic and primitive, with Perron vector v, then

lim A" =v1". (4.23)

t— oo

That is, the sequence of matrix powers converges to a rank-one matrix that has
all columns equal to the Perron vector of A. Furthermore, denoting by A2 the
second largest-magnitude eigenvalue of A, and letting

A2 <7 <1, (4.24)

there exists a constant C' depending on A and r, such that

‘ [A* — v 1T]jk( <crt (4.25)

for all indices j and k and all t € N.

Proof. Since p(A) = 1 in view of Lemma 4.3, Eq. (4.17) implies that 1/K is the Perron
vector of AT (recall that the Perron vector is scaled so that its entries add up to 1).
Therefore, since A is primitive, we can apply (4.7) with the choices u = 1/K and
A= p(A) =1 — see (4.19). Then, Eq. (4.23) follows from the relation 17v = 1, which
holds since v is the Perron vector of A. Equation (4.25) then follows from (4.9).

|

4.5 Weak Graphs

We focused so far on connected graphs, i.e., networks where any two agents
are reachable through some paths in both directions. We wish now to
characterize the remaining types of networks, where some pairs of agents
are connected only in one direction, or they are not even connected through
any path. According to Definition 4.5, we refer to these networks as weak
graphs.

Interestingly, the combination matrices associated with weak graphs can
be represented in a canonical form, a.k.a. Gantmacher normal form [77],

as detailed in the next theorem.!

ITo avoid confusion, we remark that in [126, Eq. (8.4.6)] the combination matrix is right
(instead of left) stochastic (i.e., the rows, and not the columns, add up to 1). As a result, the
blocks referring to the sending and receiving networks introduced in Theorem 4.5 are switched.
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Theorem 4.5 (Canonical form for reducible left stochastic matrices [126, p. 695]).
Let A be a left stochastic K x K matrix associated with a weak graph. In
the trivial case where the graph is made of isolated subnetworks that do not
communicate with each other, A has a block-diagonal structure where each block
is a left stochastic matrix corresponding to each isolated subnetwork. In this
case the graph is said to be completely reducible. Otherwise, any weak graph can
be partitioned into two groups of subnetworks, namely, S > 1 sending networks
and R > 1 receiving networks. Then, A can always be reduced to the following
canonical form by a suitable permutation of the agent labels:

[ A 0 0 A1,541 Aq,542 Ai,s+r
0 A 0 | Az,541  Azs42 Az,s+R
0 0 As | As,st1 As,sy2 As,str
A= J 2 : , (4.26
0 O 0 Ast1 Ast1,5+2 As+1,5+R (4.26)
0 0 0 0 Asqo Ast2,5+R
| 0 0 0 0 0 Asir

where the individual submatrices have the following properties:

i) All submatrices on the main diagonal are square.

ii) Top left block. The submatrix A, for s = 1,2,...,S, dictates the inner
communication structure relative to agents in the sth sending network. Each
submatrix A is irreducible (thus corresponding to a connected subgraph),
and the entries on each of its columns add up to 1 since A is left stochastic.

iii) Top right block. The submatrix As s4r, for s = 1,2,...,S and r =
1,2,..., R, dictates the communication from agents in the sth sending
network to agents in the rth receiving network.

iv) Bottom right block. The submatrix Ag4r, for r =1,2,..., R, dictates
the inner communication structure relative to agents in the rth receiving
network. Each submatrix Ag4, is either irreducible or a 1 x 1 matrix
equal to 0.2 The submatrices Asirsim, for ryr’ =1,2,... R, dictate the
communication from the rth to the r'th receiving network.

v) For each r =1,2,..., R, at least one of the submatrices lying above Agyr
(i.e., A1,54r, A2,54ry ..., Asir—1,5+r) has at least one nonzero entry.

Theorem 4.5 reveals the structural properties of weak graphs, which
are conveniently summarized below and represented in Figure 4.4.

 Recalling that the entry aj; of the combination matrix A is relative to
the flow of information from j to k, then the null bottom left block in

2Even when Ags4r is a1l x 1 matrix equal to 0, the corresponding agent interacts with the
network through the connections described by the submatrices lying above Ag,, in view of
point v).
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sending networks

receiving networks

Figure 4.4: One example of a weak graph, reflecting the canonical structure in Theorem 4.5,
with two sending networks (blue nodes) and three receiving networks (yellow nodes). As explained
before, undirected edges are depicted with no arrows.

(4.26) signifies that the communication between agents in the sending
networks and agents in the receiving networks is one-directional. That
is, a link can exist from an agent in a sending network to an agent in
a receiving network, but not in the reverse direction.

o The block-diagonal structure of the top left block in (4.26) signifies
that sending networks do not communicate with each other.

o Point v) of Theorem 4.5 implies that a receiving network r must
necessarily receive information from at least one agent external to 7.
Note that this agent need not belong to a sending network. It can also
belong to a receiving network r’ different from r. However, observe
that we must have 7’ < r, because the matrix blocks below Ag., are
null or absent.

o Another conclusion stemming from point v) of Theorem 4.5 is that
each receiving network is reachable through a path that originates
at some sending network. Let us explain why this is the case. Point
v) implies that there exists at least one nonzero entry in at least
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one of the submatrices Ay 541, A2 541, ..., As 5+1, which correspond
to connections from the sending networks to the receiving network
r = 1. This means that the receiving network r = 1 is connected to a
sending network. On the other hand, using again point v), we know
that, if the receiving network r = 2 is not connected to any sending
network, it must necessarily be connected to the receiving network
r = 1. In this case, the receiving network r = 2 can be reached from
a sending network by using a path that goes through the receiving
network r = 1. By iterating this reasoning, we conclude that each
receiving network can be reached through a path that originates at
some sending network.

e According to the Gantmacher normal form, a receiving network must
receive, but can also send. In comparison, a sending network cannot
receive and might also not send (indeed, a sending network s evolves
in isolation when the submatrices Ag 541, As 542, .., As 5+r are all
null). Therefore, a more rigorous (albeit less appealing) classification
would have been “non-receiving vs. receiving,” in place of “sending
vs. receiving.”

In summary, the agents in a weak graph can be conveniently partitioned
into two groups, S and R, where the group S consists of the S sending
networks, whereas the group R consists of the R receiving networks. To
avoid misunderstanding, we remark that S (resp., R) does not denote
the total number of agents in S (resp., R), which is instead given by the
cardinality |S| (resp., |R|).

The representation in (4.26) can be compactly written as follows:

As | Asr
A:[ o T Ax ]’ (4.27)

where the matrix Agg, i.e., the top right block, globally collects the edges
from agents in the ensemble of sending networks to agents in the ensemble
of receiving networks, while the matrix Ag, i.e., the bottom right block,
describes the communication structure involving all receiving networks.
The matrix Ag pertains to the sending networks and, since we know these
networks do not communicate with each other, it takes the block-diagonal
form shown in the top left block in (4.26).

The structure highlighted in the canonical form of Theorem 4.5 is not
that uncommon in real-world networks. Actually, it is quite frequent over
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social networks, where some influential agents (e.g., celebrities) have a
large number of followers, while the influential agents themselves may
not consult information from most of these followers. Another example
is that of media networks, which promote the emergence of opinions by
feeding information to users without paying attention to feedback from
them. A similar effect arises when social networks operate in the presence
of stubborn agents, which insist on their opinion regardless of the evidence
provided by local observations or by neighboring agents [3, 173].

4.5.1 Convergent Matrices over Weak Graphs

The next theorem arises in the theory of Markov chains, where sending
and receiving networks are referred to as ergodic and transient classes,
respectively. This terminology is related to their persistence as t — oo, in
the sense that the limiting distribution of the Markov chain is concentrated
only on the states belonging to the ergodic classes. As we will see later in
Section 5.6, the physical interpretation in our social learning context is
that sending networks are influential and determine the limiting behavior
of the entire network, whereas receiving networks are influenced. The exact
asymptotic behavior of the sequence of matrix powers is characterized in
the next theorem [126, p. 698].

Theorem 4.6 (Matrix powers over weak graphs). Let A be a left stochastic
K x K matrix associated with a weak graph. For each s =1,2,...,5, let A; be
the K X K5 submatrix associated with the sth sending network according to
the canonical form (4.26). Denote by v'*) the Perron vector of A, and collect
the Perron vectors corresponding to all sending networks into the block-diagonal
matrix

oW1] 0 e 0
. 0 vP1L, - 0
VA . , . , ) (4.28)
0 0 U(S)]II(S

where 1 g, is the K x 1 vector with all entries equal to 1. Let also
W 2 VAsg (Iig) — Ar) ™, (4.29)

where I|z| (recall that |R| is the number of agents in the receiving networks) is
the |R| x |R| identity matrix, and the submatrices Asg and Ar are defined in
the block-triangular representation (4.27). Then, we have the following results:

i) The matrix A (which is Cesaro-summable since it is left stochastic — see
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Theorem 4.4) satisfies the condition
1o V| W
tlifﬁloizlA - { 00 } ' (500)

ii) The sequence of matrix powers A’ converges if, and only if, all the submatri-
ces {As}ss:l associated with the sending networks are primitive. Moreover,
if the sequence is convergent, the limiting matrix is

. ¢ | VW
lim A' = [ —— (4.31)
Proof. First, we want to establish that for each receiving network r» = 1,2,... R,

the spectral radius p(As+r) of matrix Ag, is strictly smaller than 1. Observe that
p(As4r) < 1 since the spectral radius of A is equal to 1 from Lemma 4.3, and we
recall that the eigenvalues of a block-triangular matrix are the eigenvalues of the block
matrices on the main diagonal. We know that Ag,, is either a scalar equal to 0, or an
irreducible matrix (thus, corresponding to a connected network). In the former case we
have p(As4r) = 0. Thus, assume that Agy, is irreducible. Reasoning by contradiction,
we assume p(Ag+r) = 1, which, in view of Theorem 4.1, would imply

As+rv(s+7') = (57 (4.32)

for a Perron vector v**™). From (4.32) we can also write

Lo, Asir vt = 1) o5+, (4.33)
————

T

where K gy, denotes the number of agents belonging to the rth receiving network. From
point v) in Theorem 4.5 we know that each receiving network receives information from
at least one agent in the rest of the network. Since the columns of A add up to 1, we
deduce that at least one column of Asi, must have a sum that is strictly smaller than
1, which in turn implies that the vector u defined in (4.33) has at least one entry strictly
smaller than 1. In this case, the equality in (4.33) would be impossible. We conclude
that p(As+r) < 1 and, hence, p(Ar) < 1.

Now we proceed to prove (4.30). Owing to the block-triangular representation in

(4.27), we can write
¢
Al = [ ‘%5 Zz } ) (4.34)

where W; is some unknown |S| X |R| matrix. Since A is left stochastic, it is also Cesaro
summable in view of Theorem 4.4. Therefore, using the representation in (4.34), it is
legitimate to write

t t
1 . 1
L Jim Y AS | Jim 5 S W
lim — E AT = — =1 . (4.35)
t—oo t - 1 AT
0 Jm 3D A%
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Since As is a block-diagonal matrix collecting the submatrices A, of the sending networks,
for s = 1,2,...,5, when we compute A%, we obtain a block-diagonal matrix whose
blocks are given by A7. Since the submatrices A are irreducible, from Theorem 4.4 we

obtain .

1
lim =Y A7 =o@1) (4.36)
t— o0 -
which, using (4.28), yields
t
.1 _
lim =" AT =V (4.37)

T=1
Regarding the bottom right block in (4.35), it vanishes as t — oo because, in particular,
we have
lim A% =0 (4.38)

t— o0

since p(Ar) < 1. Defining

= lim — ZWT, (4.39)

t— oo

and substituting (4.37) and (4.38) into (4.35)7 we obtain

t
1 . [vw
lim - A_[O 0] (4.40)

=1
Now we show how to determine W. We have the identity
t—1
lim - ZAT = hm - ATA (4.41)

t—oo t—oo
=1

Substituting (4.27) and (4.47) into (4.41), we have

V|w V|w As | Asr
= . 4.4
] = ] e (42
Considering the top right block only, and performing the pertinent matrix-block multi-
plication, we obtain the following relation:

W =VAsg + WAz, (4.43)

which implies (4.29). This means that we have established (4.30), and the proof of part
i) is complete. We switch to part ii).

We want to establish that the sequence of matrix powers A’ converges if, and only if,
all the submatrices {As}le are primitive, and that if the sequence converges, its limit
is given by (4.31). First, observe that the condition p(Ar) < 1 means that the bottom
right block Az contributes to the spectrum of A with eigenvalues lying strictly inside
the unit circle. Consider now the top left block As, which is a block-diagonal matrix
collecting the submatrices As of the sending networks, for s = 1,2,...,5. Owing to the
block-diagonal structure, if we raise A to a power ¢, each of the matrices As will be
raised to t. In view of Theorem 4.2, if at least one of these matrices is imprimitive, then
it is not convergent, and A will not be convergent either. Let us then focus on the case
where all the submatrices {A,}5_; are primitive.
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Observe that the eigenvalues associated with the top left block As are the eigenvalues
of the submatrices {As}le on the main diagonal. Since these submatrices are left
stochastic and primitive, each of them has a simple eigenvalue equal to 1, and no
other eigenvalues on the unit circle. From this observation, and since Ax is associated
with eigenvalues lying strictly inside the unit circle, we conclude that the eigenvalue 1
has algebraic multiplicity S. Let us now examine the eigenvectors associated with this
eigenvalue. Recalling that we denote by v(®) the Perron vector of the submatrix As, for
s =1 we have

Fo® T T A®D T T e® T
0 0 0
Ax | | = , - 1, (4.44)
L 0 | L 0 L 0
for s = 2 we have
[0 7 r 0 7 0 1
@) Ay @)
Ax| 0 | = 0 =0 0 ], (4.45)
. 0 | L 0 L 0 |

and so on. Therefore, we can associate with the eigenvalue 1 the following S eigenvectors:

Fo@® 7T T 0 7 T 0
0 1}(2) 0
0 0 0
S R I co (4.46)
0 0 ey
L o | [ o | . 0 |

which are mutually orthogonal and, hence, the geometric multiplicity of the eigenvalue 1
is equal to S. This means that the geometric multiplicity of the eigenvalue 1 is equal to
its algebraic multiplicity. In other words, the eigenvalue 1 is semisimple and, as observed
before, is the only eigenvalue on the unit circle. In view of Theorem 4.2, the matrix A is
convergent. This means that the sequence of matrix powers A* converges. Owing to the
block-triangular representation in (4.27), we can write

t
At:{%s Z:]tif[‘g ‘g/] (4.47)

where: i) A% converges to V in view of Corollary 4.1; 4) A% vanishes because p(Ar) < 1;
and 45) W, is some unknown |S| X |R| matrix, whose limit W is known to exist since we
have established that A is a convergent matrix. On the other hand, we have the identity

lim A' = (lim AH) A (4.48)

t—o0 t—o0

Substituting (4.27) and (4.47) into (4.48) we have

SRyl wo
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Considering the top right block only, and performing the pertinent matrix-block multi-
plication, we obtain the following relation:

W = VAsg + WAg, (4.50)

which implies (4.29).
[ ]

The matrix power A’ is left stochastic for any ¢, which implies that the

[ VW ] (4.51)

limiting matrix

0] 0

is left stochastic. Since this limiting matrix has a null bottom right block,
the entries on each column of its top right block, W = [wj] (defined for
j €S and k € R), must add up to 1, i.e., for any k € R we have

> wip = 1. (4.52)

jES
Furthermore, from (4.29) we can write
W = VAsg (I|R| + AR+ AL + .. ) . (4.53)

By expanding the matrix products, the (j, k) entry of the matrix W can
be represented as follows:

wik = Y [Vljn D [Asr]w ([I|R|]h'k + [AR]wk + [AR]wk + - ) - (4.54)
heS h'eR
Assume that j belongs to the sth sending network and denote the ensemble
of agents in this network by As. By exploiting the structure of the matrix
V defined by (4.28), from (4.54) we can write

wir =0 3 3 [Asrlme ([I|R‘]h/k+ [AR]wk + [A%]h/k—i—...), (4.55)
heAs h'eR

from which we find that w;, aggregates the sum of influences over all
paths originating at the sending network A (i.e., the agents belonging to
the sending network of agent j) and ending at agent k € R. Accordingly,
wj > 0 if, and only if, there exists a directed path from some h € Aj
to k. Moreover, Eq. (4.52) implies that w;, must be nonzero for at least
one j € §. This means that each agent k is reachable through a path
that originates at a sending network. Note that the latter property is
consistent with the comments following Theorem 4.5, in particular, with
the implications of point v).
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4.6 Combination Policies

In this section we describe some common policies used to build the combi-
nation matrix A. We first need to define the desired support graph of A,
and then design a combination policy to assign the combination weights
on top of this graph. A list of popular combination policies is reported
in Table 4.1. In the table, the symbol deg, = |Nj| denotes the degree?
(technically, the in-degree) of agent k, which is equal to the size of its
neighborhood, and the symbol deg,,,, denotes the maximum degree across
the network:

deg o = ke{%é}.).{.,K} deg;,. (4.56)

Since the combination matrix must be left stochastic, the sum along each

of its columns is equal to 1. As a result, each node k has a nonempty
neighborhood, i.e., deg;, >0 for k =1,2,... K.

4.6.1 Left Stochastic Policies

The first two rows of Table 4.1 show two popular policies to construct a left
stochastic matrix. The uniform-averaging rule is perhaps the simplest one.
Each agent k scales the observations received from neighbor j (possibly
including the case j = k) with a uniform weight. Since all the nonzero
weights used by agent k must add up to 1, the uniform weight must be
equal to 1/deg;.

In the rule reported on the second row, named relative-degree rule, agent
k sets, for all agents j € Ny,

deg]

RTINS deg,,

mENk

(4.57)

that is, agent k scales the information received from agent j proportionally
to the degree of agent j, where the proportionality factor (the sum in
the denominator) serves to guarantee that the weights add up to 1. One
difference between the uniform-averaging and the relative-degree rules is
that in the latter case agent k should know the degree deg; of each neighbor
J € Nk, whereas in the former case it must know only its own degree deg,.

3According to (4.1), the neighborhood of agent k includes agent k itself when there is a self-
loop. In this case, the degree deg,, also counts agent k. Note that this definition of degree differs
from other definitions used in the literature, where agent k is excluded from the neighborhood
and consequently from the degree.
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Table 4.1: Popular policies to construct the combination matrix A = [a;]. The second column

lists the properties of the graph and indicates whether
doubly stochastic (DS).

the matrix is left stochastic (LS) or

Entries of the combination matrix A

Type of graph & matrix

1. Uniform-averaging rule

deg if j € N,
ajr = k directed, LS
0 otherwise.
2. Relative-degree rule
%8 fjen,
Z deg,,
Ak = meN; directed, LS
0 otherwise.
3. Laplacian rule
a if 7 € Nip\{k},
undirected
ajk =14 1l—a(deg, —1) ifj=k, self-loops for all k
symmetric DS
0 otherwise.

4. Metropolis
1

m if j € Ni\{k},

ajr = I—Zamk if j =k,
meN\{k}
0 otherwise.

undirected
self-loops for all k
symmetric DS
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4.6.2 Doubly Stochastic Policies

One common situation is when the support graph of A is undirected and
each agent uses its own information, which means that all nodes in the
graph have a self-loop. For this scenario we illustrate two popular policies,
referred to as the Laplacian and Metropolis combination rules.

The Laplacian rule, which appears in the third row of Table 4.1, relies
on the use of the so-called Laplacian matrix of the network graph, denoted
by L = [l;;] and defined as follows [22, 56, 100, 151, 153]:

lj, = deg, —1 if j =k, (4.58)
0 otherwise.

The Laplacian rule constructs the combination matrix A from L by setting
A=1—-al (4.59)

for some scalar a that must guarantee that all entries aj; with j € N
are positive. It is straightforward to check that this condition imposes the
following constraint on the scalar a:

1
0<a< deg. —1° (4.60)
We are assuming that deg,,, > 1, since each agent has a self-loop, which
means that the case deg,,,, = 1 would correspond to the trivial case where
all agents are connected only to themselves.

It is readily verified that the matrix A in (4.59) is left stochastic.
Moreover, by construction, the Laplacian matrix L is symmetric, which
means that A in (4.59) is also symmetric. But since A is left stochastic, the
symmetry ensures that A is doubly stochastic. Note, however, that a doubly
stochastic matrix need not be symmetric in general. It is also important
to note that undirected graphs do not imply that the combination matrix
must be doubly stochastic. For example, it can be verified that if we apply
the uniform-averaging rule to a general undirected graph we do not obtain
a doubly stochastic matrix.

Let us briefly comment on the choice of the parameter a. We have shown
in the previous sections conditions for the powers of A to be convergent.
In particular, they converge when A is primitive. The choice of the scalar
a determines the value of the second largest-magnitude eigenvalue and
therefore the rate of convergence — see (4.8) and (4.9). It is shown in [32,
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172] how a can be chosen to maximize the convergence rate when knowledge
of the Laplacian matrix is available. An alternative popular choice is
1

_ 4.61
deg (4.61)

which is also referred to as the mazimum-degree rule.* In the following,
when we refer to the Laplacian rule we implicitly imply that a is computed
according to (4.61).

Note that with the Laplacian rule all agents in the network use one
and the same weight. Moreover, in order to implement this rule each agent
needs to know the maximum degree from across the network. A different
combination policy is the Metropolis rule, which replaces the maximum
degree from across the network with the maximum degree between agents j
and k, and is accordingly also referred to as the local-degree rule. Specifically,
beyond its own degree, agent k£ must only know the degrees of its neighbors
j € Np\{k}. It is readily seen that the Metropolis rule also yields a
symmetric and doubly stochastic combination matrix.

4Actually, the maximum-degree and the local-degree rules in [172] use deg,,., — 1 in place of
deg.x, but this choice would imply that the node(s) featuring maximum degree will not have a
self-loop.



Chapter 5

Social Learning with Geometric Averaging

The derivations in Chapter 3 motivated the following social learning strat-
egy with geometric averaging (see listing (3.16)):

Y i(0) o pag 41 (0) L (e t0), (5.1a)
pr s (9) o T [;.(0)]%". (5.1b)
JENE
An alternative representation is obtained by grouping the two steps, which
yields
pio(0) o TT [0 ()00l 0)] %", (5.2)
JEN

In this chapter we examine the long-term properties of py,, as t — oo and
identify the hypothesis ¢* that is learned by the agents.

To avoid repetitions, we collect in the following assumption two common
conditions that will be used to prove all the results in the remainder of
this text.

Assumption 5.1 (Combination matrix and initial beliefs).

i) Combination matrix. The K x K combination matrix A = [a,x] is left
stochastic:

K
dam=1, ax>0 (5.3)
j=1

ii) Initial Beliefs. For each agent k = 1,2,..., K, the initial belief vector has
strictly positive entries:

tro(@) >0 VO e€O. (5.4)
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Condition i) was motivated in Chapter 3, when we showed that under
the two optimal pooling rules that we derived (namely, the geometric and
arithmetic averaging rules), each agent must employ convex combination
weights; this fact translates into the left stochastic property of the combi-
nation matrix. Condition ii) rules out the singular case where the agents
begin the learning process by ignoring some hypotheses.

5.1 Belief Convergence

The convergence questions will be addressed by considering the follow-
ing model for the data distributions and likelihoods characterizing the
individual agents.

Assumption 5.2 (Data distributions and likelihoods). Each agent k =1,2,..., K
at time t = 1,2,... receives a data sample x +. The collections of K samples
across the agents, {1+, Z2,t,...,TK ¢}, are assumed iid over time. The proba-
bility (density or mass) function of @+ is denoted by fi. Note that dependence
across the agents (i.e., over space) is possible since fj is a marginal probability
function pertaining to agent k. To perform social learning, agent k employs
likelihood models {¢x ¢ }oco of the same nature as fr (namely, for all 6 € O, ¢y ¢
is a pdf if fi is a pdf, and a pmf otherwise).! We assume that, for k = 1,2,..., K,
and for all § € ©,

D(kafk,o) < 0. (5.5)

For later use, it is important to note that, under Assumptions 5.1 and 5.2,
the beliefs 1, ,(0) and py, ,(6) resulting from (5.1a) and (5.1b) are almost-
surely positive for all k, ¢, and 6. First, observe that the likelihoods cannot
be zero, but for an ensemble of realizations occurring with probability zero
under fx, otherwise condition (5.5) would be violated. This implies that the
denominator arising from the Bayesian update (i.e., the denominator hidden
by the proportionality sign in (5.1a)) is nonzero almost surely. Moreover,
positivity of the likelihoods also implies that, starting from a belief g, ;4 (6)
that is nonzero at any 6, the intermediate belief 1, ;(#) in (5.1a) is nonzero.
Now, since the combination matrix is left stochastic because of point i)
of Assumption 5.1, then Ny is nonempty (see Definition 4.10). Therefore,
Eq. (5.1b) ensures that py ,(6) > 0. Positivity of the beliefs 1, ,(6) and
H ¢ (0) can be extended to all times by induction, after noticing that the

L As usual, we drop the argument z in fi(z) and £ (z|0) and write fi and £k g, respectively,
to denote the pertinent pdf or pmf. However, in the latter notation we need to add the subscript
6 to emphasize the dependence on the particular 6.
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initial beliefs p4,0(6) are positive in view of point ii) of Assumption 5.1.
From now on, we will implicitly exploit the positivity of the beliefs when
we evaluate expressions where it matters, e.g., when we compute ratios
between beliefs or the logarithm of a belief.

The next theorem establishes the convergence of p;, 4 as ¢ — oo.

Theorem 5.1 (Belief convergence). Let Assumptions 5.1 and 5.2 be satisfied.
Since all left stochastic matrices are Cesaro-summable (Theorem 4.4), there
exists a limiting matrix A® = [a};] such that

t

1
lim — AT = A°. (5.6)
t—oo t
=il
For each agent k = 1,2,..., K, consider the following network average of KL
divergences:
K
j= Z aSk D(fil1€.0) (5.7)

If Dy () admits a unique minimizer 9}, then

P (05) = 1 (5.8)

— 00

and the beliefs about all hypotheses 6 # ¥}, vanish at an exponential rate:

IOg “’k,t(e) a.s.

t t— o0

Dr(93) — Di(0) <0 VO # 5. (5.9)

Proof. In view of (5.2), for any 6§ # 9}, we can write

9% ) 9% . . *
log Pt (k) _ S ag [log“a,t—l(k)ﬂog@(%ﬂm}

by 1 (0) jeNk w—1(0) 4i(z;,610)
B 1(19 ) Li(xj,4|9%)

= aji |log —2 + log <222 , 5.10

Z [ o (0) T () (5.10)

where the last equality follows from the definition of A introduced in (4.1). To prove
the claim of the theorem, we call upon Lemma D.3. First, we observe that (5.10) can be
cast in the vector form (D.57), namely, in the form

ze=A"(ze1 +y,) (5.11)
by setting
O (w1e]0%) | Lo(m2,.]0) Cx (zr .| 9F)
— |1 %) k) Jog LATETE) 5.12
v {Og £1(21,610) o8 Ca(2,0|0) o Cre(Tx,1]0) ( Y

2, = |:1 l‘l,t("%) N2,t(192) NK,t(ﬂz)} 7 (5.12b)

g ,log yeeeslog ————
/J“l,t(e) l‘fz,t(e) NK,t(e)
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where we recall that in our notation all vectors are column vectors. Lemma D.3 requires
that A is left stochastic and that the sequence {y,} is formed by iid vectors whose
entries have finite mean. Now, under Assumption 5.1, A is left stochastic, whereas, under
Assumption 5.2, the collections {x1,;, 2y, ..., Tk ¢} are iid over time, implying that the
sequence {y,} is formed by iid vectors. It remains to show that all entries of y, have
finite mean. To this end, consider the jth entry of y,,

log G@atlVi) _ oo i@se) oo Fi(@se) (5.13)

€;(x5,4|0) i(x4.10) C(xj,]0%)

In view of Assumption 5.2, both terms on the RHS of (5.13) have finite mean, which
implies that the jth entry of the vector y, has finite mean. We conclude that the sequence
{y,} satisfies the conditions required to invoke Lemma D.3. In particular, the vector y
used in Lemma D.3 coincides with Ey,. We can therefore apply the claim of Lemma D.3
to conclude that

1 a.s. °
T2 (A ) Ey,. (5.14)

Using the definition of z; from (5.12b) and taking the expectation of the individual
entries of y, in (5.12a), we can rewrite (5.14) in terms of the kth entry as follows:

* K
1 th(ﬁk) a.s. ° (j(mjt’ﬁZ)
—log ——+ —— a;p Ef. log =—————==
£ P (0) e ijl TR (a00)

-

@S [ DU I1E0) = DU 1507)
1

= Dy.(0) — Dy(9}). (5.15)

.
Il

Since ¥}, is the unique minimizer of Dy(6), then the RHS of (5.15) is positive for all
0 # 9;;, yielding

Ky t(ﬁ;) a.s. *

BrtlZh) as 0 o £ 095, 5.16
@) o 0T (010

which further implies (recall that the beliefs are bounded)

log

wy (0) 2250 VO £ 95 (5.17)
? t— o0

Since the entries p;, ,(€) add up to 1, Eq. (5.8) follows. Finally, using (5.8) in (5.15), Eq.
(5.9) is proved.
|

Theorem 5.1 provides a complete characterization of the learning behav-
ior under the social learning strategy in (5.2). Consider first the limiting
matrix A® defined by (5.6). Since the matrix power A’ is representative of
t iterated exchanges of information between neighboring agents over the
graph, the matrix entry a$, represents an asymptotic weight that agent
k will use to scale the information received by agent j. These asymptotic
weights play a role in the construction of the network average of KL di-
vergences Dy (6) in (5.7), which is defined for each agent k and can be
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different across the agents. When Dy, (#) has a unique minimizer U3, Eq.
(5.8) reveals that the belief vector uy , will asymptotically place unit mass
on J%.

Notably, Dy (6) is determined by the interplay between attributes of
the graph and attributes of the statistical models: The limiting matrix
A® summarizes the ultimate effect of the network topology and combina-
tion weights, whereas the KL divergences summarize the features of the
statistical models that are relevant to the learning problem. Specifically,
we see from (5.7) that the limiting matrix entry a;k represents the weight
assigned by agent k to the KL divergence D(f;||¢;4), which quantifies the
difference between the actual model f; that governs the data of agent
J, and the postulated likelihood model £;4 that agent j uses to update
its beliefs. As a result, the function Dy (@) represents a global (across the
agents) measure of discrepancy between the true models { f] , and the
local models {¢; 9} ;. In the case where the observations are 1ndependent
across the agents, this measure admits a straightforward interpretation, as
explained in the next example.

Example 5.1 (Observations independent across the agents). When the combination
matrix is doubly stochastic and irreducible, we know from (4.18) that the Perron vector
entries are uniform, yielding

K
Z (Fillt0) fork=1,2,... K. (5.18)

If the observations are independent across the agents (i.e., over space), we can introduce
the joint distribution f:

f@1e, @20, ... 0K0) = k(Th,t)- (5.19)

HEN

Introducing also the joint likelihood model ¢y defined by

é(ml,t,xg,t,...,xK,t\G xk t|9 (520)

HZN

and observing that the KL divergence is additive for independent observations, we find
that the average KL divergence in (5.18) is, but for the scaling factor 1/K, the KL
divergence between the joint models, i.e.,

Di(6) = % D(fllfo). (5.21)
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Obviously, Dy () admits a minimizer since it is defined over a discrete
finite set, ©. The requirement that the minimizer is unique means that we
rule out the possibility that there exist multiple hypotheses that provide
the best explanation for the data. The following example illustrates a setup
where the uniqueness of the minimizer is easily explained.

Example 5.2 (Unique minimizer of (5.7)). Consider a left stochastic irreducible combi-
nation matrix A. In this case, from Theorem 4.4 we know that the limiting matrix in
(5.6) is given by A® =17, where v is the Perron vector of A. As a result, from (5.7) we
see that the network average of KL divergences is the same for all agents, and given by

Dy(0) = Z D(f||t;0) fork=1,2,... K. (5.22)

Assume further that for each agent k we have fi(z) = € (x|9°), for some ¥° € ©. That
is, the true distribution f(z) coincides with the local likelihood corresponding to a
true hypothesis 9¥°, which is common to all agents. We will refer to this situation as
the objective evidence scenario in Section 5.3. In this case, the network average of KL
divergences from (5.22) becomes

=Y 0;D(lpelllje) fork=1,2,.. K, (5.23)

from which we see that Dy (9°) = 0 for k = 1,2,..., K. This implies (since the KL
divergence is nonnegative) that 9¥° is a minimizer of Dy (6). Observe also that we can
have ¢; 9 = {; 9o for some hypotheses § # ¥°, which means that agent j is not able
to distinguish 0 from 9¥°. If all agents were under this condition, then we would get
Dy, (0) = 0. This possibility is ruled out by the assumption of a unique minimizer, which
therefore translates into the following global identifiability condition: Dy (0) # 0 for all
0 # 19°, i.e., for each 6 # 9¥° there exists at least one agent that is able to distinguish 6
from 9°. This condition is discussed later — see Assumption 5.4.

The take-away messages from Theorem 5.1 are: i) the belief vector of
agent k converges to a probability vector placing unit mass on a single
hypothesis ¥7; and i) this hypothesis is generally agent-dependent and is
the minimizer of the weighted combination (5.7) of KL divergences between
actual and postulated models. However, in its present form, the theorem
does not give much insight into what the agents learn, leaving open a
number of fundamental questions. For example, when is ¥} the same for
all agents? In other words, when do the agents reach agreement through
social learning? Is the value ¥ related to some true hypothesis contained
in the observed data? Are there situations where multiple truths coexist?
In the next sections we shed light on these and other important aspects
for both cases of connected and weak graphs.
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5.2 Learning over Connected Graphs

One critical element influencing the social learning behavior is the network
topology. In this section we consider connected graphs, already introduced
in Definition 4.5. The next theorem establishes the belief convergence under
this setting, as a straightforward application of Theorem 5.1.

Theorem 5.2 (Network agreement over connected graphs). Let Assumptions 5.1
and 5.2 be satisfied. Assume that the network graph is connected, let v be the
Perron vector associated with the combination matrix A, and consider the
following network average of KL divergences:

K
Dret(0) £ Z v D(fx||lr,0) (5.24)
k=1
If Dnet(0) admits a unique minimizer ¢, then for k =1,2,..., K,

g (97) == 1 (5.25)

t— oo

Proof. Since A is a left stochastic irreducible matrix, from (4.22) it follows that

t

A= tim 15047 = ol (5.26)
t— o0 —

which means that the limiting matrix A® in (5.6) has rank one with identical columns
given by v. In this case, definition (5.7) reduces to (5.24) for all k, and then Eq. (5.25)
follows from (5.8).

|

Theorem 5.2 reveals that connected graphs enable agreement among
agents. To gain further insight into the mechanism that leads to agreement
over graphs, it is useful to compare the network average Dyet(6) in (5.24)
against its general version Dy(6) in (5.7). To this end, let us rewrite these
two network averages as follows:

K
0) = Z agr D(f;l1456), (5.27)

net Zvj f]’w] 9) (5'28)

We see that in (5.27) the KL divergence of the jth agent is scaled by
a limiting weight, a;k, which depends on the particular agent k under



102 Social Learning with Geometric Averaging

consideration. In contrast, in (5.27) the KL divergence of the jth agent is
scaled by the Perron vector entry v;, which does not depend on k. This is
because the time-average of the matrix powers converges to a matrix with
all columns equal to the Perron vector v. As a result, while the network
average Dy (6) determines the performance of agent k, the network average
Det(0) determines the performance of all agents. This explains why the
agents behave equally and (when Dyet(0) has a unique minimizer 9*) are
able to reach agreement, with the belief vector of every agent converging to
a probability vector that places unit mass on one and the same hypothesis

9*.

Example 5.3 (Agreement). Consider a network of K = 12 agents, connected according
to the topology displayed in the top left panel of Figure 5.1. The network graph is
undirected, and there are no self-loops. The combination matrix A is designed following
the uniform-averaging rule (see Table 4.1), resulting in a left stochastic matrix. It can
be verified that there exists a path between any two nodes in both directions, thus the
graph is connected, i.e., the combination matrix is irreducible. We have evaluated the
Perron vector associated with A, which is equal to

v 5,2,2,2,2,2,2,2,2 2 2, 5] (5.29)

1
=50
Moreover, it can be verified that A has two eigenvalues on the unit circle: the eigenvalue
1 that must be present since A is left stochastic, and another eigenvalue equal to —1. As
a result, A is not primitive.

Each agent k = 1,2,...,12 observes streaming observations .1, .2, . . . distributed
according to some true model fi(z). The agents are partitioned into the following
clusters (displayed with different colors in Figure 5.1):

Cl = {1a 27374}a
C2 ={5,6,7,8}, (5.30)
Cs = {9,10,11,12},

and the true models are assumed to be common to all agents belonging to the same
cluster. That is, denoting by g.(x) the true model pertaining to cluster C., with ¢ = 1,2, 3,
we have fi(x) = gc(z) for all k € C.. The true model g.(z) is a unit-variance Gaussian
pdf with mean v., where

=08, vy=16, vsz=24. (5.31)

We assume that all agents have common likelihoods, that is, £ (x|6) = ¢(x|6) for all k.
Each likelihood £4(z|6), when regarded as a function of z, is a unit-variance Gaussian
pdf with mean vg = 6, for § € © = {1, 2, 3}. The top right panel of Figure 5.1 shows the
likelihoods (solid line) and the true models (dashed line).

The asymptotic beliefs resulting from the social learning process are characterized in
Theorem 5.2, where we see that the agents will agree on the hypothesis ¥* that minimizes
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Figure 5.1: (Top left) Network topology showing the different clusters C. corresponding to
Example 5.3. The graph is undirected and there are no self-loops. (Top right) Likelihood models
£(z|0) (solid line) and true models g.(z) (dashed line). (Bottom) Belief evolution over 400
iterations for agents 1,5, and 9. We see that, as ¢t grows, the agents place their full belief mass
on the unique minimizer 9* = 2.

the network average of KL divergences Dhet(6) defined in (5.24). In this example, Dnet ()

is given by
12

Doet () = kap fillto) = ZD gelllo) x Z U, (5.32)
k=1 keCe

where the entries of the Perron vector are obtained from (5.29). We can compute the KL
divergence between Gaussian distributions with the same variance using (2.45), which
yields, for 6 € ©,

Digi[t0) = 508~ 0)*,
D(g2||ts) = %(1.6—6’)2, (5.33)
Digsllts) = 5(2.4~ )%,

from which we see that (5.5) holds. Using (5.32), the network average of KL divergences
can thus be written as

1 1
Drer(6) = 5(0.8 — 0)° > o+ (1 6-60)°> v+ (240 >
keCy keCa keCs

2 2 11
60(08 0)° + (1.6 0)* + (24— 0)°, (5.34)

with hypothesis-specific values

Det(1) = 0.414,  Dpet(2) = 0.314, Dper(3) = 1.214. (5.35)
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The minimizer of Dpet(0) is therefore ¥* = 2. The bottom panels of Figure 5.1 show
the evolution of the beliefs of agents 1,5, and 9 over 400 iterations. We observe that,
although the agents belong to different clusters with different true models, they all agree
asymptotically on the same hypothesis 9* = 2.

We see from (5.24) and (5.25) that, over connected graphs, all agents
end up solving the minimization problem

K
¥* = argmin Z Ve D(fx][lk.0)- (5.36)
€0 p=1

In other words, all agents will agree on the hypothesis 6 that minimizes a
global (across the agents) measure of discrepancy between the true and
likelihood models. If we compare this conclusion with the single-agent
case studied in Lemma 2.3 and Example 2.4, we find that over there, the
minimizer ¥* had a useful interpretation as corresponding to the likelihood
model that gives the best match with the true model f. The conclusion is
not as straightforward in the multi-agent case since different agents can
now have different true models fi, and the question of what ¢* means and
how it relates to the true and likelihood models becomes more elaborate.

5.3 Objective Evidence

In this section we assume that the true generative model f; agrees with
one of the likelihood models at some true hypothesis (denoted by 9°), i.e.,
frx = Lipo. In other words, the likelihood set for each agent includes the
true generative model.

Assumption 5.3 (Objective evidence). Each agent £ = 1,2,..., K at time
t = 1,2,... receives a data sample x +. The collections of K samples across
the agents, {x1,+,®2,,..., Tk}, are assumed iid over time. To perform social
learning, agent k& employs likelihood models {¢ ¢ }oco, and each data sample
Zr,: is distributed according to i g0, namely, the true underlying hypothesis
is 9° € ©. Moreover, we assume that, for k = 1,2,..., K and for all § and ¢’
belonging to O,

D(Z}c,g‘wk,g/) < oo. (5‘37)

Under this assumption, and as we are going to see, it is expected that a
good social learning strategy should ultimately discover the true hypothesis
by placing increasing mass on 9¥° as more data are collected.
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In order to distinguish the true hypothesis ¥° from another hypothesis
0, it is necessary that the data collected by the agents have different
statistical properties under the two hypotheses. This is not always the case.
For example, consider an agent observing a sinusoidal signal through a
sensor that is able to detect only the amplitude of the signal, but not its
phase. Now, if ©° and 6 correspond to two signals with the same amplitude
but different phases, the data observed by the agent will have the same
statistical properties under ¥° and 6, implying that 9° is indistinguishable
from 6. Formally, agent k& will be unable to distinguish ¥° from € when the
likelihoods are the same under the two hypotheses, i.e., when

D (U0 |r9) = 0. (5.38)

When condition (5.38) is satisfied for at least one 6 # J°, we say that the
learning problem is locally unidentifiable for agent k. The qualification
“locally” highlights the fact that agent £ would be unable, if learning in
isolation, to identify correctly 19°. Note that local unidentifiability is typical
in social learning, as individual agents have often a partial view regarding
the phenomenon of interest, and their local data tend to be insufficient to
identify correctly the true underlying hypothesis. This is one reason why
the agents are motivated to cooperate.

However, local unidentifiability does not preclude the network from
identifying the true model 9¥°. This is because, through repeated social
learning steps, the sharing of information will help all agents overcome
their individual limitations and allow them to attain their learning goal.
For this to happen, local identifiability is not necessary and the following
global condition is in fact sufficient.

Assumption 5.4 (Global identifiability). For each hypothesis 6 # ¥°, we assume
that there exists at least one agent k (which can be different for different 6) such
that

D (U, 90||lk,0) > 0. (5.39)

In other words, global identifiability requires that, for each hypothesis
0 # 9°, there exists at least one agent that is able to distinguish it from
1¥°. Note that this is a significantly weaker condition than requiring local
identifiability for all agents. At one extreme, we may have a problem that
is locally unidentifiable for all agents, but globally identifiable. Referring
back to the sinusoidal signal example, consider now two agents using
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different types of sensors. Agent 1 is able to detect the amplitude of the
signal but not the phase, whereas agent 2 is able to detect the phase but
not the amplitude. If both amplitude and phase are relevant to reveal a
hypothesis of interest, then none of the agents is in a position to identify
the hypothesis. However, working together, they would be able to learn
properly by combining their local information. The next result, which is a
corollary of Theorem 5.2, ascertains that global identifiability is sufficient
to guarantee truth learning under objective evidence.

Corollary 5.1 (Truth learning over connected graphs). Let Assumptions 5.1, 5.3,
and 5.4 be satisfied. If the network graph is connected, then for £k =1,2,..., K,

B, (07) == 1. (5.40)

t—o0

Proof. The claim in (5.40) will be proved if we show that the true hypothesis ¥ coincides
with the minimizer 9* defined in the statement of Theorem 5.2. To see that this is
the case, note that under Assumption 5.3 we have fi = £ g0, which implies that the
network average of KL divergences (5.24) becomes

Daet(0) = > viD(Cr,0] [0 0)- (5.41)

k=1

Clearly, Dpet(9°) is equal to 0. From Assumption 5.4, for each 6 # 9°, there exists at
least one agent k for which D(€x, go||€k,e) > 0. From this assumption and the fact that
v >0for k=1,2,..., K, we have that

Duee(6) >0, 0+ 9°. (5.42)

Hence, 9° minimizes Dnet(6) and it therefore coincides with 9¥* from Theorem 5.2.
[ |

In summary, we see that Assumption 5.4 provides one important mo-
tivation for agents to cooperate in social learning. When the learning
problem is locally unidentifiable, meaning that an individual agent can
have one or more hypotheses 6 £ ¥° that are indistinguishable from the
true hypothesis (zero KL divergence), then this agent will not be able to
learn well individually. In contrast, under the global identifiability condition
(5.39), Corollary 5.1 reveals that each agent in the network will now be
able to identify the true hypothesis by cooperating with its neighbors.
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Figure 5.2: (Top left) Network topology used in Example 5.4. The graph is undirected and all
agents are assumed to have a self-loop, not shown in the figure. (Top right) Likelihood models.
(Bottom) Belief evolution over 40 iterations for agents 1,5, and 9. We see that, as ¢ grows, the
agents place their full belief mass on the true hypothesis ¥° = 1.

Example 5.4 (Truth learning). We consider the network topology shown in Figure 5.2.
The graph is undirected and can be verified to be connected. Moreover, all agents have a
self-loop, not shown in the figure. On top of this graph we build a combination matrix by
using the Metropolis combination policy (see Table 4.1), which yields a doubly stochastic
matrix. It follows from (4.18) that the Perron vector is uniform, which in this case yields

v=(1/12)1.
The network operates under the objective evidence model (Assumption 5.3). In other
words, the streams of data xj,1,xk,2,... are drawn according to a true distribution

L (z]|9°) for each agent k. Specifically, the true underlying hypothesis is ¥° = 1. The
observations are statistically independent across the agents.

We assume that the agents have common likelihood models, i.e., £x(z|0) = £(z|0)
for all k, and that £(z|f) is a unit-variance Gaussian pdf with mean vy = 6, for
0 € © ={1,2,3} — see the top right panel of Figure 5.2. We can verify that both (5.37)
and Assumption 5.4 hold. The network average of KL divergences is given by

12
1 1 g0
Duer(0) = 75 D Dli.oellr0) = D(Loollle) = 5 (9° — 0)7, (5.43)
k=1

where the last equality follows from (2.45). In the bottom panels of Figure 5.2, we plot
the belief evolution for agents 1,5, and 9 over 40 iterations. We see that all agents agree
asymptotically on the true hypothesis 9°, as predicted by Corollary 5.1.




108 Social Learning with Geometric Averaging

5.4 Subjective Evidence

There are many situations where it not possible to define a “true” hy-
pothesis. For example, assume that two agents are forming their opinions
about a particular candidate 6 € {candidate 1, candidate 2} in an election
competition. Agent 1 belongs to a certain group that is biased toward
candidate 1, and, hence, the evidence collected by agent 1 pushes the
choice in favor of this candidate. The situation is reversed for agent 2. In
this case we can talk of subjective evidence, and the fundamental question
arises as to where the social learning strategy will converge. To start with,
let us formalize the concept of subjective evidence in our framework.

Assumption 5.5 (Subjective evidence). Each agent k = 1,2,..., K at time
t =1,2,... receives a data sample x . The collections of K samples across
the agents, {1, ®2y4,..., Tk}, are assumed iid over time. To perform social
learning, agent k employs likelihood models {¢ ¢ }oco, and each data sample
T, is distributed according to £ g0, namely, the “locally true” underlying
hypothesis at agent k is ¥, € ©. Moreover, we assume that, for k =1,2,..., K
and for all § and 6’ belonging to ©,

D(¢x,6]|lk,0r) < 0. (5.44)

According to Theorem 5.2, the key measure for determining on which
opinion the agents will agree is the network average of KL divergences in
(5.24) or, more specifically, its minimizer ¥*. Under the subjective evidence
model defined by Assumption 5.5, this network average of KL divergences

reduces to
K

Dier(0) = Z UkD(gk,ﬂszk,e)- (5.45)
k=1

We will now examine how the local models and the network topology lead
to the prevalence of some particular hypotheses.

Example 5.5 (How majority builds a common opinion). We consider the same network,
combination matrix and likelihood models used in the previous example, but we now
assume that the network operates under the subjective evidence model (Assumption 5.5).
More specifically, the network is divided into two clusters,

G =A{1,2},

5.46
C2 ={3,4,5,6,7,8,9,10,11, 12}, ( )
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Figure 5.3: (Top left) Network topology showing the different clusters C. corresponding to
Example 5.5. The graph is undirected and all agents are assumed to have a self-loop, not shown
in the figure. (Top right) Likelihood models. (Bottom) Belief evolution over 60 iterations for
agents 1,2, and 5. We see that, as ¢t grows, the agents place their full belief mass on the unique
minimizer ¥* = 3.

for which the true models are given by fi(z) = £(z|1) for k € C1, and fr(z) = £(z|3)
for k € Co — see the top right panel of Figure 5.3. It is readily verified that (5.44)
holds. Moreover, in the simulations the observations have been generated as statistically
independent across the agents.

Upon communicating during social learning, the agents will likely receive contrasting
opinions, because the different clusters “promote” different hypotheses. However, since
almost all agents belong to cluster Ca, we expect that this conflict is resolved in favor of
hypothesis 3. We now prove that this is actually the case in this example. To this end,
let us write explicitly the network average of KL divergences

2 10 2 2 10 2
Dyet(0) = =D =D - ‘- ~(3-6) 4
(0) = SD(0lte) + 10 D(lslllo) = 22 (1 -6 + 2367, (5.47)
from which we can compute the hypothesis-specific values
5 1 1
Dyet(1) = 3’ Dhet(2) = > Dhet(3) = 3 (5.48)

Therefore, the minimizer of the network average of KL divergences is ¥* = 3. In the
bottom panels of Figure 5.3, we plot the belief evolution for agents 1,2, and 5 over 60
iterations, which shows that the majority cluster Cs is able to steer the network’s opinion
toward hypothesis 3. Note that agents 1 and 2 belong to cluster C1, which promotes
instead hypothesis 1.

Example 5.6 (How centrality builds a common opinion). In this example, we equalize
the two clusters in Example 5.5 and set them according to

Cl = {1’27 37 47 57 6}7

5.49
Co = {7,8,9,10,11,12}. (5:49)
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Figure 5.4: (Top left) Network topology showing the different clusters C. corresponding to
Example 5.6. The graph is undirected and all agents are assumed to have a self-loop, not shown
in the figure. (Top right) Likelihood models. (Bottom) Belief evolution over 200 iterations for
agents 1,7, and 12. We see that, as t grows, the agents place their full belief mass on the unique
minimizer 9* = 1.

The true and likelihood models are the same as in Example 5.5, and they can be seen in
the top right panel of Figure 5.4. Again, the true model of cluster C; is £(z|1), and the
true model of cluster Cs is ¢(x|3), indicating that conflicting evidence is observed by the
agents.

Since the clusters have equal size, we cannot expect a majority rule to drive the agents’
opinions. We now show how a different network attribute, namely, centrality, becomes
important. From Theorem 5.2 we know that the network average Dnet(f) determines
the target hypothesis ¥* the agents will agree on. Under the subjective evidence model,
Diet(0) takes the specific form in (5.45). In the weighted combination of KL divergences
appearing in (5.45), the impact of a particular agent k is enhanced by increasing the
value of its own Perron vector entry vi. Accordingly, vy represents a measure of the
centrality of agent k. This interpretation is actually not limited to social learning — see
the explanation following Theorem 4.4.

Since different Perron vector entries reflect the different degree of influence of the
agents, to highlight the role of agent centrality we would like to assign a nonuniform
Perron vector. To this end, we now construct a left stochastic combination matrix (on
top of the same network topology shown in top left panel of Figure 5.4) by using the
procedure described in [170], which allows us to choose a predefined Perron vector. In
this example, we choose in particular the following Perron vector:

1
v= g 8,8,8,8,8,8,2,2,2,2,2,2). (5.50)
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The combination matrix is built with the following rule:

vj if j € NMi\{k},
ajr=<1—- Z v; ity =Fk, (5.51)
JENE\{k}
0 otherwise.

We can verify that the resulting combination matrix A is left stochastic with the Perron
vector specified in (5.50). Under this design, although the number of agents in each
cluster is the same, their importance in the network is very distinct. From (5.50) we
see that significantly larger centrality scores are given to agents belonging to cluster Cy
in comparison with agents in cluster C2. This will impact the asymptotic beliefs in the
network, as we see next.

First, we write down the expression for the network average of KL divergences,

-8 2 802 23 02
Doa(0) = 15 D(1llt0) + <5 D(Esllta) = o5 (1= 0) + S (3—0)%,  (5.52)
from which we can compute the hypothesis-specific values
Diet(1) =04, Diet(2) = 0.5, Dhnet(3) = 1.6. (5.53)

The minimizer of the network average of KL divergences is now 9* = 1. In the bottom
panels of Figure 5.4, we plot the beliefs of agents 1,7, and 12 over 200 iterations. All
these agents tend to place their full belief mass on hypothesis 1. In other words, the
cluster with the largest centrality scores, C1, is able to determine the network’s opinion.
Note that agents 7 and 12 belong to cluster C2, which promotes a hypothesis different
from ¥*.

Example 5.7 (Truth is somewhere in between). In the last two examples we considered
two distinct elements that determine the final agents’ opinions, namely, cluster size and
agent centrality. We now remove both these elements and examine how the opinion
formation mechanism changes. We consider the same network topology used in the last
two examples, with balanced clusters (see the top left panel of Figure 5.5), and with
a Metropolis combination matrix (see Table 4.1), so that all agents share the same
centrality score since the Perron vector has equal entries. The true and likelihood models
are kept unchanged with respect to the last two examples. As was the case before, the
observations are statistically independent across the agents.
We can evaluate the network average of KL divergences as

6 6 _ 6, e, 6, 0
Doe(0) = 15 D(E1]|6o) + 75 D(lsllto) = 5=(1 =0 + -3 = 0%, (5.54)
from which we can compute the hypothesis-specific values
Dhet(1) =1, Dret(2) = 0.5, Dnet(3) = 1. (5.55)

Therefore, the minimizer of the network average of KL divergences is 9* = 2. In the
bottom panels of Figure 5.5, we plot the evolution of beliefs of agents 1,5, and 9 over
40 iterations. The curves show that, although the clusters C; and Cz observe evidence
supporting, respectively, hypotheses 1 and 3, neither cluster is able to exert a domineering
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Figure 5.5: (Top left) Network topology showing the different clusters C. corresponding to
Example 5.7. The graph is undirected and all agents are assumed to have a self-loop, not shown
in the figure. (Top right) Likelihood models. (Bottom) Belief evolution over 40 iterations for
agents 1,5, and 9. We see that, as ¢t grows, the agents place their full belief mass on the unique
minimizer ¥* = 2.

influence. Instead, the conflicting evidence drives the agents to place their full belief
mass on the intermediate hypothesis 9* = 2.

How can we explain this effect? One interpretation is that, in the presence of con-
flicting evidence, the agents opt for a conservative choice. Referring to real-life situations,
we can think of one person betting on a soccer match between teams 1 and 2. Assume
that discordant solicitations come from the environment, i.e., the person receives data
suggesting to bet on the victory of team 1, as well as data suggesting to bet on the
victory of team 2. If there is no sufficient evidence to let one suggestion prevail, then
the most plausible choice would be to bet on a draw!

5.5 Fake Evidence

There is another specialization of the general model in Assumption 5.2
that is useful in social learning applications. It is the case where some
agents observe data generated according to the true hypothesis ¥°, while
the other agents observe data following “fake” distributions.

Assumption 5.6 (Fake evidence). Each agent k =1,2,..., K at timet =1,2,...
receives a data sample x . The collections of K samples across the agents,
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{x1,t,T2,t,..., Tk}, are assumed iid over time. The probability (density or
mass) function of x, is denoted by fr. To perform social learning, agent k
employs likelihood models {/x ¢ }oco of the same nature as fi (namely, for all
0 € ©, Ui is a pdf if fy is a pdf, and a pmf otherwise).

There exists a true hypothesis 9 € © and the agents are divided into two
categories, truthful and untruthful. The data samples of the truthful agents
are distributed according to the likelihoods corresponding to a common true
hypothesis ¥°, i.e., fx = fi 9o when agent k is truthful. When agent k is
untruthful, its data samples are instead drawn from some arbitrary fr. We
assume that, for k = 1,2,..., K and for all 6 € O,

D(fx|llk.0) < c0. (5.56)

The fundamental question arising from the model in Assumption 5.6 is
whether the untruthful agents can bias the choices of the truthful agents
and preclude them from learning the true hypothesis 9°.

Example 5.8 (One fake agent). Consider the network topology displayed in the top
left panel of Figure 5.6. The graph is undirected and all agents are assumed to have a
self-loop, not shown in the figure. This graph can be verified to be strong. On top of it,
we construct a Metropolis combination matrix — see Table 4.1. We focus on the fake
evidence case (Assumption 5.6), where the network is “contaminated” by the presence
of one untruthful agent, namely agent 12. The likelihoods follow the Gaussian models
used in the last examples.

The true model is the same across all truthful agents and corresponds to a true
likelihood £(x|9°), i.e., fi(x) = £(x]|9°) for k =1,2,...,11. In contrast, the observations
of the untruthful agent are drawn from a true model fi2(z), which is set as a unit-
variance Gaussian pdf with mean v12 = 20. In this scenario, we can verify that (5.56)
holds. Moreover, in the simulations the observations have been generated as statistically
independent across the agents. The true model of the untruthful agent and the likelihoods
are displayed in the top right panel of Figure 5.6. We consider the true underlying
hypothesis to be 9¥° = 1.

The network average of KL divergences is given by

_u 1 UG gy Loy
Due(6) = 15 D(Conlll0) + 75 D(fralllo) = 37 (1 =0+ 5-(20-0)*,  (5.57)
from which we can compute the hypothesis-specific values
Dhet(1) = 15.04, Dnet(2) = 13.96, Dnet(3) = 13.88. (5.58)

The network average of KL divergences is thus minimized at ¥* = 3. In the bottom
panels of Figure 5.6, we plot the evolution of beliefs of agents 1, 5, and 12 over 80 itera-
tions. We see that the presence of the untruthful agent is sufficient to lead the network
astray, by forcing all agents to place their full belief mass on the wrong hypothesis ¢* = 3.
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Figure 5.6: (Top left) Network topology showing truthful and untruthful agents corresponding
to Example 5.8. The graph is undirected and all agents are assumed to have a self-loop, not
shown in the figure. (Top right) Likelihood models £(z|f) (solid line) and true model fi2(z) of
the untruthful agent (dashed line). The true model of the truthful agents is ¢(x|1) (blue line).
(Bottom) Belief evolution over 80 iterations for agents 1,5, and 12. We see that, as ¢ grows, the
agents place their full belief mass on the unique minimizer 9* = 3.

5.6 Learning over Weak Graphs

The discussion in the earlier sections focused on examining belief propa-
gation over connected graphs. We now examine what happens over weak
graphs, which were introduced in Section 4.5. We recall that, over a weak
graph, the agents are partitioned into two groups, & and R, containing
sending and receiving networks, respectively.

Theorem 5.3 (Mind control over weak graphs). Let Assumptions 5.1 and 5.2
be satisfied. Assume that the network graph is weak. According to Theorem 4.5,
we have .
. 1 7 VI|WwW

Aftlggo;z;A {o 5 } (5.59)
where the matrices V and W are defined by (4.28) and (4.29), respectively.
For each s = 1,2,...,5, if agent k belongs to the sth sending network, its
asymptotic beliefs can be derived directly from Theorem 5.2. This is because the
neighborhood N, contains only agents from the sth sending network. In contrast,
the agents in the receiving networks exhibit the following distinct behavior.
Using (5.59), for each agent k € R we can rewrite the network average of KL
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divergences in (5.7) as

Di(0) =Y winD(f;llts0). (5.60)
jes
If Dy () admits a unique minimizer 9}, then for all k € R,

b1 (07) 255 1, (5.61)

— 00

Proof. The result follows from Theorem 5.1 once we apply Theorem 4.6 and consequently
replace the general matrix A® in (5.6) with the particular matrix in (5.59).
|

Equation (5.60) contains the essential elements to understand the learn-
ing mechanism over weak graphs. First, the behavior of agents belonging
to R is determined solely by KL divergences relative to agents belonging
to §. This is a remarkable conclusion that leads to a phenomenon we refer
to as mind control [118, 147, 148], since the learning behavior of the agents
in the receiving networks is completely controlled by the agents in the
sending networks.

Second, the dependence of the weights w;j; in (5.60) on the agent
index k reveals that the learning behavior can also be distinct across the
agents in the receiving networks, leading to a phenomenon we refer to
as discord [118, 147, 148]. This behavior is in sharp contrast with what
happens over connected graphs, where we have seen in (5.25) that all
agents reach agreement on a common hypothesis 9*.

Example 5.9 (Truth learning under objective evidence). Consider 12 agents partitioned
into the following clusters:

C1 = {1a 27374}a
Co = {5,6,7,8}, (5.62)
Cs = {9,10,11, 12}.

The agents are connected according to the weak graph shown in the top left panel of
Figure 5.7, which is made of two sending networks and one receiving network. The
clusters C1 and Ca correspond to the two sending networks, whereas cluster Cs correspond
to the receiving network. That is, we have S = C; UC2 and R = Cs. All agents are
assumed to have a self-loop (not shown in the figure) and, according to the weak-graph
model, the edges from the two sending networks to the receiving network are directed.
All other edges are chosen as undirected. Moreover, the combination matrix constructed
with the uniform-averaging rule — see Table 4.1.
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Figure 5.7: (Top left) Network topology showing the sending networks, i.e., clusters C; and Ca,
and the receiving network, i.e., cluster Cs, used in Example 5.9. Undirected edges are represented
without arrows, and all agents have a self-loop, not shown in the figure. (Top right) Likelihood
models. (Bottom) Belief evolution for the agents in the receiving network over 40 iterations.
We see that, as t grows, the agents place their full belief mass on the common true hypothesis
92 =1.

We assume that all agents operate under the objective evidence model with true
hypothesis ¥° = 1 and that they use the same Gaussian likelihoods adopted in the
last examples (see the top right panel of Figure 5.7). Moreover, in the simulations the
observations are drawn as statistically independent across the agents. From (5.60), the
network average of KL divergences for agent k € R is given by

De(B) = 3 3 win(#” — 0)* = S(1- 0%, (5.63)

2
jes
where we used the fact that Zjes wjr = 1. Thus, Dk(G) is clearly minimized at
i = 19° =1 for any agent k € R. The bottom panels of Figure 5.7 show the evolution
of beliefs over time for all agents in the receiving network. We see that, in this case, the
agents in the receiving network asymptotically place their full belief mass on the true
hypothesis ¥° in accordance with Theorem 5.3.

Example 5.9 shows a situation where all agents in a weak graph are
able to learn the truth. As a matter of fact, it is possible to give a
complete characterization of truth learning for the case of objective evidence.
First, we must distinguish between the behavior of sending and receiving
networks.

Consider first the sending networks, and observe that the agents in each
sending network receive information only from agents in the same sending
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network. This implies that, when we run the social learning algorithm
in listing (3.16), the beliefs of the agents in the sth sending network
are actually produced by the same social learning algorithm run with a
combination matrix equal to the submatrix Ag. Since A; is irreducible,
from Theorem 5.2 we conclude that the agents in each sending network will
learn the truth if the problem is globally identifiable within that network,
i.e., if the individual sending network satisfies Assumption 5.4.

On the other hand, for agents in the receiving networks, we can rewrite
(5.60) under objective evidence, yielding

Di(0) = > wji D(Lj.90|[¢0)- (5.64)

JES
We see that Dy (19°) = 0 and, hence, ¥° is a minimizer for Dy,(6) because the
KL divergence is nonnegative. This minimizer is unique when Dy, (#) > 0
for all # # ¥°. In view of (5.64), this condition is met when, for each

0 # 19°, there exists at least one agent j € S satisfying
wii Dt el£1) > O, (5.65)

which means that agent j is able to distinguish 6 from ¥° (i.e., that
D(4;90||¢j6) > 0) and is connected to agent k through some path (i.e.,
wjr, > 0). Note that, according to this definition, the problem might be
unidentifiable for some sending network s, but identifiable for the ensemble
of sending networks that are connected to agent k. In this case, agent k will
learn the truth, even if agents belonging to the sth sending network will
not. This happens because the agents belonging to s receive information
only from agents within their own sending network, while agent k benefits
from information received from other sending networks.

Example 5.10 (Mind control). Consider the same weak graph, combination matrix, and
likelihoods used in Example 5.9. Recall that the agents were organized into three clusters
according to (5.62), with the clusters C1 and C» representing the sending networks, and
cluster Cs representing the receiving network.

Concerning the true distributions, we assume that the true models {fx(x)} vary
across the clusters, while the agents within the same cluster share the same true model.
Accordingly, denoting by g.(z) the true model pertaining to cluster C., with ¢ = 1,2,3,
we have fi(xz) = gc(z) for all k € C.. The true model g.(z) is a unit-variance Gaussian
pdf with mean v., where

vy = 08, Vo = 12, vy = 3.2. (566)

Moreover, in the simulations the observations are drawn as statistically independent
across the agents. The true and likelihood models can be seen in the top right panel of
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Figure 5.8: (Top left) Network topology showing the sending networks, i.e., clusters C; and
Ca, and the receiving network, i.e., cluster C3, used in Example 5.10. Undirected edges are
represented without arrows, and all agents have a self-loop, not shown in the figure. (Top
right) Likelihood models £(x|0) (solid line) and true models g.(x) (dashed line). (Bottom) Belief
evolution for the agents in the receiving network over 30 iterations. We see that, as t grows,

these agents place all their belief mass on the common hypothesis 9} = 1.

Figure 5.8. The models pertaining to the agents in the sending networks lie closer to
£(xz|1), therefore providing evidence supporting hypothesis 1. In contrast, the agents in
the receiving network observe data streams whose distribution is closer to £(x|3), thus

supporting hypothesis 3.
The network average of KL divergences is given by

Dk(G) ijk 1/176' ijk 1/279

JEC1 ]ECQ
(08 0)> ijkJr (120> wy.
JECL jEC2
Using the fact that
JjES Jj€C1 J€EC2

we can evaluate the hypothesis-specific values of Dy (0) as

Dk(l) = g Z Wik + @ Z Wik = 0.02,

jecl JECa

_ 1.2)2 0.8)2

Di(2) = ( 2) > wi+ (T) D wi=0.32404> w,
jeC1 jeC2 jecC

_ (2.2)?
Dk(3):TZ ]k+7zw]k7162+082w]k.

JEC1 JEC2 JjEC1

(5.67)

(5.68)

(5.69)

(5.70)

(5.71)
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Figure 5.9: (Top left) Network topology showing the sending networks, i.e., clusters C; and
Ca, and the receiving network, i.e., cluster C3, used in Example 5.11. Undirected edges are
represented without arrows, and all agents have a self-loop, not shown in the figure. (Top
right) Likelihood models £(x|0) (solid line) and true models g.(x) (dashed line). (Bottom) Belief
evolution for the agents in the receiving network over 60 iterations. We see that, as t grows,
discord across the agents emerges, since their beliefs are concentrated on hypotheses ¥} that
depend on the particular agent k. Specifically, we have: V3 = 1, 97, = 2, 97; = 3, and 97, = 2.

Since the weights w;) are nonnegative, from (5.71) we conclude that the minimizer of
the network average of KL divergences is ¥} = 1 for any agent k € R. In the bottom
panels of Figure 5.8, we see that, despite observing private data generated according
to hypothesis 3, the agents in the receiving network asymptotically ignore this local
information and place their full belief mass on the hypothesis supported by the sending
networks, i.e., 95 = 1.

Example 5.11 (Discord). In this example we start from the setting used in Example 5.10,
and modify the network topology and the true distributions as follows. Concerning the
topology, we consider a weak graph with the same sending and receiving networks used
in Example 5.10, however with different connectivity between these networks, resulting
in the graph shown in Figure 5.9.

Concerning the true distributions, as done in Example 5.10 we assume that f(z) =
ge(z) for all k € C., with ¢ = 1,2, 3. The true model gc(x) is a unit-variance Gaussian
pdf with mean v., where

=08, ;=32 uvs=32. (5.72)

Moreover, in the simulations the observations are generated as statistically independent
across the agents. The true and likelihood models can be seen in the top right panel
of Figure 5.9. The true model pertaining to the first sending network (cluster C1) is
closer to ¢(x|1), whereas the true model of cluster C; is closer to £(z|3). This means
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that, differently from what happened in Example 5.10, the two sending networks now
provide conflicting information to the agents in the receiving network. Moreover, these
agents share the same true model as cluster C2, which would in principle suggest further
support for hypothesis 3.

The network average of KL divergences is computed for any agent k € R as

Dy(0) = Z wjr(v1 — 0)° Z w;k (v — 0)°
JEC1 Jecz

1
5(08—06)’ ijwr (320> wy. (5.73)

JjEC1 JEC2

The minimization of (5.73) is not so easily found as was the case for Examples 5.9

and 5.10. As a matter of fact, the solution in this example is agent-dependent and varies

according to the connectivity of each agent in the receiving network with respect to the

sending networks C1 and Cz. Specifically, the effect of this connectivity is represented

$£?75))1 by the cumulative weights Zjecl wjj and ZjECQ wjk, which are reported in
able 5

Table 5.1: Cumulative weights incorporating the effect from each of the two sending networks
C1 and C2 to each agent k in the receiving network.

Agent k | > wir | D wik
JECL J€EC2
9 0.8 0.2
10 0.5 0.5
11 0.2 0.8
12 0.5 0.5

The cumulative weights from Table 5.1 quantify the influence of each sending network
(C1 and C2) on each agent k in the receiving network. For example, we see that agent
9 is mostly influenced by the sending network C;, while agent 11 is mostly influenced
by the sending network Cs. Agents 10 and 12 are affected equally by the two sending
networks. Inserting into (5.73) the values reported in Table 5.1, we obtain the following
minimizers for Dy, (6):

’[96 = 17 19;0 = 27 19;1 = 37 19{2 = 27 (574)

which reveal two remarkable effects. Agent 9 sees the sending network C; as the most
influential, and is accordingly steered toward the hypothesis promoted by Ci. The
situation is reversed for agent 11, which is in fact more influenced by the sending network
Co.

A second phenomenon is observed for agents 10 and 12, for which no domineering
sending network emerges. In this case, the agents opt for hypothesis 2, according to the
truth-is-somewhere-in-between effect observed in Example 5.7.




Chapter 6

Error Probability Performance

The main focus of the previous chapter was to study the convergence
of the belief vectors under the social learning strategy with geometric
averaging summarized in listing (3.16). In particular, Theorem 5.2 revealed
that, over connected graphs, all agents asymptotically place the full belief
mass on some target hypothesis ¥* that optimizes a global measure of
matching between the data and the likelihood models. For example, under
the objective evidence model in Section 5.3, all agents tend to promote
with full confidence the true underlying hypothesis 9°.

These results focus only on what happens as ¢ — oo. It is equally
important to examine the performance of social learning for finite ¢, which
is the focus of the current chapter. To do so, one useful index of performance
is the error probability of each agent k at each time instant £. This measure
is formally defined in the next section as the probability that the belief
vector py, is not maximized at the target hypothesis J*. We already
know from Theorem 5.2 that the probability of error converges to 0 for all
agents. However, the result does not provide information about how fast
the probability will approach zero.

Unfortunately, for general data distributions and likelihood models,
a closed-form characterization for the error probability is a formidable
task. For this reason, we will focus instead on the asymptotic analysis
(for large t) of the error probability. In particular, in Theorem 6.2 we will
show an asymptotic normality result that can be used to approximate the
error probability through closed-form expressions involving the Gaussian
distribution. Then, in Theorem 6.3, we will perform a large deviation
analysis to calculate the error exponents that reveal how fast the error
probability converges to 0 as t — oo.
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It is interesting to remark that Theorems 5.2, 6.2, and 6.3 form a
standard path in asymptotic statistics [159, 166]. This observation is not
surprising once we recognize that, after unfolding the recursion from (5.10)
(and ignoring a transient term that depends on the initial beliefs), the
logarithmic belief ratios will be sums of independent random variables,
namely, of logarithmic likelihood ratios scaled by coefficients arising from
powers of the combination matrix. And for sums of independent variables,
one can typically carry out the following three-step asymptotic analysis.
First, one appeals to the law of large numbers to characterize the con-
vergence of the sum (divided by ¢) toward some deterministic value, as
we did in the proof of Theorem 5.2. Second, one can characterize the
asymptotic distribution of the sum through central limit theorems leading
to Gaussian approximations, as we will do in Theorem 6.2. As a third step,
one traditionally appeals to the theory of large deviations to characterize
the probability of deviating from the prescribed limiting value, and this
type of analysis is carried out in Theorem 6.3.

For the performance analysis in this chapter, we continue to work under
Assumptions 5.1 and 5.2, and focus on primitive graphs and a unique
target hypothesis ¥, as stated in the next assumption.

Assumption 6.1 (Primitive graphs and unique minimizer ¢¥*). We assume that the
network graph is primitive and focus on the network average of KL divergences
encountered in Theorem 5.2,

K
Dec(0) = > vk D(fel|x.0) (6.1)

k=1

where v is the Perron vector associated with the left stochastic combination
matrix A. As done before, we assume that Dpet(6) has a unique minimizer

¥ = arg min Dnet(0), (6.2)
0co

which in the sequel will be referred to as the target hypothesis.

6.1 Useful Statistical Descriptors

Before carrying out our analysis, it is convenient to introduce several
quantities of interest. For ease of reference, the major symbols used in our
analysis are listed in Table 6.1.
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Table 6.1: Notation relevant to the performance analysis of social learning,.

fr(@)
£ (x]0)
Hr ¢ (‘9)
H ¢

v = [vg]
Dinet(0)
19*

Ak, (0)
Akt

Ak

P
Ar(s;0)
)\net,t(g)
Anet,t
Xnet
Enet
Anet(s; 0)
By, (0)
Bt
Br.t
Dkt

True distribution governing the data of agent k
Likelihood model of agent k

belief assigned to hypothesis 6 by agent k at time ¢
H x 1 vector stacking the entries p,, ,(6)

Perron vector

K
Network average of KL divergences, . veD(fx||¢k,0)
k=1
Target hypothesis that minimizes Dpet(6)

- . L (g |97)
Log likelihood ratio, log ————=, 0 # 9~
; ® )7

(H — 1) x 1 vector stacking the entries A :(0), 0 # 9*
Expected value of A ¢
(H —1) x (H — 1) covariance matrix of Ay

Logarithmic moment generating function (LMGF) of Ax,.(6)

K
Network average of log likelihood ratios, Z Uk Mgt (0), 0 # U*

k=1
(H — 1) x 1 vector stacking the entries Anet,(6)
Expected value of Anet,t
(H —1) x (H — 1) covariance matrix of Anet,:
Logarithmic moment generating function of Anet ()
B 1 (07)
/J'k,t(e) '
(H — 1) x 1 vector stacking the entries 8, ()
s Prs

Time-scaled version of B, ,, namely, 8, , = :

Instantaneous error probability of agent k at time ¢

Log belief ratio, log 0 # 9"




124 Error Probability Performance

6.1.1 Log Likelihood Ratios

First, we introduce the log likelihood ratio*
Uy (g ¢ |0")

Aeg(0) 21 :
k,t( ) 0og gk($k7t’9)

0 + 9%, (6.3)

and its expectation

Ae(0) £ EX1(0) = D(filllk0) — D(fillk,o+)- (6.4)

Note that, under Assumption 5.2, the log likelihood ratios are almost-surely
well defined, since, in view of (5.5), the numerator and denominator in
(6.3) are equal to 0 with zero probability. Note also that A(#) does not
depend on t since, in view of Assumption 5.2, the expectation in (6.4)
is computed assuming that xj, is distributed according to some true
underlying stationary model fi(x), i.e., we continue to assume invariant
distribution over time. When we omit the argument ¢ and write Ay ¢, we
will be referring to the (H — 1) x 1 vector of log likelihood ratios

At = [Art(1), Ak (2), .o, Ape(H — 1)), (6.5)

where, without loss of generality, we consider that the set of hypotheses
is © ={1,2,...,H} and that the hypotheses have been ordered in such a
way that ¥* = H. To avoid confusion, we recall that in our notation all
vectors are column vectors. Likewise, we introduce the (H — 1) x 1 vector

Me = EXgy (6.6)

that collects the expected values A (6) for 6 # ¥*.
We continue by defining the network average of log likelihood ratios,
for all 0 # 9*,

K
Anet,t(e) £ Z Vg )\k,t(a) (67)
k=1
or, in vector form,
K
Anet,t = Z Vg >\k,t- (68)
k=1

The weight assigned to the log likelihood ratio of the kth agent is given by
the kth entry, v, of the Perron vector that is associated with irreducible

n order to avoid confusion, we remark that in [25] the symbol Ak,+ was used to denote log
belief ratios instead of log likelihood ratios. In this book we adopt a more suggestive notation:
We use the symbol A (lambda) to denote log likelihood ratios, and the symbol 3 (beta) to denote
log belief ratios — see the forthcoming section.
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matrices, i.e., with connected graphs — see Theorem 4.1. It is also useful
to introduce the expected vector

K
)\net £ IE>\net,15 = Z UkAka (69)
k=1

whose 0th entry, in view of (6.1) and (6.4), is given by
— K —
Anet(0) = EXnet,t(0) = Y 03 A(0) = Dnet(6) — Dnet(9¥) >0, (6.10)
k=1

where positivity results from the uniqueness of ¥* in (6.2).

The average variable Anet; plays a fundamental role in the description
of the social learning performance. In fact, we will discover in this chapter
that different statistical descriptors of Apets (mean, covariance matrix,
generating functions) characterize at different levels of refinement the
asymptotic properties of a fundamental decision statistic used to evaluate
the performance, namely, the log belief ratios introduced in the next section.

6.1.2 Log Belief Ratios

In order to characterize the learning performance, it is convenient to work
in terms of the logarithmic ratio between the belief about ¥* and the belief
about 6 # ¥*. Therefore, with reference to the beliefs of agent k at time ¢,
we introduce the log belief ratio
l’l’k t (19*) *
Br:(0) = log ——= 0 # 9. (6.11)
! “k,t(g)

Observe that the ratio is well defined since, as already remarked, under
conditions (5.4) and (5.5), the beliefs g, ;(f) remain almost-surely nonzero
for any 6 during the algorithm evolution. As we did for the log likelihood
ratio, it is also useful to introduce the (H — 1) x 1 vector of log belief ratios

Brot = [Bra(1), Bra(2), -, Bia(H = 1)] (6.12)

Note that the log belief ratio vector By, , has H —1 entries, whereas the belief
vector py, , has H entries. However, we must recall that g , has only H —1
degrees of freedom, since it is a probability vector, which implies that once
H — 1 entries are given, the remaining entry is obtained from the condition
> pco M +(0) = 1. The next theorem shows that the H-dimensional vector
¢ can be fully reconstructed given knowledge of the (H — 1)-dimensional
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vector By, ;. In the theorem, we use normal font for py ; and S ; to emphasize
that the result pertains to the functional dependence between beliefs and log
belief ratios, with the particular statistical distributions being immaterial
here.

Theorem 6.1 (Sufficiency of log belief ratios). Let 0 < py(6) < 1 for all 6 € ©.
The belief vector uy + is a deterministic function of the log belief ratio vector
B¢ Specifically, we have that

e Pr.t(0) 020
1 )
1+ Z —Br,t(
0/ £
it (6) = (6.13)
if 6 = 9™,
1 + Z Bk t
6/#,’9*
Proof. Consider 6 # ¥*. From (6.11) we have
11, (0) = pu 1 (9%)e” Pt (), (6.14)
Since the belief vector is a probability vector, and, hence, its entries must add up to 1,
we must have
et () ) g (6.15)

0/ £9*
Using (6.14) in the summation appearing in (6.15), we conclude that

() + D e (@)e ) =1, (6.16)
0/#,‘9*

which is equivalent to
. 1
ke (97) = (6.17)

1+ Z e—ﬂk,t(e/)

0/ £9*
and (6.13) is proved for the case § = ¥*. The expression in (6.13) for 6 # ¥* follows by
substituting (6.17) into (6.14).

6.1.3 Error Probabilities

One natural way for the agents to make a decision is to select the hypothesis
or hypotheses that maximize the belief. Under this rule, the occurrence of
a wrong decision by agent k£ at time ¢ corresponds to the occurrence of the
event

Ery = {19* # ar%égax uki(ﬁ)}. (6.18)
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Therefore, the instantaneous error probability of agent k at time t can be
defined as

Dkt 2P [Es] =P |9* # ar% néax P ()] - (6.19)
€

It is useful to rewrite the error probability as a function of the log belief
ratios. To this end, observe that the event within brackets in (6.19) cor-
responds to stating that the belief is not maximized at 9*, which in turn
corresponds to affirming that the log belief ratios in (6.11) are less than
or equal to 0 for at least one 0 # ¥*. That is, the occurrence of an error
corresponds to the event

Exe = {30 # 0" such that B,,,(6) <0}, (6.20)

which can be rewritten as the union of events where any log belief ratio is
less than or equal to 0, i.e.,

e = {/Bk,t(e) < 0}. (6.21)
O£

We can thus write the probability of error as

pre =P [ U {810 < 0}} : (6.22)

O£ 9*

6.2 Normal Approximation for Large t

In this section we prove that the random vector 8y, (properly shifted and
scaled) is asymptotically normal as ¢ — oo. To this end, we will assume
finiteness of second-order moments for the log likelihood ratios Ay ¢+(6). In
order to state the asymptotic normality result, it is useful to introduce
some additional quantities, which appear listed in Table 6.1. First, we
define the (H —1) x (H —1) covariance matrix of the vector of log likelihood
ratios at every agent k:

S AR [(AM =) (Aks — Xk)T} . (6.23)

Likewise, we introduce the covariance matrix of the network average vector

Anet,¢ defined by (6.8):

ZJnet £ E |:<)\net,t - ;\net) ()\net,t - )\net>T] : (624)
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Finally, we introduce a symbol for the log belief ratio divided by ¢:

B
o

Brs = (6.25)

Theorem 6.2 (Asymptotic normality under geometric averaging). Let Assump-
tions 5.1, 5.2, and 6.1 be satisfied, and let ¢(0, X) denote a random vector having
a zero-mean multivariate Gaussian distribution with covariance matrix Y. If the

covariance matrices Y, have finite entries, then for k =1,2,..., K,
= 5 d
Vt (Brs — Anet) —— (0, 5ner). (6.26)
—00

Proof. Exploiting (5.2), (6.11), and the definition of Ny from (4.1), we obtain the
recursion, for 6 # 9%,

K
G Z B (0) + 24(0)] (6.27)

which can be unfolded to arrive at the equality

B0 ZA]M%, +ZZA ik Ae—r1(6), (6.28)

7=1 j=1

where we recall that [A*]; denotes the (j, k) entry of the matrix power A‘. This relation
can be rewritten in the following vector form by using the log likelihood and log belief
vectors defined in (6.5) and (6.12), respectively:

N

Bk,t - Z JkBJ,O + ZZ A ]gk Jt—7+1

T7=1 j=1

]kﬁgo+zz [AT]jk Ajors (6.29)

=1 j=1

4

I Mx it

where the symbol < denotes equality in distribution, which holds because the data
are iid over time. Using the definitions of Anet and B , provided in (6.9) and (6.25),
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respectively, in view of (6.29) we can write

VE(Bry — Anet)

S Mow< S U A 3 >

T=1 j=1
t

= %Z[ ];kﬁy,oJr\/(i Z[AT]M Ajr — 122%‘%)

=1 j=1

k_U]

g\‘l
Dj =
-

Il M

H M

7;; b (Ao — ). (6.30)

Since 0 < [A"];x < 1, the first term on the RHS vanishes as t — co. In addition, since
the matrix A is assumed to be primitive, we can use the bound in (4.25) to conclude that
the second term on the RHS also vanishes as t — oo. Accordingly, in view of Slutsky’s
theorem (applied to vectors — see (D.39)) the claim of the theorem will be proved if we
show that the third term converges in distribution (see Definition D.4) to a Gaussian
random vector with mean zero and covariance matrix ... To this end, we call upon
Theorem D.9, applied to the sequence

Yy, = Z[At]jk (A = X)) (6.31)

We now verify that this sequence satisfies conditions (D.52), (D.53), and (D.54). It is
immediately seen that condition (D.52) is satisfied since EAj; = ;\j, implying that
Ey, = 0. Consider next condition (D.53). We will show that it is satisfied with limiting
covariance matrix equal to Xnet, i.e., we will establish that

t

lim L E[yTyI] = et (6.32)
t—o0 >

Applying the definition of Ynet from (6.24), Eq. (6.32) becomes

t
tliglo % Z E |:'y.,-'y1:| =E |:(Anet,t - S\net) (Anet,t - S\net)Ti|
T=1

- ]E [(Anet,l - 5\net) ()\net,l - j\net)T:| ) (633)

where in the last step we replaced Anet,r With Anet,1 because the vectors Anet,: are
identically distributed over time.

Now, we recall that the Cesaro limit of the sequence is equal to the limit of the
sequence (when the latter exists).? Therefore, to prove (6.33) it will be sufficient to

2 Given a real-valued sequence {2}, its Cesaro limit is defined as the limit of the sequence

of arithmetic means z; = (1/t) Zi zr. Note that the Cesaro limit might exist even when

=1
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establish the following result:

T—>00

lim E |:y.,-y-7l——:| =E |:()\net,1 - j\net) ()\net,l - S\net)le . (635)

By substituting (6.31) into the LHS of (6.35), and (6.7) into the RHS, Eq. (6.35) can
be equivalently rewritten as

K K
JLH;OE[ZZ LD (e = %) (- —*’)T}
K K
= i B30 Al (- 3) <Af,1—&-/f]
K K _ B T
_E lzz oy (it = ) (A = A1) ] (6.36)
Jj=1j'=

where, in the intermediate step, we replaced A;; and Aj - with A;1 and Ajs ; due to
the identical distribution over time. Proving (6.36) is equivalent to proving that, for all
0,0' € 9,

lim E [Z D IATTRA ik (A (0) = X5(0)) (A a(0) - Me'))}

=E [Z > v (Xa(0) = A(0)) (A1 (0) = Ay (9’))] : (6.37)

Let us verify that (6.37) holds. For this purpose, observe first that

lim [AT]jk = Uj (6.38)

T—> 00

in view of (4.23), which implies

>

=1j/=1

AT
o Z Z 5.1(0) = A5(0)) (Ajra(0)) = Xj0(0)) - (6.39)

K

LiklAT ik (X1 (0) = A3(0) (Ajra(07) = Ay (6)

<.

Therefore, Eq. (6.37) would be proved if we could interchange the limit and the expecta-
tion. In view of the dominated convergence theorem (Theorem D.6), this operation is
legitimate if the 7-dependent random variables on the LHS of (6.39) are upper bounded
by a 7-independent random variable that has finite mean. We now show that this is

the sequence {zr} does not admit a limit. However, when {zr} admits a limit, the following
implication is known to hold [52, Thm. 4.2.3]:

lim 2 =2 = lim Z; = z. (6.34)
T—00 t—o0
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actually the case. By applying the triangle inequality and noting that 0 < [A7];, <1
for all 7, 7, and k, we can write

K K
DN ATk (X (0) = A (0)) (Ajra () = 250(0"))

L2 (6.40)

K K
<3N a0 = M0)] x A1) = 20 (0)

Since the log likelihood ratios have finite second moment by assumption, and since we
have the inequality

|A5,1(0) = X;(0)] x [ Ajr1(8') = Xje (6")]

(o= 50) (v - 20)]. (6.41

< =
-2

the random variable z* defined in (6.40) has finite mean, as desired. We can accordingly
call upon the dominated convergence theorem to establish that (6.37) holds. This
concludes the verification of condition (D.53).

It remains to show that the Lindeberg condition (D.54) is satisfied, namely, that

S B[l 2 ly P > =] | =o. (6.42)

To this end, we note that, since

Z[AT]M =1 (6.43)

and [A7];x > 0, we can apply Jensen’s inequality (see Theorem C.5 and in particular
(C.10)) to the squared norm of (6.31) to get

K K
ly 12 <D ATkl = XlP <Y A = AP 2 25 (6.44)
j=1

j=1

The condition ||y, ||*> < 2 further implies
by, 2 [y, |2 > et] < 23T [28 > o] (6.45)

Note that the random variables z defined in (6.44) are identically distributed. Therefore,
in view of (6.45) we have

t
1
3 Rl BTl I > 1] ]
=1

IN
o~ | =

E{z*]l[z* >at]]
= [ [2] > et] } (6.46)

Since we can write
21127 > et] < 21 (6.47)
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and since 2z} has finite mean (because the log likelihood ratios have finite variances),
we can apply the dominated convergence theorem (Theorem D.6) to z7 [[2] > et] to
conclude that the RHS of (6.46) vanishes as ¢ — co. This also implies that the LHS
vanishes, which means that the Lindeberg condition holds. Then the proof is complete
by applying Theorem D.9 to the last term on the RHS of (6.30), with the choice of y,
in (6.31).

|

Example 6.1 (Gaussian approximation). We consider a network of K = 10 agents that
communicate according to the topology in Figure 6.1. The graph is undirected, and
all agents are assumed to have a self-loop, not shown in the figure. The graph can be
verified to be strong. On top of it, a Metropolis combination matrix (see Table 4.1) is
constructed, which results in a doubly stochastic matrix, therefore yielding a uniform
Perron vector v = [vg], with vy = 1/K for k = 1,2,..., K. The agents wish to solve

Figure 6.1: Network topology used in Example 6.1. The graph is undirected and all agents are
assumed to have a self-loop (not shown in the figure).

a social learning problem with three hypotheses, i.e., 8 € {1,2,3}. The observations
i, € {0,1}, for each agent k and time ¢, are all distributed as balanced Bernoulli
random variables (i.e., with Pz, = 0] = 0.5), and are independent across k and ¢. We
assume identical Bernoulli likelihood models across the agents, namely,

L (z|0) = go Iz = 0] + (1 — go) [z = 1], (6.48)
where the hypothesis-dependent probabilities go are

q1 = 0.52, g2 = 0.48, g3 = 0.5. (6.49)
According to this setup, we are considering the objective evidence model described

in Section 5.3, since the observations are distributed according to a true underlying
hypothesis, in this case hypothesis ¥° = 3. Using (6.48), the log likelihood ratio between
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the true hypothesis ©¥° and a hypothesis 6 € {1, 2} is computed as
€k(mk7t|19°) . Ek(mk,t\?))

Ak,t(0) =lo =1lo
we(0) = log 5 - 8 T(wrld)
0.5
=[xk, = 0] log —_ + Ik, = 1} log
1—qo
= —log2 — ]I[:c;m = 0]log go — I[xk,: = 1]log(1l — go). (6.50)
From (6.50) we can compute the mean of A, (0) as

< 1 1

Ae(0) = EXg¢(0) = —log2 — 5 log go — 3 log(1 — gs). (6.51)

By combining (6.50) and (6.51), and performing straightforward algebraic manipulations,
we can write

1-— 1
Akt (0) — Ak (0) = L+ T, = 1)log

1
2 ’ Qe 1—qo
%(71)1*“‘M log — 2. (6.52)

We observe that the random variables Mg, (1) — X (1) and A ¢(2) — Mg (2) are proportional,
i.e., they are deterministically related. Accordingly, their covariance matrix must be
singular. In fact, from (6.52) we can compute the covariance matrix

2
q1 q2

lo lo lo

(gl—Ch) gl gl—(h

2 )
q1 q2 q2
lo log ——— lo
gl—(h gl—fh (gl—(I2>

whose determinant is seen to be 0. Since in this example the observations are identically
distributed across the agents, and since the Metropolis matrix is doubly stochastic
(hence, the Perron vector has all entries equal to 1/K), the network covariance matrix
Yhet from (6.24) is equal to

2
41 q2
1 1 1
1 <Og1—q1> v Ogl—QQ

4K
log @ log a2 log 2
1-— q1 1-— q2 1— q2

(6.53)

(6.54)

Note that, thanks to the factor K appearing in (6.54), the variances (i.e., the diagonal
entries of Ypet) decrease as the number of agents increases. This is one example that shows
the benefits of cooperation, since a reduced variance is representative of a higher learning
accuracy. We will examine more closely the benefits of cooperation in Section 6.3.1, in
terms of another performance indicator, namely, the large deviation exponents that will
be seen to govern the decay to 0 of the error probability.

In view of the aforementioned proportionality (i.e., perfect correlation) between
the random variables Ag (1) — Ax(1) and Ag.+(2) — Ax(2), it is redundant to examine
the joint evolution of the log belief ratios ,Bk’t(l) and ,Bk’t(Z). We focus instead on
their individual evolution. More specifically, in each panel of Figure 6.2, we display
a histogram computed from 5000 independent realizations of the shifted and scaled
variable v/t (Bkt(ﬂ) — S\net(G)), for k = 2 and 0 = 1. Different panels refer to different
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Figure 6.2: Histograms computed from 5000 independent realizations of the shifted and scaled
variable v/t (Bk,t(O) - Xnet(e)), for k = 2 and 6 = 1, in the setting of Example 6.1. Different
panels refer to different values of t. The histograms are compared against a zero-mean Gaussian

distribution with variance Ynet(1,1) (black curves), where the covariance matrix Xnet is reported
in (6.54).

values of ¢t. In view of Theorem 6.2, this shifted and scaled variable must follow, for
sufficiently large ¢, a zero-mean Gaussian distribution with variance 3net(1,1), where
Yhet(0,0') denotes the (6,0") entry of the covariance matrix Ynet in (6.54). The pdf of
this limiting Gaussian distribution is represented by the black curves in Figure 6.2.
Examining the four panels of the figure (which correspond to different values of t), we
see that the empirical and limiting distributions become in fact similar as ¢ increases.®

6.3 Large Deviations for Large t

In this section we resort to the theory of large deviations introduced in
Appendix E, to obtain the following type of asymptotic characterization
for the error probability [59, 60]:

Pkt = €Xp {—t[‘If + 0(1)} } (6.55)

for a certain value ¥ that is called the error ezponent. The symbol o(1)
denotes here a quantity that approaches zero as t — co — see Table 1.1.

3We remark that convergence in distribution refers to the convergence of cumulative distri-
bution functions and not of probability density functions. Therefore, Figure 6.2 should not be
interpreted in the sense of showing convergence of pdfs.
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We conclude from (6.55) that the leading exponential order (as ¢t — o) is
given by the term —t . Equation (6.55) can be equivalently rewritten as

o1
tlglolo : logpy+ = —V. (6.56)

In place of (6.55) or (6.56), a compact and common notation to indicate
equality to the leading exponential order is [52]

pre=e U (6.57)

The error exponent V is a compact statistical descriptor of the social learn-
ing performance; it can be used to compare different systems or to optimize
different parameters (e.g., the network graph, the likelihood models) to
achieve the maximum decay rate for the error probability. For example, it
makes sense to compare two different networks implementing a social learn-
ing algorithm in terms of their exponents; the network featuring the largest
exponent will be considered superior since its probability vanishes faster.
We will see relevant examples of this type of comparison in Chapter 13.

The theory of large deviations has been exploited in [9] for binary
hypothesis testing, and in [106] for social learning with geometric averaging,
under the objective evidence model. The next theorem considers the more
general setting in Assumption 5.2.

Before stating the theorem, it is necessary to introduce the logarithmic
moment generating function (LMGF), a.k.a. cumulant generating function,
of the log likelihood ratios (see Appendix E.1.2):

Ai(s;0) = logE exp {s /\k,t(e)}, (6.58)

where s € R and the expectation is computed under the true model fi(x),
which does not change over time, and this explains why A(s; @) does not
depend on t. It is also useful to introduce the LMGF of the network average
of log likelihood ratios Apet+(#) defined by (6.7):

Anet(5;0) 2 log E exp {s )\nent(G)} (6.59)
and its Fenchel-Legendre transform (see Appendix E.1.1)

Aree(y:0) = sup (sy = Aner(5:0)), y € R. (6.60)
seR



136 Error Probability Performance

Theorem 6.3 (Error exponents under geometric averaging). Let Assumptions 5.1,
5.2, and 6.1 be satisfied. If, for k = 1,2,..., K and for all  # ¥*,

Ak(s;0) < o0 Vs €R, (6.61)
then .
P [y, (0) <0] = ¥OF, (6.62)
where
U(0) 2 Aree(0;0) = — infR Anet(s;6) > 0. (6.63)
IS

Moreover, the error probability for each agent k is dominated by the worst-case
(i-e., the smallest) exponent:

Py —e ¥ U= (ggsn U(0). (6.64)

Proof. To prove the theorem we will study the large deviations of the time-scaled log
belief ratio Bk,,t(G) — see (6.25). The proof of the theorem involves: i) calling upon the
Gértner-Ellis theorem (Theorem E.2) to provide the exponential characterization of the
log beliefs for the individual hypotheses 6 # 9, namely, Eq. (6.62); and ) using classic
probabilistic bounds to obtain, from the individual error exponents, the exponent of the
overall error probability pk,:, namely, Eq. (6.64).

We start with step 7). Let

A1 /i(s) £ logE exp {S,B,m(@)} (6.65)

denote the LMGF of the time-scaled log belief ratio Bk’t(é). For simplicity, we omitted
the dependence of Ay,:(s) on k and . Consider now the Gértner-Ellis theorem with
the asymptotic parameter € chosen as € = 1/¢, with ¢t — co. Examining the claim of
Theorem E.2, and in particular condition (E.159), we see that if we establish that

lim Al/t(st) Anet(s;0), (6.66)

t— o0

then we can conclude that (6.62) holds with exponent ¥(6) given by (6.63). Let us
accordingly prove that (6.66) holds. In view of (6.28), the LMGF A, /.(s) can be computed
as

Am(s)—logEexp{jﬂk,t(f))}—‘jZ[ 1jxB50(6 +ZA (5)- o

In the last step we exploited the fact that the random variables A;;—-41(6) are indepen-
dent over time (we recall that the LMGF of the sum of independent random variables is
equal to the sum of the LMGFs of the random variables) and introduced the function

K

A-(s) 2 log E exp { > A )‘j,t-rJrl(o)}
= logE exp {SZ[AT}jk Aj,l(e)}, (6.68)

j=1
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where the equality follows from the identical distribution over time. From (6.67) we can
write

%Al/t(st) Anee(5;6) Z[A jBj.0(0 Z (KT(S) —Anet(s;e)). (6.69)

r=1

To prove (6.66), we show that both terms on the RHS of (6.69) vanish as ¢ — oco. Since
0 < [A"];x < 1, the first term vanishes as t — co. Regarding the second term, in view of
(4.23) we have the following convergence:

exp {s Z[AT]jk Aj,1(9)} —> exp { Z } (6.70)

Moreover, using (6.43) and applying Jensen’s inequality (see Theorem C.5 and in
particular (C.10)) to the exponential function, we can write

exp {SZ[AT]jk Aj,l(e)} <> A rexp {sXa(0)} < exp {sXa(0)}. (6.71)

Note that the RHS of (6.71) has finite mean in view of (6.61). Therefore, Eq. (6.71)
guarantees that the random variable

exp {S Z[AT]jk >\j,1(9)} (6.72)

is upper bounded by a random variable (independent of 7) with finite mean. This allows
us to call upon the dominated convergence theorem (Theorem D.6) and conclude from
(6.70) that

-rlgilo E exp {s Z[AT]M Aj1 (9)} = Eexp {s Z ViAj 1 (6‘)} , (6.73)

j=1
which, taking the logarithm and using (6.7), (6.59), and (6.68), is equivalent to

Hm Ar(s) = Aner(s; 0). (6.74)
Equation (6.74) implies that the second term on the RHS of (6.69) vanishes — see
footnote 2 in this chapter. This concludes the proof of (6.66).
It is now legitimate to call upon Theorem E.2 (with the choice e = 1/t), which
establishes that the following large deviation principle (see Definition E.2) holds for all
sets S (the infimum over an empty set is taken as 0o0):

— inf  Ape(y;0) < hmlnf log]P [ﬂk .(0) € S]
y€int(S)

glimsupzlogp[ﬁk’t(Q)GS] < - mf Anet(y, 0), (6.75)

t—o0 yecl

where int(S) and cl(S) denote the interior and the closure of S, respectively, and where
Abet(y;0) is the Fenchel-Legendre transform of Apet(s;#) — see (6.60). The function
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At (y;0) is also referred to, in the theory of large deviations, as the rate function — see
Appendix F. Note that Anet(s;0) is finite for all s € R because so are by assumption the
individual LMGFs Ag(s) — see footnote 6 in Appendix F. Accordingly, the function
Anet(s;0) and its Fenchel-Legendre transform A (y; @) possess all the regularity proper-
ties listed in Lemma E.1. Consider in particular the choice S = (—o0, 0], and observe
that Xnet(e) > 0 due to Assumption 6.1. By exploiting the aforementioned regularity
properties, we can compute the infimum and supremum appearing in (6.75) as (see, also
Figures E.1 and E.2 for typical shapes of the rate function)

inf  Afei(y; 0) = inf Anet(yﬁ) = Aret(0;0), (6.76)
y€E€int(S) yecl(
which means that S = (—o00,0] is a continuity set of the function A} (y;0) or an
Aje-continuity set — see (E.155). Substituting (6.76) into (6.75), we obtain

1 5 *
lim —logP B, ,(0) < 0] = —Ant(0;0), (6.77)
t—oo t ’
where, in view of (6.60), the rate function evaluated at y = 0 can be computed as

Aset(0;0) = sup ( — Anet(s; 0)) 1nf Anet(s;0) > (6.78)

s€eR

The inequality in (6.78) holds since, in view of Lemma E.1, the rate function Ay (y;0) is
nonnegative and is equal to 0 only when y is equal to the mean of the random variable
whose LMGF is Apet(s; 0). This random variable is Anet ¢ (f) and its mean is Anet (6). Since
we have 0 # Anet(8), we conclude that Al (0;6) > 0. Grouping (6.77), (6.78), and the
definition of W(#) in (6.63) (and further observing that P[3, ,(0) < 0] = P[By..(0) < 0]
because BM(Q) = f.+(0)/t), the proof of (6.62) is complete.

It remains to prove that the exponential characterization (6.62) for the probability
P[B3, ,(0) < 0] implies the exponential characterization (6.64) for the overall error
probability px,:. To this end, observe that in view of (6.22), px,: can be bounded as
follows (with the lower bound holding for all § # 9%):

P [B:(0) <0 <pri < Y P[B,.(0) <0], (6.79)
0O
where the upper bound is the union bound [65].
Using the lower bound in (6.79) along with (6.77) we can write

1
. . - > _ _ s — .
htm inf ; log p,t > ﬁ%’f ( ql(@)) = gl;g} U(0) =-v, (6.80)

where W is defined in (6.64).

Let us now focus on the upper bound in (6.79). By definition, for all § # ¢¥* we have
that U < W(0). Accordingly, the convergence in (6.77) implies that, given an arbitrary
e > 0, for sufficiently large ¢ we can write

P8y, (0) <0] < e, (6.81)

Using (6.81) in the RHS of (6.79) yields

1 1
n log pr,t < n log(H—1) — ¥ +¢, (6.82)
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Due to the arbitrariness of €, we have

1
limsup ~ log pr,: < —0. (6.83)

t—o0 t -

Grouping (6.80) and (6.83), we obtain the desired claim.

6.3.1 Benefits of Cooperation

One useful insight that can be gained from Theorem 6.3 relates to the
benefits of cooperation. In Chapter 5 we have seen that cooperation
is rewarding since it allows to overcome the limited view that agents
experience when the learning problems are not locally identifiable. Using
the results from Theorem 6.3, it is possible to reveal another benefit of
cooperation, namely, that cooperation can improve learning accuracy. We
illustrate this aspect through an example.

Example 6.2 (Cooperation improves learning accuracy). Consider K agents connected
according to a primitive graph associated with a doubly stochastic combination matrix,
yielding a Perron vector with uniform entries vy = 1/K for k = 1,2,..., K. The
observations are statistically independent across the agents. Moreover, the likelihood
models ¢x ¢ and and the true distributions fi are equal across the agents. These models
guarantee that each agent could learn the target hypothesis ¥* individually. Therefore,
in this case cooperation is not useful to resolve local unidentifiability issues. However,
we will now show that cooperation boosts the learning performance. In particular, the
performance will be measured in terms of the error exponent ¥ in (6.64).

To evaluate ¥, we need to evaluate first the hypothesis-dependent error exponents
U(0) in (6.63), where the LMGF Anet(s;6) was defined in (6.59). To start with, recall
from (6.58) that Ax(s;0) denotes the LMGF of Ag(6), and observe that Anet(s; ) is
given by

Aner(s:0) = Y A(vrsi0) = > Aw(s/K;0), (6.84)

where in the first equality we used the fact that the data are independent across the
agents (and, hence, the LMGF of Anet,:(6) in (6.7) is given by the sum of the LMGFs of
the variables vg Ax,:(0)), whereas in the second equality we replaced each Perron vector
entry v, by 1/K since the combination matrix is doubly stochastic. Moreover, since the
random variables Ay () are identically distributed across the agents, from (6.84) we
can also write

Anet(s;0) = KAk (s/K;0), (6.85)

where the particular choice of k = 1,2,..., K is immaterial.

Using (6.63), we can compute ¥(0) for the network of K agents. We can also specialize
(6.63) to the case of an individual agent working in isolation. The corresponding exponent
will be denoted by Wing(6). In summary, from (6.63) we obtain

U(0) = — inf Anet(s;0), Uing(0) = — inf Aina(s; 0). (6.86)
SER seR
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Exploiting (6.85) and (6.86), we obtain
U (0)=— inf Anet(s;0) = —K inf Aina(s/K;0) =—K inf Aina(s;0) = KUing(0). (6.87)
sER seR seR

Referring to the worst-case exponent in (6.64), we finally obtain
U = KWing- (6.88)

We thus find that the network error exponent is K times larger than the error exponent
of a standalone agent; this implies that the error probability vanishes exponentially faster
(by a factor K) in the social learning case. Intuitively, a network of K agents observes K
times as much data as a single agent at each time instant. Cooperation among the agents
allows to exploit this increased knowledge and yields the aforementioned improvement
in the learning performance. Note also that a similar effect was already observed in
terms of the K-fold variance reduction in Example 6.1.

Moreover, in Chapter 13 we will also discuss the connections between the performance
of the individual agents in the network and the performance of an ideal centralized
system that has access to all observations. We will see that independence across the
agents and doubly stochastic matrices lead to an asymptotic equivalence of each agent
with the centralized system. However, if we remove these conditions the agents can
incur a performance loss with respect to the centralized system, and we will discuss an
alternative social learning strategy to address this issue.

Example 6.3 (Error exponents). Consider the same setup used in Example 6.1. We
want to specialize to this example the large deviation characterization provided by
Theorem 6.3. To this end, we proceed to evaluate the error exponents ¥(6) in (6.63).
They can be computed by exploiting the characterization available for the rate function
of Bernoulli variables from Example E.3, as we now illustrate.

From (6.50) we know that Ax:(0) is equal to —log2 — logqe if r: = 0 and to
—log2 —log(1 — qg) if @k, = 1, which is equivalent to the representation

0.5
Ako(0) = log = +log — 2@y, = ag + bp @1, (6.89)
0 1—qo
where 0.5
ap £ log =, by £ log 2 __ (6.90)
g0 1—qo

Equation (6.89) reveals that A () is a shifted and scaled version of the Bernoulli
variable @y (which, in this example, has equiprobable outcomes 0 and 1 under the
true underlying model). From the definition of an LMGF, it is readily verified that if a
random variable & has LMGF A(s), then a shifted and scaled variable a + bz has LMGF
equal to

as + A(bs). (6.91)

Applying this property to (6.89), and denoting by Ager(s) the LMGF of the Bernoulli
variable x ¢ (i.e., the LMGF from (E.45) with the choice p = 1/2), we get

Aw(s;0) = ags + Ager(bos). (6.92)

Since the observations are iid across the agents, for the evaluation of the network LMGF
Anet(s;0) we can appeal to (6.85), obtaining

Anet(8;0) = aps + K Aper(bos/K). (6.93)
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From the definition of the Fenchel-Legendre transform, it is straightforward to verify that
if a function g(s) has Fenchel-Legendre transform g¢*(y), the following three properties
hold, for any choice of the constants a € R, b # 0, and ¢ > 0:

as+g(s) = g (y—a), g(bs) =g (y/b), cg(s/c) = cg (), (6.94)
where the arrow indicates application of the Fenchel-Legendre transform. Using these

three properties in (6.93), we obtain

* * —a

Anet(y; 9) = KABer (y b0 9) . (695)
Replacing Ag,, with the expression for the rate function of a Bernoulli random variable
with equiprobable outcomes (i.e., Eq. (E.58) with probability p = 1/2), we obtain, for
the case by > 0,

KDb<y;““’ ;) if ap <y < ag + bo,
* 0
Anet(y;0) = (6.96)
o0 otherwise,
and for the case by < 0,
Yy — ag 1 .
KDy 5 5 if ag +bo <y < ao,
* 0
Avee(y; 0) = (6.97)
00 otherwise.

In the last two equations, the notation Dy(r’||r”') is a shortcut for the KL divergence
(see Definition B.4) between the two binary pmfs [r',1 —7'] and [r”,1 — r”], namely,

/ /
N A T / 1—r
Db('r HT ) =7r logﬁ+(lf1”)10g1_7r” (698)
Using the definitions of ag and by from (6.90) in (6.96) and (6.97), we get
y—log 22|11
KDy (bgnge ) if Ymin < Y < Ymax,
Anee(y;0) = 1 (6.99)
o0 otherwise,
where 0.5 05
Ymin = IOg : Ymax = log . (6100)

max(go, 1 — qo)’ min(ge, 1 — qp)
We can now compute the error exponent ¥(#) by evaluating the rate function A (y; 0)

at y = 0, yielding
1
= 1. 6.101
2) (6.101)

With the choices in (6.49), from (6.101) we obtain the numerical values

qe
log 0.5
de

log T

v(0) = KDb<

U(1)=2x10"%  ¥@2)=2x10" (6.102)
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Figure 6.3: Error probability p;; as a function of ¢, for k = 1,2,5,7, in the setting of
Example 6.3. Markers refer to the empirical error probability estimated from 5000 Monte
Carlo runs. The dashed line refers to the theoretical error probability in (6.22) computed using

the Gaussian approximation in (6.104). The solid line refers to the function e~%?, with error
exponent W predicted by the large deviation analysis in Theorem 6.3.
and the error exponent V¥ in (6.64) is thus

U= min V() =2x10"". (6.103)

6c{1,2}

In Figure 6.3 we display the error probability px,: defined in (6.19), as a function of
t, for the agents listed in the legend. The markers in the figure represent probabilities
estimated empirically from 5000 Monte Carlo runs. The dashed line represents the error
probability curve computed by using the following Gaussian approximation for the scaled
log belief ratio:

Bk,t(o) ~Y (S\neh %Enet(97 0)) 5 (6104)

which is obtained from Theorem 6.2. The solid line represents the function e~¥?, where
¥ is the error exponent provided by (6.103).

Figure 6.3 shows that, in the considered example, the Gaussian approximation can
be used to estimate the error probability with good accuracy in a certain range, say,
for 1500 < t < 3000. However, we know from Appendix E (see Example E.5) that the
Gaussian approximation does not offer theoretical convergence guarantees on the tails,
i.e., as the error probability decreases. On the other hand, the error exponent ¥, while
not being useful to approximate the error probability curves, is guaranteed to provide
a faithful prediction of their exponential rate of decay, that is, of their slope (in the
considered logarithmic scale for the vertical axis).

Example 6.4 (Chernoff information). Consider the situation where: i) the observations
are statistically independent across the agents; i) they follow the objective evidence
model (see Section 5.3) with a common underlying hypothesis 9°; and i) the combination
matrix is doubly stochastic.

Since the observations are independent across the agents and the matrix is doubly
stochastic (hence, its Perron vector has equal entries), to compute the LMGF of the
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network variable Anet,:(6) we can use (6.84) to obtain

Anec(5:60) = Y Ax(s/K;0). (6.105)
k=1

In view of Theorem 6.3, the error exponent of the social learning strategy is given by

Aer(0;6) = — inf ZAk s/K:0) = — inf ZAk 5:0). (6.106)

In view of the independence across the agents, and using (6.3) and (6.58), the last sum
in (6.106) can also be represented as

logE lH exp{s)\k,t(e)}] =logE K TTE ta(onal) ) ] . (6.107)

k=1

Now, given a random vector z and two pdfs or pmfs f(z) and g(z), the quantity

C(f,9) 2 1nf logE |:<§E2) ] (6.108)

is referred to as the Chernoff information between f and g [44, 59, 60]. In view of
(6.107), the error exponent A (0;0) is the Chernoff information between the two pdfs
or pmfs

K K
[T @), T enilo), (6.109)
k=1 k=1

defined over the aggregate of observations across the agents, namely, [€1,¢, Z2¢,. .., TK,t]-
The Chernoff information is one fundamental quantity to characterize the performance
of optimal Bayesian hypothesis testing, originally used for the binary case [44], and
later for the multi-hypothesis case [107]. We will comment on these aspects more closely
when dealing with the comparison between social learning and Bayesian learning in
Section 13.1.







Chapter 7

Social Learning with Arithmetic Averaging

In this chapter we consider the social learning algorithm with arithmetic
averaging, reported in listing (3.24) and replicated here for ease of reference:

Yy 1(0) o g sy ()0 (Thl0), (7.1a)
it (0) = D ajrp;(0). (7.1b)
JENS

Pooling the beliefs by means of an arithmetic average is perhaps the simplest
and most direct solution. Despite this simplicity, however, establishing the
convergence of the beliefs under arithmetic averaging is significantly more
challenging than it is under geometric averaging. This is because, under
geometric averaging, it is possible to reduce the analysis to the study of
log belief ratios that can be expressed in terms of sums of independent log
likelihood ratios. Due to this property, one can then appeal to the strong
law of large numbers to obtain convergence results under great generality —
see Theorem 5.1. As a matter of fact, in Chapter 5 we were able to examine
a number of useful cases, including continuous and discrete distributions,
connected and weak graphs, objective and subjective evidence, and the
presence of fake agents. In comparison, the available results on convergence
of the beliefs under arithmetic averaging are more limited, mostly focusing
on data belonging to discrete finite sets (in the forthcoming treatment
we remove this restriction), connected graphs, and the objective evidence
model.
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7.1 Modeling Assumptions

The convergence results in this chapter are stated under the objective
evidence model (Assumption 5.3), i.e., the observations xj,; are distributed
according to some true likelihood £ (z|9°), where ¥° € O.

Recall that the index k appearing in the observation x; and the
likelihoods #x(x|9°) indicates that the network agents are allowed to be
heterogeneous. This heterogeneity affects the inferential capabilities of the
individual agents. For example, as was seen in Section 5.3, given a certain
hypothesis 6, agent k might not be able to distinguish 8 from the true
hypothesis 19°. This happens when agent k has the same model for 6 and 9°,
i.e., when D(€y, go||lk,9) = 0. In this case, we say that 6 is indistinguishable
from ¥° by agent k. More generally, we define the set of indistinguishable
hypotheses (which we will refer to, for brevity, as indistinguishable set) for
each agent k as

I, = {9 € ©\{0°} such that D(lx go||lke) = 0}_ (7.2)

We also define the set of distinguishable hypotheses (referred to as distin-
guishable set) for agent k as

Dy 2 O\ (T, U {v°}). (7.3)

As was done in Section 5.3, to enable all agents to learn the truth we
require the global identifiability condition formulated in Assumption 5.4.
That is, we assume that for each 6 # 9°, there exists at least one agent
that is able to distinguish 6 from 9°.

Before establishing the convergence result, we introduce the following
assumption, which excludes the case where the true likelihood ¢y (2[9°) can
be constructed as a convex combination of the distinguishable likelihoods
li(x|0) for O € Dy.

Assumption 7.1 (Convex independent likelihoods). For each agent k whose
distinguishable set Dj, is nonempty, the true likelihood /¢ g0 is not a convex
combination of the likelihoods {ék,g}gepk of the distinguishable hypotheses. This
means that for all convex combination weights {q(0)}ecp, (i.e., nonnegative
weights such that ZeeDk q(0) = 1), we have

lewe # Y a(0)bo. (7:4)

0eDy,
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Assumption 7.1 is a sufficient condition that is useful to prove our
results. It is typically satisfied when the agents employ parametric families
of likelihoods, where different hypotheses are identified by different values of
the parameters. For example, in a Gaussian, exponential, or binomial family
it is not possible to represent one likelihood as the convex combination of
other likelihoods within the same family.

Thus, when the likelihoods belong to some structured parametric family,
Assumption 7.1 is typically satisfied. We now show that it can be satisfied
also in the somehow opposite case where the likelihoods are chosen in an
unstructured manner. Specifically, let X} be a discrete finite set, and recall
that a probability mass function on X} is a point lying in the probability
simplex Ay, |. Assume that the likelihoods are picked uniformly at random
from the probability simplex. Then, when the cardinality of X} is larger
than the cardinality of the distinguishable set Dy, the probability of picking
a set of likelihoods that violate Assumption 7.1 is zero. This is because:
i) the dimension of the probability simplex is d’ = |X}| — 1, whereas the
dimension of the convex hull generated by |Dg| likelihoods is at most
d" = |Dy| — 1 < d’; and ii) if we pick some points uniformly at random
from a continuous space of dimension d’, the probability that they lie in a
given space of dimension d” < d' is zero.

The next example shows one case where Assumption 7.1 is violated.

Example 7.1 (Discrete observation space with two elements). Consider a discrete
observation space X, = {a,b}. For each 6 € ©, the pmf

Lo = [lr(alf), £x(]0)] (7.5)

can be represented by a point (p1,p2) € R? — see Figure 7.1. More specifically, k.o
lies in A, the probability simplex in R?, which is a line segment. Consider now three
hypotheses, 01, 02, 03, for which agent k has three distinct likelihoods. It follows that one
of them must necessarily lie in between the other two likelihoods, as shown in Figure 7.1.
Referring to this figure, when ¥° = 03 condition (7.4) would be violated.

7.2 Belief Convergence

For observations modeled as discrete random variables with finite support,
truth learning under arithmetic averaging is established in [131, Thm. 5],
without requiring Assumption 7.1. By introducing Assumption 7.1, in
the next theorem we are able to cover also the cases of discrete random
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D2

0 P1

Figure 7.1: Illustration for Example 7.1.

variables with infinite support and of continuous random variables. For
discrete random variables with finite support, the proof of the theorem
below constitutes an alternative (perhaps simpler) proof with respect to
the one offered in [131], albeit at the expense of introducing an additional
assumption.

Theorem 7.1 (Belief convergence). Let Assumptions 5.1, 5.3, 5.4, and 7.1 be
satisfied. If the network graph is connected, then for £ =1,2,..., K,

i (9°) 2 1, (7.6)

t—o0

Before presenting the proof of Theorem 7.1, we introduce some relevant
intermediate results. We start by defining the following quantity for any
convex combination vector ¢ € Ay:

ék(mk,tlﬂ")

d L2 Elo ,
K(0) = B log = i (@nal6)
0O

(7.7)

which is a KL divergence because i) the denominator is a pdf (or pmf) as
it is a convex combination of pdfs (or pmfs); and 4) under Assumption 5.3,
the expectation is computed considering the true likelihood £y (z|9¥°). Fur-
thermore, given the underlying probability space (€2,.7,P), we introduce
the filtration (see Definition D.5) generated by the belief vectors of all
agents, namely, the sequence of sub-o-fields

Fi=2o <{Nk,0}kK:17 {ﬂk,l}szla cees {l"’kz,t}li(:l) , t=0,1,... (7.8)
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Note that Fy = o ({uk70},§:1) = {0, Q} is the trivial o-field, since we are
modeling the initial beliefs as deterministic.

Before proceeding with the analysis, it is important to remark that, as
was the case for geometric averaging, even under arithmetic averaging the
beliefs 1y, 4(0) and py, ;(0) remain nonzero almost surely if Assumptions 5.1
and 5.2 are satisfied. In fact, we have already observed (see the discussion
before Theorem 5.1) that under Assumption 5.2 the likelihoods are almost-
surely positive, implying that 7) the denominator in the Bayesian update
step (7.1a) is almost-surely positive; and 4i) starting from a belief g, 4 (6)
that is nonzero at any 6, the intermediate belief 1y, ;(#) in (7.1a) is nonzero.
Now, since in view of point i) of Assumption 5.1 the combination matrix is
left stochastic, for each agent k there exists at least one agent j such that
ajr > 0 (see Definition 4.10). Thus, Eq. (7.1b) implies that py ,(6) > 0.
Moreover, since from point ii) in Assumption 5.1 the initial beliefs p, 0(6)
are nonzero, positivity of the beliefs 1 ,(0) and p;, (6) extends to all ¢ by
induction. The aforementioned properties will be useful in the following
development, where we will work with log beliefs such as log p;, ;(9°). Since
the beliefs are nonzero almost surely, the random variable log p, ,(9°) is
well-posed. Moreover, since belief vectors are probability vectors, we also
have . ,(9°) < 1, which implies that log uy ;(9°) is a negative random
variable (recall that when we say that a random variable is negative we
mean that it is smaller than 0 almost surely).

Lemma 7.1 (Useful submartingale). Let Assumptions 5.1 and 5.3 be satisfied.
Assume that the network graph is connected, let v be the Perron vector associated
with the combination matrix A, and define the random variables, for t = 0,1, .. .,

K

m; = ka log gy, ,(9°). (7.9)

k=1
Then the following properties hold:
i) Fort=1,2,...,

K
E [my¢|Fe—1] > Z Vkdk (g 1) (7.10)

ii) The sequence {m.}{2, is a negative submartingale (see Definition D.6)
with respect to the filtration {F;}2, in (7.8), and there exists a random
variable mq such that

My — Moo, (7.11)

iii) The sequence of expected values Em; has a finite limit.
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Proof. Taking the logarithm of (7.1b), we can write

log Nk,t(ﬂo) = log < Z ajk"/’j,t(ﬂo))

JENY

@) B )fj(%nt V%)

log ajk

]Ez/\;k Z e 1(0)45(x;,:10)

(;) ax log “j,t—l(ﬁo)éj(wj,t 9°)

jeny, eg)”j,t—l(e)éj(mj,t‘e)

0 i (,|0°)

= Z ajrlog p; o (97) + Z a;k log e ; (7.12)

jen, jen, 9%29 ,u’j,t—l(e)éj (x5,616)

where in (a) we used (7.1a) and in (b) we used Jensen’s inequality (see Theorem C.5 and
in particular (C.10)) in view of the concavity of the logarithm. Taking the expectation
of the LHS and RHS of (7.12) conditioned on F;_; yields, for t = 1,2,...,

E [log ., (9°)|Fer] > D agilog g, 1 (9°)

JENG
Li(xj,e|9°)
+ a;kE |log EASatAl Fio1]| . (7.13)
Z ! Z l‘j,t—l(e)éj(wj,tW)
J€NK )

Assumption 5.3 implies that the observations at time ¢ are independent of the past
observations, and, hence, of the previous-lag belief vector p;, ;. Moreover, once we
condition on the filtration F;—1, the random vector o1 is frozen. As a result, the
expectation on the second term on the RHS of (7.13) corresponds to a KL divergence
between the true likelihood £;,90 and a mixture of likelihoods ), o 1, ,—1(0)¢j6. In
other words, using definition (7.7), the second term on the RHS of (7.13) can be
represented as

> aind;(p)- (7.14)
JENE
In view of the definition of Ny from (4.1) and using (7.14), we can rewrite (7.13) as

K K

E [IOgﬂk,t(ﬁo)‘ftfl} > ZajklOg/J‘j,t 1( Z ajrd;( M- 1) (7.15)

j=1 j=1

Since the combination matrix A is left stochastic (see part i) of Assumption 5.1) and the
network graph is assumed to be connected, it follows from Definition 4.6 and Lemma 4.3
that A is an irreducible matrix with spectral radius p(A) = 1. From the Perron-Frobenius
theorem (Theorem 4.1) it follows that we can define the Perron vector v, which, we
recall, has positive entries and satisfies the relation

Av =w. (7.16)
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Expanding this equation in terms of the individual entries of Av and v, we get

K

Za]’k’l}k:’l}j, j:172,...7K. (717)
k=1

Multiplying both sides of (7.15) by vi, summing over k, and using (7.17) yields (7.10),
which proves part i) of the lemma.

To prove part ii), observe that the nonnegativity of the KL divergence implies
di(py,,;—1) > 0; it then follows from part i) that

E [my|Fi-1] > my—1. (7.18)

Note that m, is a negative random variable since the entries of the Perron vector are
positive and all the beliefs are almost surely strictly less than 1 — see the discussion
before the statement of the theorem. Taking the expectation of both sides of (7.18), we
can write

0> Em; zEmt_l > sz, (719)

which implies that m; has finite mean for t = 0,1,... (note that mo is finite since
the initial beliefs are nonzero in view of point ii) in Assumption 5.1). Therefore, in
view of (7.18), we conclude that the sequence {m;}$2, is a negative submartingale (see
Definition D.6). Then part ii) follows from the martingale convergence theorem — see
in particular Corollary D.1. Finally, part iii) follows from (7.19), which implies that
the sequence of expectations is a convergent sequence (since it is nondecreasing and
bounded from above).

|

Lemma 7.2 (All agents discard the distinguishable hypotheses). Let Assump-
tions 5.1, 5.3, and 7.1 be satisfied, and assume that the network graph is
connected, with a combination matrix A having Perron vector v. Then, for
k=1,2,...,K and for all € Dy,

Bt (0) —=— 0. (7.20)

t—o0

Proof. Under the considered assumptions, we can use the results from Lemma 7.1.
Taking the expectation in (7.10), we get

K
Em; > Emy_q + ka]Edk(uk‘tfl). (7.21)

k=1

Using (7.21) along with the fact that the KL divergence is nonnegative, we see that

K
0<> vkEdi(my,; 1) < Emy — Emy g, (7.22)
k=1



152 Social Learning with Arithmetic Averaging

which, in view of part ii) of Lemma 7.1, implies that the RHS of (7.22) converges to 0.
Therefore, we can apply the squeeze (or sandwich) theorem [144, Thm. 3.19] to (7.22),

obtaining
K
tlim v Bdi (e ;1) = 0. (7.23)
k=1

Since vx > 0 for all k£ and dx (g, ;) is a nonnegative random variable, it follows that

lim Edy (g ,_1) = 0, (7.24)
t—o0

which means that dx (g, ,_;) converges to 0 in the 1st mean, i.e., in the L1 norm —
see Definition D.3. In view of (D.17), this implies that dy(p, , ;) converges to 0 in
probability, namely,

ity 1) 0 (7.25)

t—o0

for k=1,2,..., K. Using Pinsker’s inequality (Theorem C.7) we can lower bound the
KL divergence di(py, ;) and write

1
di (1) > 5 Dy <41m9° ; Zﬂk,t1(9)£k79> ; (7.26)

0ce

where the symbol Dty denotes the total variation distance, whose expression is provided
in Definition C.1.
Consider now an agent k for which |Dg| > 0. Letting

22% t71(9)

90) = =7~ 0€Dx, (7.27)
Z /‘I‘k,t—l(el)
6’eDy,
we can write
L (k0 [9°) Zukl 1(0) k(2 ]0)
6cO
= (1— St 1(9)>5k (@h,t[0°) = Y i1 (0) 0k (@,0]0)
0T u{v°} 0€Dy,
- (ek(wk,two) = a(0) wkt9> > gl (7.28)
0Dy, 0/ €Dy,

which, in view of the formulas for the total variation distance in Definition C.1, implies

Drv (fk,ﬁo ) Zﬂk,t1(9)€k,9>
6coO
X DTV <€k,19° y Z q(e)fk,9> . (729)

DI ()
€Dy,

0eDy,

We now show that the total variation distance appearing on the RHS is lower bounded
by a strictly positive value dmin. Let w be a vector belonging to the probability simplex
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Aip, |- Denote the entries of w by w(#), for § € Dy, and consider the total variation

distance
Drv (zmo Y w(@)zk,9> = g(w) (7.30)

0Dy,

regarded as a function of w. It is readily verified that g(w) is continuous with respect to
w. We want to characterize the infimum of g(w) over Ap, . Since the probability simplex
is a compact set (i.e., it is closed and bounded), from the extreme value theorem [144],
the infimum of g(w) over Ap, is in fact a minimum that is attained at some point(s) of
the set. Denoting by dmin this minimum, we must have g(w) = dmin for some w € Dy.
Since the total variation distance is nonnegative, dmin > 0. Now, if dmin = 0, then the total
variation in (7.30) would be equal to 0 for some w € Dj. This would mean £ g0 could be
written as a convex combination of the likelihoods {£x.¢ }oep, , violating Assumption 7.1.
We conclude that dmin > 0.

In summary, we have shown that g(w) > dmin > 0 for all w € Dy. As a result, the
total variation distance appearing on the RHS of (7.29) can be lower bounded as follows:

Drv <£k,19° ; Z Q(9)€k,9> > dmin > 0. (7.31)

0Dy,

Combining (7.26), (7.29), and (7.31), we obtain

Dt (0)

0Dy,

2

d2,
di(pp 1) 2 =5~ (7.32)

Since dmin is positive, we conclude from (7.25) that, for k¥ = 1,2,..., K and for all
0 € Dy,
f 1 (0) —— 0. (7.33)

t—o0

Lemma 7.3 (All agents learn the truth in probability). Let Assumptions 5.1,
5.3, 5.4, and 7.1 be satisfied. If the network graph is connected, then for k =
1,2,..., K,

P (9°) —— 1, (7.34)

where we remark that the convergence holds in probability (while in Theorem 7.1
we strengthen this result by proving almost-sure convergence).

Proof. We start by showing that, for an agent k£ and a hypothesis 6, we have

t 1 (0) —— 0, (7.35)

t

then the same result holds for all other agents in the network.
Using (7.1b), under condition (7.35) we can write

pie(0) = Y agtp; (0) —— 0. (7.36)

t—oo
JEN
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Now, let 0 < ¢ < 1. Since a;; > 0 for j € N, and since 9, ,(6) is nonnegative, then for
all j € Ny the following implication holds:

;. (0) > e = > ap;,(0) > e (7.37)
JEN

This further implies that

P [ajrtp;,(0) > €] <P LZ ajip; (0) > 51 (7.38)

jENE

for all j € N}, and using (7.36) in (7.38) we conclude that

¥, (0) —— 0. (7.39)

t—o0

Now we would like to show that the convergence result in (7.39) holds for p; ,(0) as
well. Actually, we would not need to prove this result when 6 € Dj, since in this case
we already know from Lemma 7.2 that ujyt(O) converges to 0 in probability. However,
the following derivation holds for any . In view of (7.1a), the belief p; , ,(6) can be
represented as

m] +6")
H],t 1 Zug,t 1 m],t|‘9)

0'co
:Ejt\&
4
Z G(@ialf) (740)

Observe that the random variable defined by the sum in (7.40) has constant distribution
over time, and that 1, ,(0) vanishes in probability in view of (7.39). Therefore, we can
apply Slutsky’s theorem (in particular, Eq. (D.38) in Theorem D.4) to the RHS of (7.40),

concluding that p; ,(6) —2 50 for all j € .
! t—o00

In summary, we have shown that the following implication holds

Byt (0) ——0 = p;,(0) % 0 VjeEN. (7.41)
o0 aadee]

t—

Consider now the neighbors j° € Nj of an agent j € N. Repeating the same steps used
to prove the implication in (7.41), we get

;. (0) ﬁ 0 = py4(0) ﬁ 0 Vi eN;. (7.42)

Since the network graph is assumed to be connected, we can repeat this process so as to
reach all agents in the network, finally establishing that

if p, () —— 0 for an agent k, then 1w .(0) L s 0forj=1,2,...,K. (7.43)
’ t ’ t—o00

—> 00

Let us now consider an agent k for which Dy, is nonempty. Such an agent must necessarily
exist in view of Assumption 5.4. From Lemma 7.2 we know that

py(0) —=—0 VO €Dy, (7.44)
’ t— o0
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In view of (7.43), this implies that p; ,(0) H%} 0forj=1,2,...,K and for all § € Dj.
Repeating the above argument for all agents with nonempty distinguishable set Dy, we
have that
15, (0) —— 0 (7.45)
for 5 = 1,2,...,K and for all § € Ule Dy.. Since Assumption 5.4 imposes that all
hypotheses 6 # 9° are distinguishable for at least one agent, it follows that Ule Dy =
O\{¥°}, which, in view of (7.45), means that, for all agents, the beliefs about the false
hypotheses vanish in probability. Therefore, all agents learn the truth in probability,
and the proof is complete.
|

Proof of Theorem 7.1. Lemma 7.3 ensures that the whole network learns the truth in
probability. Therefore, we have that

K
> vklog py (9°) —2— 0. (7.46)

t— oo
k=1

Using part ii) of Lemma 7.1, and since almost-sure convergence implies convergence in
probability, we have that

K
Z vk log gy, ,(9°) % 0. (7.47)
k=1

Since vy, > 0 and log 1, ,(9°) < 0, it follows that

log p1y, ¢ (0°) == 0, (7.48)
’ t—o0
which is equivalent to

Py, (97) = 1, (7.49)

t—o0

and the proof of Theorem 7.1 is complete.

To illustrate the result of Theorem 7.1, we introduce the following
example.

Example 7.2 (Truth learning under arithmetic averaging). We consider the same setting
used in Example 5.4, which is now briefly summarized. The network graph is reported in
Figure 7.2 (it is undirected and all agents are assumed to have a self-loop, not shown in
the figure). On top of this graph, a combination matrix is built by using the Metropolis
combination rule — see Table 4.1.

The agents have common likelihood models, i.e., £k (x|0) = £(z|0) for all k, and £(x|0)
is a unit-variance Gaussian pdf with mean vy = 6, for § € © = {1, 2,3} — see the top
right panel of Figure 7.2. The network operates under the objective evidence model
(Assumption 5.3), with the true underlying hypothesis being 9° = 1.
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p,:(0)
ps,6(0)
to,¢(0)

0.0 1
0 10 20 30 40 0 10 20 30 40 0 10 20 30 40
t t t
— =1 — 0=2 — 6=3

Figure 7.2: (Top left) Network topology used in Example 7.2. The graph is undirected and all
agents are assumed to have a self-loop, not shown in the figure. (Top right) Likelihood models.
(Bottom) Belief evolution over 40 iterations for agents 1,5, and 9. We see that, as ¢ grows, the
agents place their full belief mass on the true hypothesis ¥° = 1.

While in Example 5.4 the agents used geometric averaging, in the present example
they implement the social learning strategy with arithmetic averaging seen in (7.1a) and
(7.1b).

In the bottom panels of Figure 7.2, we plot the belief evolution for agents 1,5, and 9
over 40 iterations. We see that all agents agree asymptotically on the true hypothesis
¥°, as predicted by Theorem 7.1.




Chapter 8

Adaptive Social Learning

We have seen in Chapter 5 that, as the amount of streaming data grows,
the belief vector converges to an ideal belief vector that places unit mass on
the true hypothesis (or on the hypothesis corresponding to the minimizer
of the network average of KL divergences). In other words, if the amount of
streaming data is sufficiently large, maximum credibility is assigned to the
target hypothesis whereas no credibility is assigned to other hypotheses.
Remarkably, the learning performance continues to improve steadily as
more evidence is collected, and we know from (5.9) that the convergence to
the ideal belief is exponentially fast. Such continuous improvement has a
subtle and often overlooked effect of making the agents stubborn and unable
to react quickly enough to drifts in the underlying operational conditions
(such as a changing target hypothesis). This is a serious limitation, both
from design and behavioral perspectives. From the design viewpoint, there
are several applications where adaptation is a critical requirement for
the deployment of learning systems in highly dynamic and uncertain
environments. From the behavioral viewpoint, we would like the social
learning models to capture the cognitive abilities of groups of animals or
humans, who tend to adapt well to changing conditions.

8.1 Stubbornness of Agents

Let us illustrate the slow reaction time to drifts in the environment by
applying the social learning algorithm (3.16) to a problem involving weather
forecasting, with three possible hypotheses: sunny, cloudy, and rainy.
Consider 10 agents linked by a connected graph and assume that the
streaming observations collected by the agents drive them to believe that
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weather sunn, rain,
state Y y
0 200 600
1.00 1
0.75 1
belief 050
of agent 1 °
0.25 t
0.00 1
0 100 200 300 400 500 600
time
sunny cloudy = rainy
decision loud rain
of agent 1 sunny cloudy —> iy
0 337 560 600

Figure 8.1: Traditional social learning strategy — see listing (3.16). (Top) Evolution of the
weather state. The state drifts at time 200 from “sunny” to “rainy”. (Center) Belief evolution
for agent 1. (Bottom) The instantaneous decision of agent 1, taken by choosing the hypothesis
that maximizes the belief at the current instant. We see that traditional social learning is not
able to adapt to the new state of nature: It takes until about time 580 to correctly identify the
“rainy” state (blue), after having assigned for a long intermediate period maximal belief to a
wrong state, namely, the “cloudy” state (green).

“tomorrow will be sunny.” In this way, their belief vectors will converge to
place maximal mass on the state corresponding to sunny weather. After
some time, the observations available for the decision evolve in response
to changes in meteorological conditions, with the most recent evidence
suggesting that “tomorrow will be rainy.” In this case, the agents will
unfortunately show some significant inertia to changing their beliefs to
place maximal mass on the state corresponding to rainy weather.

This effect is illustrated in Figure 8.1, where we display the time
evolution of the true! state (top), the beliefs of agent 1 (center), and its
decisions (bottom). Similar behavior can be observed for the other agents.
In line with the evidence suggested by the initial set of data, the belief

1To avoid confusion, note that in a weather forecasting problem, data are collected at a
certain time instant to predict the weather state relative to a future time instant, e.g., one day
ahead. Accordingly, when we say that the true state changes from sunny to rainy at time ¢,
we do not mean that it is actually starting to rain at time ¢. We mean instead that the data
collected at time t are compatible with the statistical model corresponding to rainy weather,
rather than sunny weather.
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mass assigned to the hypothesis “sunny” (see the yellow curve) becomes
close to 1 after a few iterations, i.e., the network arrives quickly at the
correct determination about the state of nature.

The state of nature changes to rainy at instant ¢ = 200, but a long
time passes before the agent perceives the drift. The belief starts to change
only at ¢ &~ 350, when, however, the agent still does not detect the true
state. Indeed, it first transitions to believing that it is cloudy (green curve)
before switching to believing that it is rainy (blue curve) many iterations
later, at ¢t ~ 580. This example shows that, under the traditional social
learning strategy (3.16), the agents are not able to react sufficiently fast
and to adapt their beliefs to track drifts in the environment. While they
are able to learn very well until the change, they show a delayed reaction
after the change, needing many iterations to overcome their stubbornness
and opt for the correct hypothesis.

8.2 Adaptive Update

In order to instill adaptation into the social learning algorithm, we must
make it more reactive to the incoming data and less dependent on the
past beliefs. Referring back to the general scheme for non-Bayesian social
learning in Figure 3.3, the step where the algorithm blends past and new
information is the update step. We recall that the goal of this step, for
each agent k at time ¢, is to modify the past belief vector py ;1 into an
intermediate belief vector vy, by incorporating the likelihood £y (xy ¢+|6)
of the new data sample xj ;. For this task, the traditional social learning
algorithm (3.16) relies on a Bayesian update with prior ;1 and likelihood
Ui (2ky)0), namely,

wkt(e) = ME‘;(G) A uk7t—1(9)€k(l‘k7t|9)

= . 8.1
S pra1(0) (110 (8.1)
0'cO

We illustrated in Figure 8.1 that this learning approach infuses some
stubbornness into the behavior of the agents. Therefore, to construct an
adaptive social learning algorithm, we now focus on modifying the update
rule (8.1) by adjusting the computation of the intermediate belief vector

Y t-

To this end, we will make use of another belief vector similar to the one
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introduced in (2.67), namely,

s (0 & - ekl) (5.2

Y (w0
6'co

We referred to this belief as the “likelihood” posterior since it basically
turns the likelihood into a belief by suitable normalization. Note that the
belief vector ,u',yft corresponds to a Bayesian update similar to (8.1), albeit
obtained with a uniform prior that gives equal preference to all hypotheses
(i.e., by replacing py+—1(6) in (8.1) with 1/H). Comparing (8.2) with (8.1),
we see that (8.2) ignores the past belief and relies solely on the new data.
This property of u',;'ft will be exploited in the next sections to construct a
social learning strategy that is more reactive to new data.

In this construction, we will follow the approach used in Section 2.3,
where we showed that the Bayesian posterior is the minimizer of cost
functions based on information-theoretic measures. The new update rule
will rely on suitable modifications of these cost functions, which infuse the
learning algorithm with an adaptation capability. In particular, we will
propose two approaches and interpretations, which will lead to the same

adaptive rule.

8.2.1 Adaptive Update: First Approach

In traditional social learning, the intermediate belief vector v, ; is obtained
through a Bayesian update, i.e., it is computed using (8.1). As a result,
Py,¢ is obviously the solution to the optimization problem

Unp = Y = argmin D (pl|ufy) (8.3)
PEAH

One way to induce faster reaction to new data is to modify this construction
by combining two different KL divergences: One divergence is based on
the Bayesian update u}?; (which accounts for past information through
the past belief vector pu¢—1, and for new data through the likelihood) and
another divergence is based on the “likelihood” posterior uzt‘t (which, as
already mentioned, employs only new data). Specifically, we now seek to

construct 1 ; by considering instead
Uy 2 argmin { (1 - 6)D (pllufy) + 6D (plludl) }, (8.4)
pEAH

where 0 < § < 1 is a weight used to tune the degree of adaptation of the
resulting update rule. We see from (8.4) that, when § — 0, we recover the
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Bayesian update (8.3). In comparison, as 6 moves away from zero, the role
of D(p|| u"k) is magnified. This is one way to promote adaptation by giving
more relevance to new evidence and depressing the convictions arising
from the past. The extreme case § = 1 would correspond to ¥4, ; = ,u',i'ft,
i.e., to a social learning algorithm that throws away the past information
at each time instant. Such algorithm would push adaptation to the limit,
in the sense that the beliefs at time ¢ would depend only on the data
observed at time ¢, without exploiting more fully the information collected
over previous time instants. In the next section we will comment more
closely on the choice of § and its impact on the trade-off between learning
performance and adaptation capacity.

It is possible to solve (8.4) and obtain a closed-form expression for the
intermediate belief vector. Indeed, through straightforward manipulations
we can write

(1= 0)D(pllugt) + 5D (pll i)

— — 0 &
- a 5)9;)1,(9)1%%16( )

p(9)
+ 0 ) log ——— + const.
9262) U(wpt]0)

1-6
= Z p(0) log (p(@)))

9cO /'Lk:,t—lé(xk‘,t|9

5
+ Z p(0) log (%) + const.
p(9)

= p(0) log ——s—————— + const.
9%;) S (x14]0)
p(6)
= p(0)log — -+ const. (8.5)
6%(2) 'u’llftal(e) (zk,t10)

Z :“kt 1( (e |0)

KL divergence
The constant terms collect quantities that do not depend on p. According
o (8.5), we can nullify the final KL divergence and, hence, minimize the
cost function in (8.4), with the unique choice
1-6
o1 (0)€(zg t|0)

o 7 . 8.6
) = T () ) =
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Compared with (8.1), we now see that the past belief 115, ,—1(6) is raised to
the power 1 — 4.

8.2.2 Adaptive Update: Second Approach

We can motivate the same construction (8.6) by following an alternative
argument. Referring back to (2.72), we know that the Bayesian update
(8.1) for the intermediate belief is also the result of solving the following
optimization problem

g = pf = argmin { H (p, s 1) + D(pllufy) } (8.7)
PEA Y
formulated in terms of: i) the cross-entropy H(p,p;+—1) between the
candidate belief vector p and the past belief vector p,;—1; and %) the KL
divergence D(pl| ,u"k) between p and the “likelihood” posterior u',ékt in (8.2).
Again, in order to endow this construction with an adaptation ability, we
incorporate weighting and modify (8.7) into

g = argmin { (1 — ) H(p, jur—1) + Dllily) }, (88)
PEA R

with 0 < § < 1. As was the case before, this choice for the weighting allows
us to recover the traditional Bayesian update (8.1) when § — 0, and the
limiting solution 1y, ; = ,u',;kt when § = 1. As § moves away from zero, the
cross-entropy term that incorporates the past information (through the
past belief vector ;1) is given progressively less importance. In this way,
we enhance the role of the new information, which is incorporated into the
KL divergence involving the belief u"k (which depends solely on the new
data). We can also solve (8.8) in closed form by means of the following

manipulations:
(1= 6)H (p, pxs—1) + D(pllniky)

= (1- 5)9%(:979(0) logm 0co i (0)

1
= (1-9) %p(@) log 1 (0) + Z p(0) log TE) + const.
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Figure 8.2: An example illustrating why (8.10) is a flattened version of fig ;1.

p(0)
o)1 t. 8.9
g;)p O)log — s Oyt T (89)

ze’ e /’Lk,tfl( (g :107)

KL divergence

It follows that the optimal solution to (8.8) coincides with (8.6).

8.2.3 Interpretation as a Bayesian Update

It is possible to show that (8.6) corresponds to a Bayesian update applied
to a modified prior. To this end, we decompose (8.6) into two steps. First,
agent k uses the past belief py¢—1(6) to construct a new belief as follows:

Mllc_td 1(0)

) 10

fi,i—1(0) =

where the normalization is meant to ensure that fi; ;1 is a probability
vector. Second, agent k applies Bayes’ rule by taking as the prior the
modified belief vector iy ;—1, yielding

Lo t—1(0) 0k (21,4]0)
> Hg—1(0) (21,6 |0")
6'co

Vi () = (8.11)

These two steps combined are equivalent to (8.6). The exponentiation and
normalization in (8.10) has the physical meaning of flattening the belief
vector, i.e., of making it more uniform across ¢, as shown in Figure 8.2 for
two values of 4. In this way, if an agent had a particularly peaked belief
around a certain hypothesis, perhaps due to a bias accumulated over time,
flattening the belief helps give more credit to new data.
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8.2.4 Adaptive Social Learning

Referring back to Figure 3.3, we can now use the adaptive rule (8.6) in
the general update block, in place of the traditional Bayesian update that
was used before. For the combination rule we focus on geometric averaging.
The resulting social learning algorithm is detailed in listing (8.13). By
grouping the update and combination steps, the overall belief evolution
can be represented in the following compact form:

ea(0) o TT [ (0)2(as0l0)] ™" (8.12)
JEN

This recursion replaces (5.2) and is referred to as the adaptive social
learning (ASL) strategy. It was originally proposed in [25], where it is
also possible to find an alternative form for the update step that will be
discussed later in Section 8.5.

Adaptive social learning (ASL)

start from the prior belief vectors py,0 for k =1,2,..., K
choose an adaptation parameter §, with 0 < § < 1
fort=1,2,...

for k=1,2,... K

agent k observes xj :

for0=1,2,....H

1-6
Yr,t(8) = 'uk’tlflé(e)ék (2k.210) (self-learning)
2o Mt () (0
(28]
end (8.13)

end

for k=1,2,... K
for0=1,2,....H

it (0) = Hje/\fk, [1;,t(0)] %% |
| 92@ [T e, [s0 (00" (cooperation)
‘e
end
end

end

8.3 Learning versus Adaptation

In the social learning framework discussed in Chapter 5, a stationary setting
is assumed, where the streaming observations collected by the agents are
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generated from fixed models { fx}, and all relevant system attributes (e.g.,
network topology, likelihood models) do not change over time. The goal of
the social learning strategy was to maximize the belief about the target
model ¥* that provides the best explanation for the data. In comparison,
under an adaptive setting where the system attributes can change over time,
the learning algorithm now needs to satisfy at least two requirements. While
effective learning (i.e., convergence) must be guaranteed under stationary
conditions, it is also critical to guarantee adaptation (i.e., tracking) under
drifting conditions, such as drifting of ¥*. Therefore, an adaptive social
learning algorithm should allow agents to react more readily to these drifts
and start learning under the new conditions, within a tolerable reaction
time.

The trade-off between learning and adaptation translates into a trade-off
between steady-state performance (how well an algorithm learns) and con-
vergence rate (how fast it learns during its transient phase). As is typical
of adaptive strategies, an algorithm with faster convergence properties is
able to track better albeit at the expense of worse learning performance.
A systematic analysis of the learning/adaptation trade-off requires us to
define more formally the concepts of learning and adaptation, and to
develop a proper technical framework in order to quantify this trade-off.

Learning. In our context, “learning” means “guessing the right model”
after sufficient time. As we have explained in the previous chapters, the
right model is formally identified by a target hypothesis ¥* that minimizes
a suitable cost function providing a degree of fitting between the data (i.e.,
the underlying true generative models) and the likelihood models employed
by the agents. The learning performance of a social learning algorithm is
assessed by means of a steady-state analysis, where the statistical conditions
are assumed to remain stationary and the amount of data is sufficiently
large to neglect transient effects related to the initial state. The analysis
then focuses on evaluating the probability that an agent guesses the target
hypothesis 9*.

In Chapter 5 we showed that traditional social learning with geometric
averaging (see listing (3.16)) enables all agents to learn the desired target
with wvanishing error probability. We will see that this is not the case
for the ASL strategy. A residual error probability remains over time, and
it depends on ¢. The analysis in Chapter 9 will quantify the size of this error.
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Adaptation. When the generative models or other system attributes
change during the learning process, the social learning algorithm will need
to react to these drifts so as to guarantee proper learning and tracking
under the new conditions. The adaptation ability of the algorithm will
be measured by how long it takes to reach the steady-state regime corre-
sponding to these new conditions. This stage of the algorithm is usually
referred to as the transient phase, and the time to reach the steady-state
regime is called the adaptation time. A detailed analysis of the transient
phase of the ASL strategy will be carried out in Chapter 10.

8.4 Adaptive Setting

In Chapters 5 and 6 we characterized the learning behavior of nonadaptive
social learning with geometric averaging. Here and in the next two chapters,
we will be dealing with the learning behavior of the ASL strategy. The
derivations in the aforementioned chapters (see for example Theorem 5.1)
exploited the recursive form in (5.11), whose converging behavior was
established by applying the strong law of large numbers. Unfortunately, for
the ASL strategy in (8.12), the introduction of the adaptation parameter o
changes completely the picture. In fact, we will see that the beliefs g, ,(6)
will no longer converge to deterministic values (such as 1 or 0) as t — co.
They will converge instead to random variables (we will see later that
such randomness plays a critical role in enabling adaptation and tracking).
The characterization of these random variables and the associated error
probability will be demanding. We start by defining the observational
model used to study adaptive social learning.

Definition 8.1 (Observational model for adaptive social learning). Assume that
the ASL algorithm in listing (8.13) has been running until a certain time ¢o, after
which the system conditions (e.g., the true model) change.? Then, adaptation
is quantified by characterizing the transient phase, starting at to + 1, that the
system undergoes before reaching the steady state. To examine the steady-state
behavior (as ¢ — c0), we assume that from ¢o + 1 onward the system remains
stationary. Specifically, each agent k =1,2,..., K at time t =t9 + 1,0 + 2, ...
receives a data sample .. The collections of K samples across the agents,
{Z1,x2,...,ZTK,t}, are assumed iid over time. The probability (density or
mass) function of x,; is denoted by fr. To perform social learning, agent k
employs likelihood models {£x ¢ }oco of the same nature as fi (namely, for all
0 € O, U is a pdf if fy is a pdf, and a pmf otherwise).



8.4. Adaptive Setting 167

Due to the structure of the recursion in (8.12), to examine it from
to + 1 onward we do not need all the past belief vectors, but only the
belief vectors {pu. 4, HS ;. Moreover, by examining (8.12), and from the
same argument used in the proof of Theorem 5.1, it is straightforward to
see that if the algorithm is initialized with a belief vector placing nonzero
mass on all § € O, the belief will remain nonzero at any € during the
algorithm evolution (with probability 1). This implies that the condition
of positive initial beliefs that we have been using so far can be translated
into the assumption of positive beliefs at ty. For convenience of notation
and without loss of generality, in the following analysis we set tg = 0.

8.4.1 Steady-State Error Probabilities

In Chapter 5 we were able to establish exact convergence, as t — oo, of the
traditional social learning strategy (5.2) to the target hypothesis 9*. Now,
because of the adaptation requirement, even when ¢ — oo there will be
a nontrivial probability of arriving at an erroneous decision. Accordingly,
we need to introduce an error probability that will be useful: ¢) in the
steady-state analysis, to quantify the learning performance; and i) in the
transient analysis, to measure the adaptation time.?

We thus introduce the steady-state error probability
é .
pr(9) = lim g, (8.14)

where we made explicit the dependence on § of the limiting probability
since in the following we will examine its behavior as 6 — 0. There are
two fundamental questions related to the concept of steady-state error
probability. The first question regards its existence, which in principle is
not guaranteed. Theorem 9.1 will provide an affirmative answer to this
question by characterizing the steady-state behavior of the log belief ratios.
The second question regards the evaluation of py(d). An exact evaluation
is generally a formidable task. Therefore, to tackle this critical problem, in
Chapter 9 we will perform an asymptotic analysis in the regime of small §.

2Actually, for our analysis to hold, it is not required that a change occurs at to + 1. In other
words, tp can be any arbitrary time instant. However, in adaptive social learning we are mainly
interested in examining what happens after a change.

30ther metrics to quantify learning and adaptation are possible. For example, in the theory
of quickest detection, usual metrics are the rate of false alarms (which in our setting can be
connected to the average number of samples between mistakenly chosen hypotheses in steady
state), and the expected time to detect a change (which in our setting can be connected to the
adaptation time) [14, 141, 163].
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Figure 8.3: Illustrative example showing the evolution of the error probability of two agents in
a network running the ASL algorithm.

In Figure 8.3 we show an example of evolution for the error probability
Pkt (estimated empirically via Monte Carlo simulation) of two agents
in a network implementing the ASL strategy (8.12). We see that the
instantaneous error probability py ; converges toward a steady-state nonzero
value pi(0) as ¢ increases. It is useful to remark that this behavior is different
from that of traditional social learning studied in Chapter 5 where, under
stationary conditions, the error probability of each agent was shown to
vanish as time elapses. This is one instance of the learning/adaptation
trade-off: Nonadaptive strategies can increase their accuracy indefinitely
under stationary conditions. However, astronomically low values of the error
probabilities lead to a detrimental inertia in responding to nonstationary
conditions.

8.5 Variation on ASL

Another adaptive rule can be obtained in lieu of (8.6) by revisiting the
information-theoretic approach used in Section 8.2.1. The modification
consists of replacing the Bayesian update /,LEE that was used in the opti-
mization problem (8.4), with the previous-lag belief py;—1, yielding

g = argmin { (1 = 6)D(pllurs1) + 0D (lluf)},  (8.15)
PEAH
where, as usual, 0 < § < 1. Note that, while for 6 — 0 the adaptive
rule arising from (8.4) led back to the traditional Bayesian update, the
alternative rule (8.15) will instead ignore the new data and stick to the
old belief vector puy ;1.
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We can solve (8.15) to get a closed-form expression for the intermediate
belief vector. To this end, we manipulate the cost function in (8.15) as
follows:

(1= 8)D(pl|p—1) + 5D(p||u"")

_ p(0)
= (1—5)2]9( loguk 1( +5Z logm+const.

0coO 0coO )

_ po) \" p0) \’
= Z p(0) log (@) + Z p(0) log <€(96kt9)> + const.

0co H,t—1 0co
= Z p(0) log P(i + const
6c0 2 (00 (. 116)
p(0
= p(0) log + const. (8.16)
9%(:9 kt 1(9)56(9%”9)

)

k t 1 (6/)€6(

KL divergence

and we conclude that the cost function is minimized by the choice

U (0) o 21 ()€ (@ el6)- (8.17)
Compare now (8.17) with (8.6). Both rules discount the past belief i, ;1 (6)
by raising it to the power 1 — ¢ (recall that 0 < § < 1). The fundamen-
tal difference is that in (8.17) the likelihood ¢(xj¢|0) is also discounted,
since it is raised to the power . Note that, while (as was explained in
Section 8.2.3) Eq. (8.6) can be interpreted as a Bayesian update with
modified prior, this is no longer true for (8.17). This is because the integral
with respect to = of the likelihood exponentiated to § is not equal to 1.
We will examine more closely these aspects later in Example 9.2, where
we will discover that the ASL update rule (8.6) and its variation (8.17)
exhibit an interesting commonality as well as an important distinguishing
feature. They will be shown to be equivalent in terms of decisions (i.e., the
hypothesis maximizing the beliefs will ultimately be the same under both
strategies), but the credibility assigned to the hypotheses (i.e., the values
of the belief-vector entries) can be very different under the two strategies.

Interpretation as a diffusion strategy. Consider now the adaptive
rule (8.17), followed by the geometric-averaging rule

pie(0) oc T [(0)] %% (8.18)
JENK
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It is useful to rewrite (8.17) and (8.18) in terms of the log belief ratios in
(6.11) and the log likelihood ratios in (6.3), yielding

Ppe,t (%)
1 wk t( ) - (1 - 5)ﬁk,t—1(0) + 6)‘/€7t(9)? (819&)
9
Br.i(0 Z aji log G (( )) (8.19b)

The iterative algorithm described by (8.19a) and (8.19b) is in the form
of a standard diffusion algorithm (of the adapt-then-combine type) with
constant step-size § [151, 152, 155]. In particular, the RHS of (8.19a) can
be rewritten as

Bri1(0) = 8 (Bra1 = Ma(0)), (8.20)

stochastic gradient

which is an iteration of a stochastic gradient descent algorithm with step-
size 0 and instantaneous risk function at agent k given by

Jr(B) = %E [(,6’ - Ak,t(e)ﬂ , (8.21)

where [ is the (scalar) optimization variable and A :(6) is the random
input variable. It is worth mentioning that, in the context of estimation
and detection, the single-agent version of (8.19a) and (8.19b) is also
known as exponentially-weighted-moving-average (EWMA) control chart
or geometric-moving-average (GMA) control chart [143]. This terminology
arises because, by recursive application of the weight (1 —0), the same data
is assigned an overall weight that changes over time, specifically decaying
with the exponential (or geometric) law (1 — §)°.



Chapter 9

Learning Accuracy under ASL

The adaptation properties of the ASL strategy (8.13) are enabled by a
learning mechanism that is fundamentally different from that of traditional
social learning. To see why, let us assume that the system conditions remain
stable for a sufficiently long time interval. With traditional social learning,
the belief assigned to the target hypothesis ¥* will converge to 1 as t — oc.
As we have already observed, such assignment of full credibility has the
downside that, in the face of drifting conditions, the algorithm becomes
stubborn and remains stuck in its past determination for a long time before
moving on to track the changes.

In contrast, we will see that for the ASL strategy the beliefs will not
converge as time elapses: They will fluctuate indefinitely, exhibiting a
random behavior including in steady state. This everlasting randomness is
critical to ensure that the algorithm will adapt quickly to a change in the
environment. This is because the random fluctuations keep the algorithm
more dynamic, preventing it from being “trapped” into a conviction arising
from past data. This behavior is commonly encountered in the theory of
stochastic optimization when one employs stochastic gradient algorithms
with constant step-size. In this context, when the optimizers drift over
time, random fluctuations help the algorithm move away from a current
stationary point and start tracking the new optimizer [151, 154, 155]. On
the technical side, however, the random character preserved by the belief
even when t — 0o, makes the steady-state analysis significantly more
challenging.

In order to carry out a meaningful steady-state analysis, the funda-
mental preliminary step becomes to establish whether the random belief
fluctuations allow the belief vectors to reach a steady state as t — oo,
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in the sense that they converge to some limiting random vectors with a
fixed distribution. We will ascertain that this is the case. Once this fact is
established, the learning performance will then be assessed by examining
the statistical behavior of the beliefs in steady state. We will provide an
accurate characterization of such statistical behavior in the regime of small
adaptation parameters, i.e., by performing an asymptotic analysis as 6 — 0.
Under this regime, we will show that the steady-state belief vector places
unit mass on ¥* with probability converging to 1 as & — 0. The properties
of this convergence will be characterized in detail through an asymptotic
normality result and a large deviation analysis.

In the next chapter, we will furthermore characterize the transient
performance by obtaining closed-form relations that reveal how the adap-
tation time grows with smaller §. When all is said and done, the analysis
will reveal that the well-known learning/adaptation trade-off from classic
learning theory [155] continues to exist under social learning: Smaller (resp.,
larger) values of § imply higher (resp., lower) learning accuracy and slower
(resp., faster) adaptation or response time.

Before proceeding with the analysis, we remark that the relevant de-
scriptors (e.g., log likelihood ratios, log belief ratios) and the pertinent
notation have been introduced in Chapter 6. In particular, the average
variable Anet in (6.8), which played a critical role in the performance of
traditional social learning, will be seen to play an equally important role
to characterize the steady-state (¢ — o0o) performance of the ASL strategy
in the regime of small adaptation parameters (6 — 0).

9.1 Steady-State Analysis

We start by examining the evolution of the log belief ratios. Exploiting
(8.12), (6.11), and (6.3), we can readily establish the following recursion,
for all § # ¥* (compare with (6.27)):

Bri(0) = ;v aji [(1=0)B,1(0) + Aju(0)] - (9.1)
JENE
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This recursion can be unfolded to obtain

Br+(0) 1_5tZAt]k/8j0 0)
7j=1

transient term

t
+ Z )" AT i Aje—r41(6), (9.2)
T=1j= 1
where we recall that A = [a;;] denotes the left stochastic combination
matrix.

The goal of the steady-state analysis is to examine the learning behavior
of the algorithm for large t. To this end, in the next theorem we start by
establishing that the log belief ratio vector By, converges in distribution,
as t — 00, to a certain steady-state random vector 8. This means that the
probability distribution of 8 ; converges to the probability distribution
of B; — see Definition D.4. As a notational remark, we will be denoting
steady-state variables (i.e., limiting variables obtained as t — oo) by
omitting the subscript ¢ from the corresponding non-asymptotic notation.

Theorem 9.1 (Steady-state log belief ratios). Let Assumptions 5.1, 5.2, and 6.1
be satisfied.! Then, for k = 1,2,..., K, the vector of log belief ratios Bt
converges in distribution as t — 0o to a random vector 3:

IBk,t ﬁ B (9.3)

Furthermore, the entries of 3, are given by the random variables

oo

O 23 =6 ALk N (0), O£V, (9.4)

j=11=1

where each of the inner series is (almost surely) absolutely convergent.

Proof. We are interested in characterizing, for each agent k, the asymptotic behavior of
the random vector 8, ; as t — co. In particular, we want to establish that it converges
in distribution. In view of (9.2), the log belief vector 3, ; can be written as

/Bk bt 1 - 6 Z ]ICBJ 0 + Ek,t? (9~5)

IWe remark that, in the proof of this theorem, we only use the definition of ¥9* from
Assumption 6.1, but we do not need the fact that the graph is primitive. For this reason, the
result of the theorem still holds if we replace the primitive graph with a connected graph in
Assumption 6.1.
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where, for § # ¥*, the entries of the vector Bk’t are defined as

B0 ZZ )T Ak A1 (6). (9.6)

Jj=17=1

Since the first term on the RHS of (9.5) converges (deterministically) to 0 as ¢ — oo,
in view of the vector version of Slutsky’s theorem (see (D.39)), to establish (9.3) it is
sufficient to prove that

-~ d
B K B (9.7)

We will now establish that (9.7) holds.
Let us start by observing from (9.6) that 3, , can be represented as

B = g (Nl Dbl ) 9:3)

to highlight that the random vector B, , is a certain function g+, of the log likelihood
ratios {1 <1, {2}y, oo {A e, collected from all agents up to time ¢. Consider
now the vector B,:t, whose 0th entry is given by

t

Bl Z Z(l — )" AT]k A (0), (9.9)

which corresponds to (9.6) with the log likelihood ratios Aj¢—-+1(0) taken in reverse
order. In view of (9.8), this means that we can write

B = g (o v o NS ). (9-10)

However, since the data are iid over time, the reverse ordering does not alter the
distribution of the resulting random vector, which means that

- d
B = Bi: (9.11)

where < denotes equality in distribution. Accordingly, since //ék,t and B]:t share the
same distribution for all ¢, to establish (9.7) it suffices to establish that

d
Bt oo B (9.12)

In view of Lemma F.3, each of the K inner partial sums in (9.9) converges almost surely
to the random variable defined by the series

D (1= 8) T ATk Asr (6), (9.13)

which, in particular, according to Lemma F.3 is almost surely an absolutely convergent
series. Note that the assumptions of Lemma F.3 are met because the random variables
Aj,~(0) have finite first moment in view of (5.5), and the weights [A7];x are nonnegative
and bounded by 1. Summing (9.13) over j = 1,2,... K, we have in fact shown that

Biv =2 By (9.14)



9.1. Steady-State Analysis 175

where the 6th entry of the limiting random vector 3, is given by

e)):ZZ )7 ATk A1 (0). (9.15)

Since almost-sure convergence implies convergence in distribution, in view of (9.11) we
obtain (9.12), which completes the proof.
[ ]

As a corollary of Theorem 9.1, we characterize the steady-state belief
vector.

Corollary 9.1 (Steady-state belief vector). Under the same assumptions used in
Theorem 9.1, for k = 1,2, ..., K the belief vector g, , from (8.12) converges in
distribution as t — oo to a steady-state belief vector p,:

d
By —— B (9.16)
t—o0

where the entries of p,; are defined as follows:

e Pr(0) if 0 % 0"
l b
1+ Z —Br(9")
0/ £0*
i (6) = (9.17)
if 6 = 9*.
1+ Z —Br(0")
0/ £9*

Proof. By applying the continuous mapping theorem (Theorem D.3) to the belief vector
defined by (6.13), we conclude that the convergence in (9.3) implies the convergence of

My, ; to the expressions in (9.17).
|

It is useful to provide some comments on Theorem 9.1. First, we have
that the random series in (9.4) is (almost surely) absolutely convergent,
which means that the steady-state random vector B; can be meaningfully
defined. For this convergence to hold, in Theorem 9.1 we did not need
existence of second or higher-order moments of the log likelihood ratios
Ak(0). It was enough to assume finite mean, a condition guaranteed by
(5.5) applied to (6.4).
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Second, consider the random sums (9.6) and (9.9), namely,

K t
Bra(0) =S5 (1= 0) A j Aju—r1(0) (9.18)
j=1r=1
and
K t
Bii(0) =D (1 —06)" A X~ (6). (9.19)
j=17=1

It is important to notice that (9.4) does not correspond to letting t — oo in
(9.18). Indeed, the series in (9.4) is obtained from (9.18) by first taking the
summands indexed by t — 7 4+ 1 in reverse order and then letting ¢ — oo.
In other words, the series in (9.4) is obtained by considering the limiting
value of B (0).

To gain further insight, in the left panel of Figure 9.1, we display
one realization of the random sums in (9.18) and (9.19), for § = 2. The
random sum B kt(0), displayed with solid line, exhibits persistent random
fluctuations as time elapses. In contrast, the random sum ﬁgt(e), displayed
with dashed line, converges as time elapses; actually, it converges to the
value B, (6) defined by (9.4). The right panel shows a different realization
of the two random sums. We see that the limiting value 8, () is different
in the two panels, which emphasizes that this limiting value is random.

, realization 1 realization 2
: 3
.8 2
= = e === oty -
~ 24 = 9 g
Yy Sy {
) g |
g Z 0
21 <.
o0 o0
2 ES)
0 : . . . . . . . . .
0 50 100 150 200 250 300 0 50 100 150 200 250 300
t t
solid line: fy4(2) dashed line: 5f,(2)

Figure 9.1: Illustrative curves showing a comparison of the random sequences ﬁk’t(G) and

Bl (0)-

The profoundly different behavior of Bki(ﬁ) and B};(0) arises from
the different ordering of the summands in (9.18) and (9.19). In particular,
in (9.19) the most recent term, corresponding to X; (), is scaled by the
smallest weight (1 — §)'~1. As t — oo, this weight vanishes, and the series
converges (almost surely). In contrast, in (9.18) the term X;;(#) is scaled
by the highest weight (1 — §)° = 1, which does not vanish as t — oo, thus
keeping fluctuations alive. These persistent random fluctuations imply that
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the agents will never converge to accept one hypothesis with full certainty.
Making the agents more “doubtful” renders them more reactive to changes,
enabling the adaptation mechanisms discussed in detail in the forthcoming
analysis.

Even though the sums in (9.18) and (9.19) exhibit a markedly different
behavior in terms of their time evolution (i.e., on the sample paths),
Theorem 9.1 ensures that their probability distributions converge as t — oo
to the same distribution, namely, to the distribution of the limiting variable
B,(0). This equivalence can be explained as follows. Consider one of the
panels in Figure 9.1, and focus on a sufficiently large t (say, t = 300).
We see that the corresponding values 3 k.300(0) and Bj 300(0) are different
from each other. However, if we now repeat the experiment in Figure 9.1
several times, the realizations of 3 k.300(0) across different experiments will
be distributed similarly to the realizations of B} 300(6).

The existence of a steady-state vector 8 to which 8, converges in
distribution, makes the definition of a steady-state error probability mean-
ingful. That is, along with the instantaneous error probability introduced
in (6.22),

pee =P | J {Bra(0) <0}, (9.20)

9£9*
we introduce the steady-state error probability (making explicit the depen-
dence on ¢ is important for the following treatment)

pe(@) 2P | [ {Bu0) <0}|. (9.21)

0£9*
Now, we learned from Theorem 9.1 that the probability distribution of

B converges to the probability distribution of the steady-state vector 8,
and, hence, from (9.20),?

tlg{.lopm = pi(0). (9.25)

2 Actually, there is one subtlety that must be considered to infer (9.25) from the convergence
in distribution of By, ; to B. Indeed, let S = {z ERH-1: 21 >0,20>0,...,25_1 > 0} and
observe that

L—pre=P[By, €8] (9.22)

Then, Eq. (9.25) is equivalent to
lim P [B,, €8] =P[B, €8] (9.23)
t— o0

According to (D.15), Eq. (9.23) follows from the convergence in distribution (9.3), provided that
P[B; € 8S] =0, i.e., provided that the distribution of the limiting random vector 3, assigns
zero probability to the boundary 9S of the set S. However, from Lemma F.2 we know that the
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Before concluding this section, we remark that Theorem 9.1 constitutes
only a first step toward the evaluation of the ASL performance, since it
establishes only the existence of a steady-state error probability without
providing any explicit form for it. Obtaining an analytical formula for the
steady-state error probability is in general a formidable task. In the next
sections we tackle this challenging problem by focusing on an asymptotic
characterization of B, in the regime of small J.

9.2 Small-6 Regime

We will provide three types of asymptotic results, namely, a weak law of
small adaptation parameters, an asymptotic normality result, and a large
deviation analysis. This type of characterization was applied to binary
adaptive detection in [119, 120, 123]. In this text we focus instead on
adaptive social learning. The results that we are going to present were
originally proved in [25] with reference to the objective evidence model
from Section 5.3 and (regarding the asymptotic normality and the large
deviations) under the assumption of statistically independent observations
across the agents. Here we generalize these results by considering arbitrary
true models fi(z) (see Definition 8.1) and by removing the independence
assumption.

Weak law of small § (Theorem 9.2). We will show that, for small §,
the scaled steady-state vector 6 x 3, is concentrated on a deterministic
quantity, namely, the mean Anet Of the vector Anet,t defined by (6.8). This
concentration property will guarantee that, with high probability as § — 0,
the target hypothesis ¥* is chosen by each agent. Moreover, we show that
the steady-state belief about the target hypothesis converges to 1 as § — 0.
This result will require only finiteness of the first moments of the log
likelihood ratios Ay ¢(6).

Asymptotic normality (Theorem 9.3). We will ascertain that the

series

oo K
Br(0) =D > (1= AT Apr (0) (9:24)
T=1 j=1

is a continuous random variable if the random variables Z;il(l — &) ATk Aj,-(0) are not
deterministic from a certain T onward. Since the case where these variables become deterministic
appears to be pathological, we can safely assume that P[3;(0) = 0] = 0 for all 8 # 9*, which
further implies P[8,, € S] = 0.
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steady-state log belief ratios (properly shifted and scaled) are asymptot-
ically normal for small §. From this property we will also construct a
Gaussian approximation for the error probability pg(d) of each individ-
ual agent. For these results we assume finiteness of the variance of the
log likelihood ratio Ay ¢(#). We remark that earlier results of asymptotic
normality for adaptive distributed detection were established under the
stronger requirement of finiteness of the third-order moment [119].

Large deviations (Theorem 9.4). We will characterize the exponential
rate of decay of the error probability pi(d) as § — 0. This result will require
the existence of the moment generating function of the log likelihood ratios

Ak, (0).

Notably, the above three results reflect perfectly a traditional path
in asymptotic statistics [159, 166]. It is also interesting to note that the
requirements in terms of finiteness of moments are the same that we
encounter in the classic theorems, that is, first moments for the weak
law of large numbers [159, 166], second moments for the central limit
theorem [159, 166], and moment generating function for large deviations [59,
60]. However, in order to avoid misunderstanding, it is necessary to clarify
one fundamental difference between our small-§ analysis and classic results.
Let us refer, for example, to the asymptotic normality result. In the
traditional setting considered in statistics, one examines the Gaussian
behavior exhibited by sums of random variables when the number of terms
of the sum goes to infinity. In contrast, the result in Theorem 9.3 does
not affirm that the sums involved in (9.2) converge to a Gaussian random
variable as t — 0o. As a matter of fact, we have shown in Theorem 9.1
that these sums converge to some random variable B3, (0), but this variable
is not Gaussian, in general. Theorem 9.3 deals instead with the behavior of
the limiting variable 8, (0) as 0 goes to 0. The same distinction applies to
the other two asymptotic results, namely, the weak law of small adaptation
parameters and the large deviation analysis. For this reason, as already
explained in [123], the correct way to deal with the asymptotic regime of
small § in the adaptation context involves the following two steps:

o First, it is necessary to introduce a proper steady-state vector (i.e.,
the vector B, in Theorem 9.1), which already embodies the effect of
combining an infinite number of summands.
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o Then, one needs to characterize the asymptotic behavior of 8, as ¢
goes to 0.

It is worth noting that, in the adaptation literature, the critical role of the
first step is usually not emphasized. This is because the adaptation litera-
ture mostly focuses on regression/estimation problems, where one usually
quantifies the performance by evaluating convergence of moments [151,
154]. In contrast, when dealing with social learning, we need to characterize
the statistical descriptors, i.e., the log belief ratios 8, (), or the beliefs
g ¢(0), in order to quantify the performance, e.g., through the probability
of choosing the correct hypothesis. In order to evaluate probabilities at the
steady state, it is critical to obtain first a representation of the steady-state
random variables, which is what we did in Theorem 9.1.

In preparation for the technical analysis, it is convenient to introduce
the following scaled version of the limiting random vector 3;:

b 26 % B, (9.26)

We remark that the error probability in (9.25) can be equivalently rewritten
in terms of the scaled vector by:

pe(@) =P | [J {be(0) <0}|. (9.27)
90

Table 9.1: Notation relevant to the ASL performance analysis.

B | Steady-state (t — o0) log belief ratio vector of agent k in (9.4)

br | Scaled version of 3, namely, by = J x 3,

9.3 Consistency of Adaptive Social Learning

In this section we focus on characterizing the learning behavior of the
ASL strategy as § — 0. The main result enabling this characterization is
the weak law of small adaptation parameters. This law establishes that,
as § — 0, for each agent k the scaled steady-state log belief ratio vector
by, is concentrated on the same deterministic quantity Anet, namely, the
expected value of the network average log likelihood ratio vector.
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Theorem 9.2 (Weak law of small adaptation parameters). Let Assumptions 5.1,
5.2, and 6.1 be satisfied. Then, for £k =1,2,..., K,

br —— Anet. (9.28)
5—0

Proof. Consider the th entry of the scaled steady-state belief vector,

bi(0) = 0B,(0) =3 ) Y (1= )" A}k Ayr (0). (9.29)

j=1 =1
We now want to apply Lemma F.5 to each one of the K inner series in (9.29). Consider
the jth series, and apply Lemma F.5 with the choices

')

ar =[ATk, Yy, =Xe(0),  2(0)=6> (1-6)lary,.  (9:30)

T=1
In view of (4.25), ar meets condition (F.4) with oo = v;, and by definition
Ey. = \;(6). (9.31)
Therefore, from Lemma F.5 we conclude that

2(8) —2— v;7;(6). (9.32)
6—0
Since the sum of random variables converging in probability converges in probability to
the sum of the limiting variables (see property P1 in Lemma D.1), we conclude that

K

bi(0) 5 D 03X (0) = Aner(6). (9.33)

5§—0

Moreover, since the convergence in probability of random vectors is equivalent to the
convergence in probability of their entries (see property P2 in Lemma D.1), Eq. (9.33)
is equivalent to (9.28), and the proof is complete.

|

From Theorem 9.2 we can immediately establish a first form of con-
sistency of the ASL strategy, namely, that the probability of error py(d)
vanishes as § — 0.

Corollary 9.2 (ASL consistency). Under the same assumptions used in Theo-
rem 9.2, for k=1,2,..., K,

}ir%pk (&) =0. (9.34)
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Proof. In view of Assumption 6.1, the network average of KL divergences Dnet(6) admits
a unique minimizer ¥*, yielding Anet(6) > 0 for all § # 9* — see (6.10). Then, Eq. (9.28)
implies that, for all  # 9¥*,
lim P [bx () < 0] = 0, (9.35)
6—0

which, using the union bound in (9.27), gives (9.34). [ ]

Corollary 9.2 expresses consistency in terms of the probability of making
a wrong choice, i.e., it reveals that such probability vanishes as § — 0.
We now present another corollary of Theorem 9.2, which strengthens the
concept of consistency by showing that, as § — 0, the belief vector displays
the desired behavior of placing unit mass on the target hypothesis ¥*.

Corollary 9.3 (Belief behavior under ASL). Under the same assumptions used
in Theorem 9.2, for k =1,2,..., K,

py(9°) 2= 1. (9.36)
§—0
Proof. Substituting definition (9.26) into the second relation in (9.17), we obtain

1

1+ Z exp{bkéa)}

0A£9*

(97 (9.37)

On the other hand, from (9.28) and the positivity condition (6.10) we have that, for
0 # 9%,
bi(0) —2— Anet(6) > 0. (9.38)
§—0
From (9.38) we conclude that all arguments of the exponential functions in (9.37) diverge
to —oo in probability as § — 0 [159]; this fact implies (9.36).
]

Example 9.1 (ASL consistency for vanishing 6). We consider K = 10 agents connected
according to the strong graph displayed in the left panel of Figure 9.2 (the graph is
undirected, and we assume that all agents have a self-loop, not shown in the figure).
The combination matrix is designed using the uniform-averaging rule, resulting in a left
stochastic matrix — see Table 4.1.

The network is tasked with the following learning problem. Recall that a Laplace
random variable with mean z and scale parameter o has the following pdf:

1 |l — Z|
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— n=1 n=2 - n=3

Figure 9.2: (Left) Network topology used in Example 9.1. The graph is undirected and all
agents are assumed to have a self-loop, not shown in the figure. (Right) Family of Laplace
densities used in the example.

In our example we consider a family of Laplace pdfs, seen in the right panel of Figure 9.2,
in the form

1 i
gn(z) = 5('““"'7 n=1,2,3, (9.40)

that is, with unit scale parameter and mean equal to 0.1 n. The likelihood models adopted
by the agents are chosen from among these Laplace densities, in the way specified in
Table 9.2. For example, from the first row, each of the agents k € {1,2,3} uses the
likelihood models

Ce(z|l) = g1(z),  Le(2]2) = g1(z), C(z]3) = g3 (). (9.41)

Table 9.2: Identifiability setup for the learning problem in Example 9.1.

Agent k Likelihood model: ¢;(z|6)
=1 0=2 6=3
1-3 g91(z) g3(x) g3(x)
4-6 g91(z) 91(z) g3(x)
7-10 g3(x) g2() g3(x)

To make the setting more interesting, we assume that the inference problem is locally
unidentifiable for all agents. For example, we see from Table 9.2 that agent 3 is not able
to distinguish 6 = 1 from 6 = 2, since the model corresponding to these two hypotheses
coincide, namely, ¢3(z|1) = l3(z]2) = g1(z).

Regarding the generation of the data {@x,:}, they are iid across the agents and over
time, and we focus on the objective evidence model described in Section 5.3, where
there exists a common true hypothesis 9¥°. In this example we set ¥° = 3. According to
Table 9.2, the data of agents 1 — 6 obey model gs(x), whereas for agents 7 — 10 the true
model is g1(z). As we already know from the previous chapters, in this case the target
hypothesis that minimizes the network average of KL divergences Diet(0) is the true
hypothesis, namely, 9* = 9°.
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0.02 (scaled)
log belief ratios

et (1) = 0.0115

= 0.01

=

0.00

Figure 9.3: Consistency of the ASL strategy — see Example 9.1. (Top) According to the
weak law of small adaptation parameters (Theorem 9.2), as 6 — 0 the entries of the (scaled,
steady-state) log belief ratio vector for agent 1 are concentrated on the corresponding entries
of the deterministic vector Anet. (Bottom) According to Corollary 9.3, the steady-state belief
vector for agent 1 tends to place unit mass on the target hypothesis 9* =3 as § — 0.

In order to examine the steady-state behavior empirically, we let the ASL algorithm
run for a sufficiently long period of time. To be conservative, in view of the prescriptions
that we will obtain later from Chapter 10, the duration of this period is chosen to be at
least one order of magnitude larger than the inverse of the adaptation parameter, 1/4.

In our simulation, we consider the evolution of the ASL algorithm over 7" = 10000
time samples, after which we assume that the algorithm has reached the steady state,
namely, in terms of log belief ratios we assume that

I X By =0 X By = by (9.42)

From Theorem 9.2 we know that, as § approaches zero, the vectors by, for all agents tend
to be concentrated on Aner. This effect is shown in the top panel of Figure 9.3, where, for
each value of § (50 values for §, uniformly spaced in the log domain, are chosen from the
interval [0.0001,1)), we run an independent experiment and report the corresponding
values of the scaled log belief ratios § x 8, 1(0) = b1(6), for hypotheses § = 1 and 6 = 2.
We see the weak law of small adaptation parameter arising, since the limiting log belief
ratios tend to be concentrated on Anet(#). Moreover, in the bottom panel of Figure 9.3
we display the corresponding behavior for the beliefs, revealing that, in accordance with
Corollary 9.3, as § — 0, the belief about the target hypothesis tends to 1.
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Example 9.2 (Belief behavior under the alternative update rule in (8.17)). In this
example we examine the performance of the alternative update rule introduced in
Section 8.5. To this end, let us combine the two steps (8.19a) and (8.19b) into a single
step (we use the superscript “diff” because the strategy in Section 8.5 was shown to be
equivalent to a diffusion strategy):

WO = an {(1=0B 1 (0) +3X.(0)}, (9.43)

JEN

where, in comparison with (9.1), we now have an additional factor § multiplying A;.(6).
Unfolding the recursion in (9.43) we arrive at

K
MO)=(1—08)" Y [AB50(0 +5ZZ ) A A 41 (0). (9.44)
Jj=1

=1 j=1
In (9.2) we arrived at a similar expression for the ASL strategy, namely,

K

Bra(0) = (1= 6)" > [A1B5.0( +ZZ ATl Aj—ri1(6). (9.45)

j=1 =1 j=1

We see that in both (9.44) and (9.45) there is a first term that dies out exponentially
with time, and which is due to the initial state. Therefore, the relevant terms that
determine the evolution of the algorithms over time are given by the trailing summations
appearing in (9.44) and (9.45). Comparing these terms, we see that they differ only by a
scaling factor 0. Recalling that ﬁd'ff( ) and B, ,(0) represent log belief ratios, as far as we
have to maximize these ratios over 6 # ¥*, the scaling factor is immaterial. We conclude
that the two strategies are equivalent in terms of selection of the maximum-credibility
opinion! However, this does not mean that the beliefs of the two strategies would take
on the same values and, as we will now show, in terms of belief formation there is a
more sensible difference between the two strategies.

To illustrate this phenomenon, we start by expressing the belief of the diffusion
strategy in terms of the log belief ratios B} (0) in (9.43) (see Theorem 6.1) obtaining in
particular

diff /g% 1
Mk,t(ﬁ ) - 14 Z e_ﬂcllcifft(g) . (946)
0£0*
Then, we focus on the steady state. Regarding the ASL strategy, from Theorem 9.1 we
know that
Bri —— B (9.47)

However, since the transient terms in (9.44) and (9.45) can be ignored thanks to Slutsky’s

theorem (Theorem D.4), by considering that the second term in (9.44) is equal to the
second term in (9.45) multiplied by §, we arrive at

i —— 0 % By = by, (9.48)
t— o0

where in the equality we applied the definition of by from Table 9.1. Using (9.48) in
(9.46), we conclude from the continuous mapping theorem (Theorem D.3) that the beliefs
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in (9.46) converge in distribution, as t — co, to a steady-state belief vector ud" whose

¥*th entry is given by (compare with (9.37)):

i (%) (9.49)

1
1+ Z o br(0)

0£9*

Applying Theorem 9.2, from (9.49) and the continuous mapping theorem (now with
reference to the convergence as § — 0), we obtain

; 1
diff / g* P
U - .
al ( ) 6—0 1+ E e*Anet(e)
0£9*

(9.50)

Therefore, for the diffusion strategy the belief vector tends, as § — 0, to a deterministic
vector that does not place unit mass on the target hypothesis 9*, even if it is always
maximized at ¥*. In other words, when we move toward the nonadaptive solution (since
as § — 0 we are going to give equal credit to all data from the initial time instant up to
the present one), we do not recover the behavior of traditional social learning.

In summary, we conclude that the two considered adaptive strategies, using the
updates (8.6) and (8.17), respectively, are equivalent in terms of selection of the maximum-
credibility hypothesis, but they differ in terms of belief formation. In particular, as
6 — 0, with the ASL update rule (8.6) the agents tend to place all the belief mass on
the target hypothesis ¥, i.e., their beliefs about 9* converge to 1. In comparison, with
the diffusion update rule (8.17) the agents’ beliefs converges to a deterministic belief
vector whose maximum entry is located at ¥*, but is not equal to 1. This difference
might matter, e.g., from a behavioral perspective, namely, to understand which update
strategy reflects better the way of reasoning that an individual agent uses in social
learning environments.

Theorem 9.2 establishes the convergence of the error probability to 0
as 0 — 0. However, it does not reveal how this probability vanishes. In the
next two sections, we characterize the behavior of the error probability in
greater detail. First, in Section 9.4 we establish that the vector of log belief
ratios (properly shifted and scaled) follows a Gaussian distribution for small
0. Then, in Section 9.5 we show that the error probability of each individual
agent decays exponentially with the inverse of the adaptation parameter,
1/6. We also provide a detailed characterization of the error exponent.
These results are useful because they reveal how the accuracy of the
algorithm varies with the adaptation parameter §, providing manageable
formulas for performance evaluation and highlighting the fundamental
scaling laws of adaptive social learning.
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9.4 Normal Approximation for Small

In this section we show that the random vector by, when properly shifted
and scaled, is asymptotically normal as 6 — 0. To this end, we will assume
finiteness of second-order moments for the log likelihood ratios Ay (9).
We recall that, according to Table 6.1, the covariance matrix of A, is
denoted by X, whereas the covariance matrix of the average variable Anet ¢
is denoted by Xpet. In addition, we introduce the following notation for the
first two moments of the scaled steady-state log belief ratios by:

b 2 Eby, Sy 2 [(bk — i) (b - Ek)T} . (9.51)

Using Lemmas F.4 and F.6, it is possible to express the mean and covariance
matrix of the random vector by, as®

_ _ 1)
bk = )\net + 0(5)7 Ebk = iznet + 0(52)7 (952)

where the notation O(d) represents a quantity such that the ratio O(9)/d
remains bounded as § — 0 — see Table 1.1. We see from (9.52) that, as
d — 0, there are leading terms that do not depend on the agent index
k. The impact of the agents is implicitly included in the higher-order
corrections, i.e., in the O(-) terms. Moreover, Eq. (9.52) reveals that, for
small d, the first two moments of the scaled steady-state log belief ratios
are determined by the first two moments of the network average of log
likelihood ratios. In particular, for small §, the first relation in (9.52) reveals
that by approximates S\neh whereas the second relation reveals that X,
approximates  Xnet /2. We are now ready to state our asymptotic normality
theorem.

Theorem 9.3 (Asymptotic normality under ASL). Let Assumptions 5.1, 5.2,
and 6.1 be satisfied, and let 4(0,%) denote a random vector having a zero-mean
multivariate Gaussian distribution with covariance matrix 3. If the covariance

matrices Y have finite entries, then for £k =1,2,..., K,
- 7ne 1
b = vt 4 (0, 72net>. (9.53)
Vo -0 2

Proof. In the proof, it is convenient to use the notation

g9=19(1),9(2),...,9(H—-1)] (9.54)

3 Technically, Lemma F.6 deals with variances and not covariances. However, the result for
covariances is obtained following the same arguments used to prove Lemma F.6.
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for a zero-mean Gaussian random vector with covariance matrix equal to Ynet/2. Ac-
cording to this notation, claim (9.53) is reformulated as
b, — S\net d
— ——g. 9.55
NS 50 I ( )
When dealing with convergence in distribution of random vectors, the standard path is
to reduce the vector problem to a scalar problem through the so-called Cramér-Wold
device — see Theorem D.2. Using the Cramér-Wold device, the claim in (9.55) will be
proved if we show that, for any sequence of real numbers ¢(1),¢(2),...,c(H — 1),

> cl0) b:(6) \_/g”et(e) 5io > c(0)g(0). (9.56)

0A£9* 0£0*

Let us now examine the LHS of (9.56). Recalling the definition of by from Table 9.1 and
using (9.15), we get

> cl0)br(0) = 6 Z )AL D el0)X(0). (9.57)

OF£9* OF£9*

To establish (9.56), we will call upon Lemma F.7. It is convenient to introduce an ad-hoc
notation that matches the notation used in Appendix F. Let us set, for j =1,2,..., K
and 7 € N|

Yjr = Z (DN (0), Y = [Y109Yors s Yrr)s (9.58)
O£ *

ajr = [AT ]k, ar =[aa,r, Q2. .., QK 7, a=w, (9.59)
t o]

=6y (1-8 "oy, 20)=6) (1-6) laty,,  (9:60)
T=1 T=1

Yaver =0 Y, = Y c(0)Anet,r (6), (9.61)

O£9*
Jave =E [Ty, ] = D c(0)Ael0), (9.62)
0£9*
Tae =VAR [Ty, ] = > 3" c(0)c(0') 0 (0,0"), (9.63)
OF£O* 0/ #£I9*

where Ynet(0,0') is the (0,0') entry of Tnet. We see that the random variables z¢(6) in
(9.60) match the structure of the random sums used in Definition F.2. In particular,
condition (F.37) is verified in view of (4.25), with the sequence of vectors a,; converging
to the Perron vector v. Moreover, y_ has finite second moment since it is a linear
combination of random vectors with finite second moments. It is therefore legitimate to
invoke Lemma F.7 to infer the following convergence in distribution:

6 - _ave 1

20) —Fae a4 (0, 703\,6) . (9.64)
\/3 5§—0 2

On the other hand, exploiting Egs. (9.57)—(9.63), from straightforward algebraic manip-

ulations one can verify the identity:

2(8) — Yave _ Z () bi(0) net (6)

PR o
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which, in view of (9.64), implies

9;19* 0(0) by, (‘9) \_/g)\net(e) 6i0 @ (07 %vae> . (9.66)

We see that (9.66) would correspond to (9.56) if the linear combination on the RHS
of (9.56) (which is a zero-mean Gaussian variable since it is a linear combination of
zero-mean Gaussian variables) has variance 02 /2. This turns out to be the case, since
we have

VAR [Z 0(0)9(9)] :% ST (6)e(8') Soa(6,6) = %02 (9.67)

0A£9* 0A£9* 0/ £0*

and the proof is complete.

Example 9.3 (Gaussian approximation). With reference to the same setting used in
Example 9.1, we consider 1" = 10000 time samples, where again all agents are collecting
data under a true hypothesis ¥° = 3. We assume that the ASL algorithm has reached
the steady state at 7', allowing us to write

X By 0% B = b (9.68)

In each panel of Figure 9.4, we display 200 independent realizations of the shifted and
scaled vector

0 x ﬂk,T - Anet _ bk - S\net

Ve BV
for k = 6. From Theorem 9.3 it follows that, in steady state, this shifted and scaled vector
must follow, for sufficiently small §, a zero-mean bivariate Gaussian distribution with
covariance matrix Xnet/2. The red dashed lines in the figure represent two confidence
regions [90] relative to the bivariate Gaussian density with covariance matrix 3net/2.
Specifically, the smaller and larger ellipses correspond to confidence levels (i.e., integrals
of the bivariate density over the considered elliptical regions) equal to 0.68 and 0.95,
respectively. Examining the four panels of Figure 9.4, which display different values of ¢,
we see that the empirical and limiting distributions tend to overlap.

The values of S\net and Xnet necessary to obtain Figure 9.4 have been computed
analytically. The mean A\, can be evaluated analytically by using the characterization
for the distribution of Ay provided later in Example 9.6. Specifically, since the mean is
given by the first derivative of the log moment generating function (LMGF) evaluated
at zero, to compute the mean we exploited the explicit expressions obtained in (9.140)
and (9.141). The covariance matrix X5 has been evaluated by computing the expected
values in (6.23) through numerical integration, using the pertinent Laplace distributions.
Once A\, and ¥ are computed for all agents, the desired network quantities, Anet and
Yhet, are computed through (6.10) and (6.24), respectively (further exploiting, for the
covariance, the independence across the agents).

(9.69)
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Figure 9.4: Asymptotic normality under ASL, Example 9.3. The green circles represent 200
independent realizations of the shifted and scaled vector (& x ﬁk,T - Xnet)/\/g ~ (b — Xnet)/\/g,
for kK =6 and T = 10000. The red dashed lines represent two confidence ellipses relative to the
bivariate Gaussian density with covariance matrix ¥net/2. Specifically, the smaller and larger
ellipses correspond to confidence levels 0.68 and 0.95, respectively.

From Theorem 9.3 we can construct the following approximation for

small §:

bk ~Y ()\neta g Enet> 5 (9.70)

which does not depend on the agent index k. However, we see from (9.52)
that the moments et and (6/2)Enet represent approximations, for small 8,
of the actual moments of bg. As a result, we can capture possible differences
across the agents by replacing Aner and (8/2)Snet in (9.70) with their exact
counterparts by, and Yp,., yielding the agent-dependent approximation

bk ~Y <l_)k, Ebk) . (9.71)

Using Lemmas F.4 and F.6, the quantities b, and >, can be evaluated



9.4. Normal Approximation for Small § 191

from the series in (9.4). For the mean, from Lemma F.4 we have

oo K
by =Eby, =0 xEB,=6Y_> (1-6)7"[AT]x A\, (9.72)
T=1j=1

whereas Lemma F.6 (applied to covariances in place of variances, see
footnote 3) allows us to write the covariance matrix as

[e.e]

Zbk _ 52 Z(l o 6)2(7—1)
T=1
K _ K N T
<E || S04 (A = 2) | 147 (A= A) | |- (973)
=1 i=1

We see that Eq. (9.72) requires only knowledge of the mean of the log
likelihood ratios. In comparison, to evaluate analytically (9.73) one needs
also knowledge of the dependence across the agents. A simplified expression
holds when the observations are independent across the agents, in which
case Eq. (9.74) reduces to

¥y, = 67 f: i(l — 82U ([AT0)° 25 (9.74)

r=1j=1
In practice, the above computations are performed by truncating the series
appearing in (9.72), (9.73), and (9.74).
The next example focuses on the evaluation of the error probability by
means of approximations (9.70) and (9.71).

Example 9.4 (Error probabilities). We focus on the evaluation of the error probabilities
with reference to the setting used in the previous example. The results are shown in
Figure 9.5. Consider first the curves displaying the empirical error probabilities, which
are evaluated via Monte Carlo simulation. We see an interesting phenomenon emerging.
The curves corresponding to distinct agents, displayed as functions of the inverse of the
adaptation parameter, 1/J, stay nearly parallel (in a logarithmic scale). This highlights
at least two facts. First, as 6 — 0, the error probabilities decay exponentially with 1/4,
approximately with the same slope in logarithmic scale. Second, distinct agents have
distinct error probabilities. Examining the network topology in Figure 9.2, we observe
that the ordering of the probability curves reflects the properties of the network graph.
For example, agent 5, which has fewer connections, features a higher error probability.
In contrast, agent 1, which has more connections, features a lower error probability.
Let us now focus on evaluating the error probabilities by using the Gaussian ap-
proximations (9.70) and (9.71). The mean Ay and the covariance matrix ) can be
obtained as explained in the previous example. From A and X5 we compute the network
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Figure 9.5: Steady-state error probability px(d) as a function of 1/4, for k = 1,5, 10, in the
setting of Example 9.4. Markers refer to the empirical error probability estimated from 20000
Monte Carlo runs. The dashed line refers to the theoretical error probability in (9.21) computed
using the Gaussian approximation in (9.70). Dotted lines refer to the theoretical error probability
in (9.21) computed, for agents 1,5, and 10, using the agent-dependent Gaussian approximation
in (9.71).

quantities S\net and Ynet necessary to evaluate (9.70). The moments necessary to evaluate
(9.71), by, and Y, , have been computed by using truncated versions of the series in (9.72)
and (9.74), respectively (in particular, we resort to (9.74) because the model adopted in
Example 9.1 considers independence across the agents).

We see from Figure 9.5 that the error probabilities computed using approximation
(9.70) do not fit well the empirical error probabilities. On the other hand, once we
observed that the performance varies across the agents, we should have expected that
approximation (9.70) would not perform well, because it does not depend on the partic-
ular agent. In comparison, Figure 9.5 shows that the agent-dependent approximation in
(9.71) captures well the differences across the agents.

9.5 Large Deviations for Small §

In Section 6.3 we exploited large deviations [59, 60] to characterize the decay
of the error probability py, ; in traditional social learning as ¢ — oo. However,
we have learned from Section 9.1 that in adaptive social learning the error
probability does not vanish anymore as ¢ — oo; it converges instead to
a steady-state value py(0). Moreover, Corollary 9.2 guarantees that py(0)
vanishes as the adaptation parameter ¢ approaches 0. Accordingly, in this
section we use the theory of large deviations to characterize the decay
of the steady-state error probability as § — 0. More formally, the large
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deviation analysis will furnish the following type of representation [59, 60]:

p(® =exp {5 [0 +0(1)]} (975)

for a certain error erponent ®. We denote by o(1) a quantity that ap-
proaches zero as 6 — 0 — see Table 1.1. We conclude from (9.75) that the
leading exponential order (as 0 — 0) is given by the term —® /4. Taking
logarithms, Eq. (9.75) can be equivalently written as

lim ¢ log pr(6) = — . (9.76)
0—0

In place of (9.75) or (9.76), we also use the following more compact notation
to indicate equality to the leading exponential order [52]:

pr(8) = e~ */°. (9.77)

As was the case for nonadaptive social learning in Chapter 6, also for
adaptive social learning the error exponent is a compact performance
descriptor, which is useful to compare different systems or to optimize
different parameters (e.g., the network graph, the likelihood models) [95].

The next theorem provides the large deviation characterization of the
ASL strategy. It is useful to recall that, according to Table 6.1, the LMGF
of Ay is denoted by Aj(s;0), whereas the LMGF of the average variable
Anet,t is denoted by Anet(s; ).

Theorem 9.4 (Error exponents under ASL). Let Assumptions 5.1, 5.2, and 6.1
be satisfied. Assume that, for kK = 1,2,..., K and for all 6 # 9*,

Ai(s;0) < oo Vs R, (9.78)

and introduce the function

° Ane 3
¢(s;0) = / Mdg (9.79)
@ S

along with its Fenchel-Legendre transform (see Appendix E.1.1)

9" (y;0) = a1y (sy — o(s; 9))- (9.80)
sE
Then

P[br(0) < 0] = e *O7°  &(9) £ ¢7(0;0) = — inf ¢(s;6) > 0. (9.81)

sER
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Moreover, the error probability for each agent is dominated by the worst-case
(i.e., the smallest) exponent:

pr(6) =e . &= min ®(0). (9.82)

Proof. We start by establishing the large deviation characterization of the probability
P [br(0) < 0] provided by (9.81). To this end, we will call upon Lemma F.9. It is convenient
to introduce an ad-hoc notation that matches the notation used in Appendix F. Let us
set, for j =1,2,..., K and 7 € N,

yj,r = )‘jﬂ' (9)5 yr = [yl,rv y2,7-7 e 7yK,TL (983)

ajr = [AT ]k, ar =17, 02,7y, QK 7], a=wv, (9.84)
t o]

2(0) =0y (1-6) o7y, 20) =6 (1-6) "oy, (9:85)
=1 =1

Yave,r = UTy-r = )\net,-r (9)7 AaVe(s) = IOg]E exp {S yave,7}7 (986)

A, (s) =logE exp {s Z¢ (5)}, As(s) = logE exp {s 2(5)}. (9.87)

It is possible to verify that the random variables y, , in (9.83) satisfy the conditions
required by Lemma F.9. Applying Lemma F.9 to the random series z(4) in (9.85), we
obtain

lim §As(s/8) = / AaL(g)dg. (9.88)
§—0 0 S
Exploiting definitions (9.83)—(9.87), it is possible to verify the identities
b, = 2(5), Anet(C; 0) = Aave(§)7 (989)

which means that Eq. (9.88) is equivalent to
lim 6As, (5/5) = / Aoerl$36) 4 — (51 0), (9.90)
§—0 0 9

where Ay, denotes the LMGF of by, and in the last equality we used (9.79).

The convergence in (9.90) allows us to call upon the Gértner-Ellis theorem (Theo-
rem E.2), implying that the following large deviation principle (see Definition E.2) holds
for all sets S (the infimum over an empty set is taken as co):

— inf *(y;0) < liminf § log P[by (0
selnls) ¥ 0) < gl o1o8FOL(O) € 9)

<limsupdlogPbi(9) € S] < — inf ¢*(y;6), (9.91)
5§—0 yecl(S)

where ¢*(y; 0) is the Fenchel-Legendre transform of ¢(s;0) — see (9.80). We recall that
the function ¢*(y; 0) is also referred to, in the theory of large deviations, as the rate
function — see Appendix F. Note that ¢(s;#) in (9.90) is the integral transformation
used in Lemma E.2, applied to the LMGF Aqet(s;0) of the random variable Anet+(6).
Note also that Anet(s; 0) is finite for all s € R because so are by assumption the individual
LMGFs A (s;0) — see footnote 6 in Appendix F. Accordingly, the function ¢(s;0) and
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its Fenchel-Legendre transform ¢*(y;0) possess all the regularity properties listed in
Lemma E.2. Consider the choice S = (—00,0], and observe that Anet(8) > 0 due to
Assumption 6.1. Exploiting the aforementioned regularity properties, we conclude that
the infima appearing in (9.91) are given by (see also Figure E.3 for a typical shape of
the rate function)

inf ¢"(y;0) = inf ¢"(y;0) = ¢"(0;0), 9.92
yehrllt(s)qﬁ(y) yelg(&qﬁ(y) #"(0;0) (9.92)

ie., § = (—00,0] is a continuity set of the function ¢*(y;6) or a ¢*-continuity set — see
(E.155). Using (9.92) in (9.91), we get

lim 5 log P [by () < 0] = —¢*(0;6). (9.93)

§—0
Substituting the explicit definition of the rate function from (9.80), we have
¢"(0;0) = sup ( — o(s; 9)) = —inf ¢(s;60) > 0, (9.94)
seR seR

where the inequality holds because, in view of Lemma E.2, the rate function ¢*(y;0) is
nonnegative and is equal to 0 only when y is equal to the mean of the random variable
whose LMGF is Anet(s; 0). This random variable is Anet,+ () and its mean is Xnet(e). Since
we have 0 # Anet(), we conclude that ¢*(0;6) > 0. Combining (9.93), (9.94), and the
definition of ®(0) in (9.81), we have in fact established (9.81).

Let us move on to establishing (9.82). In light of (6.22), the error probability of not
choosing ¥* can be bounded as follows (with the lower bound holding for all 6 # ¥*):

P[Br.(0) 0] <pre < Y P[By,(0) <0], (9.95)

where the upper bound is the union bound. In steady state, Eq. (9.95) implies
P[B,(6) < 0] < pi(d) < > P[B,(6) < 0] (9.96)
O£
or, equivalently, in terms of the vector of scaled log belief ratios by,
Plbi(6) < 0] <pi(8) < Y Pbr(6) <0]. (9.97)
0£0*

Using the lower bound in (9.97), from (9.93) and the definition of ® appearing in (9.82),
we readily conclude that

- N ~ o . .
lim nf §10g pi (0) > max ( @(9)) min ®(0) = (9.98)

Let us now focus on the upper bound in (9.97). By definition, for all 8 # ¢¥* we have
that ® < ®(0). Accordingly, the convergence in (9.93) implies that, given an arbitrary
€ > 0, for sufficiently small § we can write

P [b(0) < 0] < e (P79, (9.99)
Using (9.99) in the RHS of (9.97), we obtain

pe(0) < Y eI = (H —1)em @7, (9.100)
0AD*
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or
dlogpr(d) <dlog(H —1) — D +e. (9.101)

Due to the arbitrariness of £, we have

limsup é log pr (§) < —. (9.102)

§—0

Grouping (9.98) and (9.102), we obtain the desired claim.

The main message conveyed by Theorem 9.4 is that the steady-state
error probability of each individual agent converges to 0 as § — 0, exponen-
tially fast as a function of 1/4. This exponential law provides a universal
law for adaptive social learning, which is in line with the universal scal-
ing law for adaptive distributed detection — see [123]. The exponent ®
governing the exponential decay depends on the statistical properties of
Anet,t(6), the network average of log likelihood ratios defined by (6.7).

9.5.1 Finiteness of Error Exponents

The next corollary gives some useful information about the error exponents.

Corollary 9.4 (Useful properties of the error exponents). Let the same assump-
tions used in Theorem 9.4 be satisfied, and let, for 6 # 9%,

Ainf () £ inf (supp)\"et(g)), (9.103)

where supp Anet (6) denotes the support of the distribution of Anet,+(0) (see Defini-
tion E.1). If Aine(0) > 0, the error exponent ® () is infinite.
Instead, if Ainf(6) < O, then the error exponent is finite and can be computed as

®(0) = — inf ¢(s;0) = —¢(s5;0), (9.104)

sER

where s; < 0 is the unique nonzero solution to the equation
Anet(55;0) = 0. (9.105)
Moreover, in this case the exponent can be upper bounded by

B(0) < |55] Anet(8). (9.106)

Proof. We have shown in the proof of Theorem 9.4 that the error exponent ®(0) is given
by the Fenchel-Legendre transform

¢"(y;0) = sup (sy — B(s; 0)) (9.107)

sER
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evaluated at y = 0. The characterization of the rate function provided in Lemma E.2
reveals that, if Ains(6) > 0, then ¢*(0;0) = oo, and the first claim of the lemma is proved.
Let us consider next the case Ainf(6) < 0. From (9.107) we can write

#*(0:0) = sup ( ~ (s 9)) — —inf ¢(s;0). (9.108)
SER s€ER
Property QO from Lemma E.2 guarantees that ¢(s;0) (as a function of s) is strictly
convex and infinitely differentiable. In particular, from (E.105) we know that the first
derivative ¢'(s; 0) satisfies
Ane 7 9 / Y
lim ¢'(s;0) = lim Aner(519) _ Aret(050) = Anet(0) > 0, (9.109)
s—0 s—0 S
where the last equality holds because the first derivative of the LMGF evaluated at s =0
is equal to the mean (see (E.31)), and the inequality follows from (6.10). Moreover, as
shown in the proof of Lemma E.2 (see (E.122)), we have
lim ¢'(s;0) = \inr(0) < 0. (9.110)
S—r— 00
Grouping (9.110) and (9.109), we conclude that ¢'(s;0) (which is strictly increasing
because ¢(s;0) is strictly convex) increases monotonically from negative to positive
values as s spans the interval (—o0,0). As a result, there exists a unique value s; < 0
such that
¢'(s5;0) = 0. (9.111)

Moreover, exploiting the integral form of ¢(s; @) in (9.79), we observe that
Anet (553 9)

*

¢ (55;0) =0 <=
Sp

=0 < Anet(sp;0) = 0. (9.112)
. The value sj is the unique value where the first derivative of the strictly convex function
@(s;0) is equal to 0. Therefore, sy is the unique minimizer of ¢(s;0), implying that

©(60) = ¢"(0;0) = — inf ¢(s;0) = —¢(s5; ), (9.113)

and (9.104) is proved. It remains to show that (9.106) holds. From the convexity
properties of the LMGF (see Appendix E.1.2) we know that Anet(s;0) is strictly convex
for all s € R. Therefore, exploiting Lemma A.1, specifically (A.3a), for all s # 0 we can
write

Anet (85 0) > 5ALt(0;0) = shner(6). (9.114)
In particular, for s < 0 we will have the reverse inequality
Ane 7 Y
# < Anet (). (9.115)

Recalling that sj < 0 and using (9.115) in (9.79), we obtain

) i 0 ) ~
P(0) = —p(s4:0) = —/ Mdg = / Mdc < |s5] Anet(8),  (9.116)
0

|5kl

and the proof is complete.
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We see from Corollary 9.4 that when Apet+(6) > 0, the error exponent
is infinite. This means that the convergence to 0 of the error probability is
super-exponential, i.e., more favorable. However, this case is seldom verified,
for the following reasons.

We focus for simplicity on the case where the observations are discrete
random variables. First, let # # ¢¥* and consider an agent k for which
U9 # L9~ Such an agent must exist because, in view of Assumption 6.1,
the network divergence Dpet(#) has a unique minimizer 9*. Letting

Ao 2 o b(2l) = (a0}, X 2 {w s l(al0) # (o),
(9.117)

we can write

ST be(@]0)+ Y b(xl0) =1= > Gu(x]0) + > L(x]d*), (9.118)
reEX=— TEXL reX=— TEXL
which implies
> (telalv*) - ta(xl0)) = 0. (9.119)
TEX,
As a result, the log likelihood ratio log( ¢k (x|9*)/¢k(x|0) ) must take on
positive and negative values. Therefore, excluding ad-hoc (and unrealistic)
interactions between the likelihoods and the true joint distribution of
the agents’ observations, the network average of log likelihood ratios
Anet,t(0) takes on positive and negative values with nonzero probability,
implying that the point 0 is greater than the infimum of the support of
the distribution of Anet ().

9.5.2 Benefits of Cooperation

In Section 6.3.1 we discussed the benefits of cooperation for traditional
social learning (with geometric averaging). The next example shows that
cooperation is also rewarding in adaptive social learning.

Example 9.5 (Cooperation improves learning accuracy). We borrow the setup from
Example 6.2, which is summarized here. We consider a network of K agents. The
combination matrix is doubly stochastic and primitive, yielding a uniform Perron vector,
ie, vy =1/K for k =1,2,..., K. The observations are assumed independent across
the agents. The likelihoods and the true distributions are equal across the agents, and
would allow each agent to learn the target hypothesis ¢¥* individually. Nevertheless, the
agents cooperate over the network by implementing the ASL strategy. We now show
that cooperation can boost the learning performance, which will be measured in terms
of the error exponents in (9.81).
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To compute these exponents, we need to evaluate first the LMGF Anet(s; 0) appear-
ing in (9.79). This LMGF was computed in (6.84); we repeat here the derivation for
convenience of presentation. According to definition (6.59), we have

Anet(s; 0) £ logE exp {s Anet,t(G)}, (9.120)

namely, Anet(s; 0) is the LMGF of the network average of log likelihood ratios introduced
in (6.7), which, in the considered case where vy = 1/K for all k, is equal to

K
1
Meet(0) = 22 > Aki(0). (9.121)
k=1

We see that Anet,:(6) is a linear combination of the log likelihood ratios. Since the LMGF
of the sum of independent random variables is the sum of the LMGFs of the individual
variables, the LMGF Anet(s; 6) is given by

Ane(5:0) = Y A(s/K;0) = KAw(s/K30), (9.122)
k=1
where
Aw(s;0) = logE exp {s )\k’t(e)} (9.123)

denotes the LMGF of the log likelihood ratio A ¢(#). We remark that Ax(s;8) is one
and the same for all k£ because the likelihoods and the data distributions are identical
across the agents.

Using (9.122), the integral in (9.79) can be computed as

#(s;0) = / Mdg = K/S Mdg (9.124)
0 0

As a particular case, we obtain from (9.124) the integral corresponding to the case
K =1, i.e., to an individual agent working in isolation, namely,

Pina (55 0) = / M‘k' (9.125)
0

Returning to the general case in (9.124) and performing the change of variable ¢’ = ¢/K,
we get

s/K /
o(s;0) = K/ Mdgl (9.126)
0
—_—
=ind(s/K;6)
or
d(5;0) = Koina(s/K; 0). (9.127)

According to (9.81), the error exponents for the case of K agents and for the case of a
single agent are, respectively,

®(0) = — inf ¢(s;0), Ding(0) = — inf pind(s;0). (9.128)
sER seR

Exploiting (9.127) and (9.128), we obtain
©(0) = — Inf ¢(s;6) = —K Inf pna(s/K;6) = —K if ding(s;6) = KPina(6).  (9.129)
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Referring to the worst-case exponent in (9.82), we finally obtain
P = K, (9.130)

which reveals that, for the ASL strategy, the network error exponent ® is K times larger
than the individual error exponent pertaining to a standalone agent. The same K-fold
increase was observed in (6.88). However, recall that (6.88) referred to traditional social
learning with geometric averaging. Specifically, the error exponents in (6.88) quantify
the decay rate, as t — oo, of the error probabilities. In traditional social learning,
these probabilities vanish as ¢ — co. In comparison, they do not vanish in the adaptive
strategy, but they converge to steady-state probabilities, which vanish as the adaptation
parameter § approaches 0. The exponents in (9.130) quantify the decay rate of the
steady-state probabilities as 6 — 0.

Therefore, the comparison between (6.88) and (9.130) leads to the following remark-
able conclusion: The learning mechanisms of traditional and adaptive social learning
are different, resulting in two different types of error exponents to quantify the per-
formance; nevertheless, under both scenarios, cooperation is rewarding, resulting in a
K-fold increase of the error exponents with respect to a standalone agent.

Example 9.6 (Error exponents). We now revisit Example 9.1 in terms of error exponents.
To this end, we need to compute first the LMGF of the log likelihood ratio Ax,:(6) in
(6.3). Since the likelihoods belong to the Laplace family described by (9.39), after some
straightforward algebra the log likelihood ratio is found to be

At (0) = |k, — Ti(0)] — |2k, — fk(’ﬂoﬂ, (9.131)

where Z,(0) denotes the expectation of xj:, computed under likelihood ¢ (z|0). For
example, using Table 9.2, we see that

Z1(1) = 0.1, 74(3) =0.3, Z7(2) =0.2. (9.132)
Next, we introduce the auxiliary quantity, for 6 # 9°,
ero = Tr(0) — Tk(9°), (9.133)
as well as the centered variable
Tt = Ths — Tp(9°). (9.134)

Recalling that xy; is distributed according to the true underlying pdf £x(x|9°), the pdf
of the centered variable Ty, is given by £k (z + Zx(9°)[9°), which is a Laplace pdf with
zero mean and unit scale parameter, namely,

go(z) = %e"““'. (9.135)
Using (9.133) and (9.134) in (9.131), we obtain
Ae,t(0) = [Ti,t — er,0| — [T - (9.136)

Consider first the case er,g > 0. The random variable Ax ¢(0) can be represented as

€k,0 if ze <0,
Ak,t(0) = < ek — QEk,t if 5k,t € [0, ex,o], (9.137)

—€k,0 if Ekyt > ek,9-
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In order to evaluate the error exponents, it is necessary to compute the LMGF of Ak :(6).
From (6.58) we know that this LMGF is defined as

Ak(s;0) = logE exp {s )\k,t(ﬁ)}. (9.138)

To compute the expectation in (9.138), i.e., the moment generating function of Ay, we
can exploit (9.137) and (9.135) and write

Ees M.t (0)

0 €k,0 oo
:/ ese’“vggo(x)dx—i—/ es(e’“ﬂ_h)go(x)dm—i—/ e "0 go(z)dx
0 ek,0

S€k,0 0 sek. o €k,0 —sep0 e}
_ “dx + & e~ (@sthzg, | € e “dx
2 2 o 2
e €k,0
e5 k.0 eSek0 1 — e (2st)ero e 5Ck,0 o Ck,0
=T T 25+ 1 + 2
e5 k.0 eS¢k, _ o~ (stl)ero e~ (st ek
=2t 2(2s+1) + 2
1)es €k.0 —(s+1) ek,
_ (s+1e + se (0.139)
2541
to arrive at (oi1)
(s+1)e k0 4 ge™TH k.0
Ak (s;0) =1 . 9.140
k(s;0) = log ( P ( )

Following similar steps for the case ex,s < 0, we would find the following expression for
the LMGF:

(9.141)

Ak(s;0) = log ( Y-

Now, to compute the error exponents ®(0) from (9.81), we need to compute the LMGF
Anet appearing in (9.79). Recalling that Ane is the LMGF of the network variable
Anet,t(0) = Zle UL AR,:(0), we can write (as we also showed before in (6.84))

setsDero o (s —1)e~® ek,e)

K
Anei(5:60) = > Ax(ves; 0), (9.142)
k=1

which follows from the fact that the LMGF of the sum of independent random variables
is the sum of the LMGFs of the individual variables. The error exponent ®(6) is finally
evaluated by: ¢) substituting (9.141) into (9.142); ) evaluating numerically the integral
in (9.79) to compute ¢(0,0); and %) computing ®(0) from (9.81). Since the true state
is ¥° = 3, we need to evaluate ®(0) for § = 1 and § = 2. Performing the aforementioned
calculations, we obtain ®(1) = 0.04778 and ®(2) = 0.03589, which means that the
dominant exponent is given by

® = min ®(9) = 0.03589. (9.143)

0e{1,2}
Now we illustrate the details of the numerical experiments. We let all agents execute
the ASL algorithm for 7' = 2000 iterations and for 15 values of ¢ uniformly spaced
in the interval [1/150,1/10]. We run 20000 Monte Carlo experiments and compute
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Figure 9.6: Steady-state error probability px(d) as a function of 1/4, for k = 1,5, 10, in the
setting of Example 9.6. Markers refer to the empirical error probability estimated from 20000
Monte Carlo runs. The dashed line refers to the theoretical error probability in (9.21) computed
using the Gaussian approximation in (9.70). Dotted lines refer to the theoretical error probability
in (9.21) computed, for agents 1,5, and 10, using the agent-dependent Gaussian approximation
in (9.71). The solid line refers to the function e~®/%_ with error exponent ® predicted by the
large deviation analysis in Theorem 9.4.

the steady-state empirical probability of error for each agent and each value of §. In
Figure 9.6 the empirical probability curves of agents 1,5, and 10 are compared against
the theoretical error probability in (9.21) computed using the Gaussian approximations
in (9.70) and (9.71). To highlight the exponential decay rate with error exponent ®
predicted by Theorem 9.4, in the figure we also plot the function e~ ®/° We recall that
this function should not be intended as an approximation for the error probabilities, but
must be used only to capture the leading order exponential decay rate.

9.6 Main Performance Characteristics

The analysis carried out in this chapter revealed the following fundamental
features.

Consistent social learning. Thanks to the weak law of small adapta-
tion parameters proved in Theorem 9.2, we showed in Corollary 9.2 that
with the ASL strategy each agent learns consistently, i.e., with vanishing
probability of error as § — 0. Moreover, we showed in Corollary 9.3 that a
stronger notion of consistency applies, that is, as 6 — 0 the belief of each
agent about the target hypothesis ¢* tends to 1.

Gaussian approximation. Theorem 9.3 showed that the vector by, when
properly shifted and scaled, is asymptotically normal. The theorem was
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exploited to derive the two Gaussian approximations in (9.70) and (9.71).
In particular, the second approximation is able to capture differences aris-
ing across the error probabilities of the agents.

Large deviations. Theorem 9.4 revealed that the error probabilities of
all agents decay exponentially fast, as § — 0, with the inverse of the
adaptation parameter, 1/6. The exponent ruling this decay is the same for
all agents.

Equivalence among agents? We saw in Figure 9.6 that the error proba-
bility curves of distinct agents stay nearly parallel (as functions of 1/4, in
the logarithmic-scale representation), which confirms that they are equiva-
lent at the leading order in the exponent. On the other hand, we also saw
that the performance of distinct agents is not equalized as d goes to 0.

Observe that this is not in conflict with the theory of large deviations.
Indeed, the equality to the leading exponential order in (9.77) does not
imply in any way that we can approximate the probability of error as e~®/9,
ie., pr(d) # e~®/9_ This is because the large deviation analysis neglects sub-
exponential corrections embodied in the o(1) term. For example, consider
two error probabilities, say p1(d) = e~®/% and py(8) = 100 e~®/9. Since we
can write

p2(3) = 100 e~ 2/® = ¢=@/0+l0g100 _ exp{ - 1[@ — §log 100} } (9.144)
1) ———
o(1)

we see that the leading exponent of py(d) is ®. This is obviously the
same as in p1(9). However, despite featuring the same error exponent as
p1(0), probability p2(d) is two orders of magnitude larger than p;(4). In
our setting, higher-order corrections in the error probabilities can reflect
differences across the agents, arising due to various factors, for example,
due to the difference between “central” agents with a high number of
neighbors, as opposed to “peripheral” agents with few neighbors. For one
instance of this behavior, refer back to the difference between the error
probabilities of agents 1 and 5 in Figure 9.6, and to Figure 9.2 to see
that agent 5 is more peripheral than agent 1. This richer behavior is not
captured by the large deviation analysis, which is able to estimate only
the error exponent.

Interestingly, the Gaussian approximation (9.71) is able to capture the
discrepancies among the agents’ error probabilities. However, we know that
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this approximation is not guaranteed to track the exact error probabilities
as 0 — 0. In order to find an approximation that captures the behavior
of distinct agents and is exact for vanishing ¢, a refined large deviation
framework exists, usually referred to as “exact asymptotics” [8, 59, 60],
which has been applied to binary adaptive detection in [120, 123].



Chapter 10

Adaptation under ASL

In this chapter we study another important aspect of adaptive social learn-
ing, namely, the transient behavior during the early stages of adaptation.
To begin with, in Section 10.1 we provide a qualitative overview to il-
lustrate the main rationale and goal of the transient analysis. Then, in
Section 10.2 we quantify the adaptation capacity of the ASL strategy by
characterizing the time necessary for the instantaneous error probability to
get close to the steady-state value. Combining this characterization with
the results available from Chapter 9, we arrive at a revealing description
of the trade-off between learning and adaptation.

10.1 Qualitative Description of the Transient Phase

It is useful to provide a qualitative overview of the transient behavior of
adaptive social learning in comparison with the traditional social learning
strategy examined in Chapter 5. To this end, we consider the following
illustrative example. We have a single agent (and, therefore, in this example
we remove the subscript k from the notation) interested in solving a binary
hypothesis problem with © = {1,2}. The likelihood models ¢(z|1) and
¢(x|2) employed by the agent are exact, namely, the data can originate from
¢(z|1) or £(x|2), depending on whether the true hypothesis is ¥° = 1 or
99 = 2. To simplify the presentation, we assume symmetric KL divergences,
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i.e., we assume the validity of the following equality:*

((z[1) U(x]2) o
o8 ggy ~ Beloegn gy =

E, A >0, (10.1)
where, as usual, the notation Ey, denotes expectation under £(z|f). We
assume that at time t = 1 the true underlying hypothesis is 9° = 1, and
the situation remains stationary until a certain time T, after which data
start being generated according to ¥° = 2. The purpose of the transient
analysis is to examine how the algorithm is able to react to drifts. In this
example, the drift is represented by the change in 9°.

In order to study how the learning process progresses over time, it is
sufficient to consider the time evolution of the log belief ratio

3 A o (1)
B; = log 1,(2) (10.2)

Note that in (10.2) we use symbol Bt to denote the log belief ratio, in
place of the symbol B, that was used before. This choice is meant to avoid

confusion. Indeed, in our treatment the symbol B, is always defined with
the true hypothesis appearing in the numerator. Since in the following
analysis the true hypothesis will change during the observation interval,
using such a convention would require exchanging the numerator and
denominator, thus adding unnecessary complexity.

In contrast, in the log belief ratio ,Bt, we have hypothesis 1 in the
numerator and hypothesis 2 in the denominator, irrespective of which
hypothesis is true. This also means that, to classify correctly the hypotheses,
we would like to have positive values of Bt when ¥° = 1 and negative values
when ¥° = 2.

Applying the sequential Bayesian update strategy (2.21) to the consid-
ered single-agent binary setting, we obtain the following recursion (we use
the superscripts na and ad to distinguish the nonadaptive and adaptive
strategies, respectively):

(1)
U(m[2)

~na

~nNna
Bi = PB4 +log

(10.3)

We remark that the qualitative argument in this section does not rely on condition (10.1),
which is made here only to simplify the example. It is interesting to note (and straightforward
to verify) that condition (10.1) is always satisfied for all shift-in-mean problems with symmetric
noise pdf, namely, when & = w 4+ m; under 4(z|1) and & = w + m2 under £(z|2), where w is a
zero-mean continuous random vector in R% with an even pdf f(w) = f(—w) (whose support is
equal to R? to guarantee that = has the same support under the two hypotheses, otherwise the
detection problem becomes trivial).
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Applying instead the adaptive update step of the ASL strategy (3.16) to
the same single-agent binary case, we obtain the recursion

£(z4[1)

(10.4)

- ~ad
We assume flat priors for both (10.3) and (10.4), which implies Bga = ,83 =
0. We now examine separately the nonadaptive and adaptive strategies.

10.1.1 Nonadaptive Strategy

In order to appreciate the main trade-offs involved in the transient behavior,
let us focus on the time evolution of the expected log belief ratio. Iterating
(10.3) up to time T and taking expectations we get

EBT, = ATy, (10.5)

where X is the symmetric KL divergence introduced in (10.1). Equation
(10.5) shows that the expected value of the log belief ratio grows linearly
with the duration T; of the stationarity interval. This linear growth is a
reflection of the increasing knowledge acquired by the agent as it aggregates
new information embodied in the log likelihood ratios. In the asymptotic
regime, this knowledge becomes a certainty. In fact, we already know from
Chapter 2 that ,\8/:—31 — 0o almost surely as T; — oo, which implies that
if hypothesis 1 remains in force indefinitely, the belief of the agent about
this hypothesis converges to 1. Unfortunately, this increasing confidence
comes at the cost of an “elephant” memory that makes the algorithm slow
in adaptation, as we now show.

To this end, let us examine the behavior for t > T1, recalling that from
time T; + 1 onward the true hypothesis switches to 9° = 2. We have that

U(z,]1)
Uz, [2)’

Then, from (10.5) and (10.6) we have that

t
~na ~na
B¢ =B, + Z log

7=T1+1

t>Ty. (106)

(|1
(@ 2)

= —X since ¥° = 2

=A2T1—t), t>T1. (10.7)

¢
~na ~na
EB, =EBT,+ > Elog
\1’_/ 7=T1+1
=AT,
We see from (10.7) that the earlier operation regime (i.e., for t < Ty)
results in an initial bias term AT; of positive sign. On the other hand, since
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the true hypothesis is now 19° = 2, we would like to observe a negative
value for EB: . Accordingly, the adaptation time can be roughly identified
by considering the time necessary to overcome the initial bias toward
hypothesis 1 once the true hypothesis switches from 1 to 2 at instant Tj.
In terms of our mean-value analysis, this is the time necessary for the
expected log belief ratio EB; ® to become nonpositive. In view of (10.7),
this change happens at instant ¢y = 2T;. The adaptation time is computed
as the difference between tg and T;. Therefore, the adaptation time for
the traditional, sequential update strategy (2.21) is on the order of

Tna = Tl- (108)

In other words, the time necessary to recover from an earlier wrong opinion
is proportional to the stationarity interval during which that opinion
was actually true! This behavior, illustrated in Figure 10.1, is clearly not
admissible for an adaptive algorithm.

10.1.2 Adaptive Strategy

Let us switch to the adaptive strategy. Developing the recursion in (10.4)
until time T we get

T
sad ey Az
BT, =Y (1-5)" Tlog ega: ;23 (10.9)
T=1 T
yielding
72d Rt T—1 5‘ T 5\
EFT, =AY (-6 ' =5 (1-1-9")~7, (10.10)

=1

where the approximation assumes a sufficiently large T;.
Likewise, developing the recursion in (10.4) from the time instant T

~ad
(i.e., from the initial state ,BaTl) until an instant ¢ > T;, where the true
hypothesis becomes ¥° = 2, we obtain

t

~ad ~ad

Br =(1-80)" "B+ Y (10! log
7=T1+1

(1)
(@ 2)’

t> Ty, (10.11)
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yielding

~ad l(x|1
BB = (1-0) TEBY + Z (1-6)""Elo zgw :23
T=T1+1 o

@(14)”1%(14 ) - 2:315

1— 5)t—T1§ (1 —(1- 5)T1) - ?

—~

(1-(-oT)
(2(1 —o)T - (1 5)7*)

_ A
9
A _
5 (20-0tT—1),  t>Ty, (10.12)
where in step (a) we apply (10 10) (actually, the final equality, not the

approximation) to evaluate EBT and we use the fact that E log eE‘TTB =

—\ for 7 > T;. The last approximation holds for sufficiently large t.
Equating (10.12) to 0 we obtain

log 2

b log 2
0~ log(1—6)~1!

+T~ + T, (10.13)

where we used the fact that 1/log(1 — 6)~! ~ 1/4 for small §. Evaluating
the adaptation time as T,g = tg — T1, from (10.13) we get

log 2
5

Tad = (10.14)

10.1.3 Comparison

A visual comparison between the nonadaptive and adaptive strategies
~na
is shown in Figure 10.1, where the expected log belief ratios ES, and

IE,\(:];d are depicted as functions of ¢. Comparing (10.14) against (10.8),
we see that for the nonadaptive strategy the adaptation time diverges
as the duration T of the stationarity interval increases, whereas for the
adaptive strategy it is independent of T1, and is controlled by the parameter
J, scaling roughly as 1/6. One explanation for this difference is that the
expected log belief ratio of the adaptive strategy given by (10.10) converges
as T{ — o0, to the stable value A\/§ that depends on 4. In contrast, for
the nonadaptive strategy the expected log belief ratio in (10.5), increases
linearly with T;. This implies that, after a relatively long stationarity
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AT, . == nonadaptive
S == adaptive
+= :
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Figure 10.1: Single-agent learning under nonstationary conditions. Time evolution of the

< ~ad
expected log belief ratios ]EB:a (traditional nonadaptive strategy (10.3), in blue) and Eﬂ:
(adaptive strategy (10.4), in red).

interval, the nonadaptive strategy accumulates an initial bias that is more
difficult to overcome.

In a nutshell, while the reaction capacity of traditional social learning
given by (10.3) is not controlled by design and is severely affected by the
duration of previous stationarity intervals, in the adaptive social learning
update (10.4) the adaptation time is not affected by previous stationarity
intervals, and the effective memory is controlled through the adaptation
parameter §. This adaptation ability comes at the expense of learning
accuracy. In fact, as we have already established in the previous chapter,
the steady-state error probability does not converge to 0 as time elapses, but
converges to some stable value. However, this value vanishes exponentially
fast as a function of 1/4, highlighting the fundamental trade-off of adaptive
social learning: The smaller the adaptation parameter ¢ is, the smaller the
error probability will be (i.e., better learning accuracy) and the larger the
adaptation time will be (i.e., slower adaptation).

10.2 Quantitative Transient Analysis

In this section we provide a more rigorous analysis to support the qualitative
arguments of Section 10.1. We assume that the ASL strategy (8.13) has
been in operation for a certain time tg. All the knowledge accumulated by
the agents until this time is summarized in the belief vectors {pux ¢ }_,. We
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remark that the evolution of the statistical models from t = 0 to ¢t = tg is
left completely arbitrary, that is, the system could have experienced several
drifts in the statistical conditions and/or other system parameters, e.g.,
the graph combination weights. From the viewpoint of the ASL algorithm,
all these effects are summarized in the belief vectors {px 4, }5_; that act
as initial state at time t¢y. In order to perform the transient analysis, we
assume that from to + 1 onward, some models { fx(z)}£_; steadily govern
the data of the different agents, with some target hypothesis equal to ¥*
— see Definition 8.1. We will establish how much time is necessary to get
sufficiently close to the steady-state learning performance starting from
the initial realization {uk7t0}kK:1. As done before, to simplify the notation
we set tp = 0 and the initial state becomes {0 }5 ;.

In the theory of adaptation and learning, the focus is typically on
estimation of a continuous parameter, and the transient analysis is per-
formed by characterizing the time evolution of suitable moments of an
error variable, e.g., the second-order moment of a vector quantifying the
difference between the estimated and true parameters. In this setting, the
transient analysis ascertains how long it takes for the error to attain some
small value [151, 154]. In comparison, in the social learning setting the
adaptation time will be related to the time evolution of the instantaneous
error probability introduced in (9.20), and specifically to the time necessary
for this probability to approach the steady-state error probability.

The time evolution of the instantaneous error probability will be char-
acterized in terms of the upper bound provided in Theorem 10.1. As we
will see from the proof of the theorem, this bound relies on the logarithmic
moment generating function of the log belief ratios. Compare this approach
with the one adopted for the estimation of continuous parameters. In the
latter case we examine the time evolution of moments, while, in adaptive
social learning, it will be important to characterize the time evolution
of logarithmic moment generating functions. This fact admits the follow-
ing interesting interpretation: Since the logarithmic moment generating
function of a random variable incorporates dependence on all moments
of the variable, the transient analysis of adaptive social learning relies on
all moments, while in problems addressing the estimation of continuous
parameters we need only individual moments.
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Theorem 10.1 (Bounds on the instantaneous error probability). Let Assump-
tions 5.1, 5.2, and 6.1 be satisfied. Let C' and r be the constants defined in
(4.25), which are determined by the combination matrix. Assume that, for all
6 # 9%, Xine(0) £ inf (suppAnet(g)) < 0, where supp, ) denotes the support

of the distribution of the network average of log likelihood ratios Anet,:(6) (see
(6.7) and Definition E.1), and let s; be the quantity introduced in Corollary 9.4.
Define the scaled log belief ratios, for k =1,2,..., K and t =0,1,...,

br:(0) 2 6 x By, ,(0), (10.15)

and the following network average, corresponding to the (deterministic) initial
values by, o(0) weighted by the Perron vector entries {vy}:

K
Bret,0(6) 2 Z kbio (10.16)

=il

Let, for all 6 # ¥*,

Ka(8) 2 [55] [oc(6) = breco(0)], (10.17)

K
20051 Y bro(9)], (10.18)

k=1

where Anet(6) is defined by (6.10). Then, for each agent k, the instantaneous
error probability px ¢ defined by (9.20) is upper bounded as

pee < Y exp { 5]~ 2(0) + Ka(O)(1 - ) + Ka(®)(1 — )" +0(3)] }.

0£D*
(10.19)
where ®(0) is defined by (9.81).
Proof. Recalling the representation in (9.5), we can write
K
Bit(0) = (1= 0)" > [A'jB5.0(0) + By . (0)- (10.20)
j=1
Let us introduce the scaled quantity
bii(0) 2 0 x By, (0 —622 1= 0)" A ]k Mg r i1 (0), (10.21)

Jj=1 =1

where the equality follows from (9.6). Since by,:(0) = d x B, ,(0) by definition, from
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(10.20) and (10.21) we get

b, (0) = bri(0) + (1 - 6)' Z[At]jkbj,ow)

K
= ba(0) + (1~ 0)' Zvj b0(6) + (1= 8) 3 (14756 = v; ) bso(6)

j=1
K

> bro(0) + (1= 8)" > w3bi0(0) = C(1 = 8)'r" > |bs0(6)

=Dt (0) + (1 — 6)'bper.o(0) — ( ) (1—26)trt (10.22)

where the inequality follows from (4.25), and in the last equality we used (10.16) and
(10.18). In view of (10.22) we can write

Plbi(0) < 0] < P {Bk 1(0) < —(1 = 8) bper,o(6) + K‘Z(*T)(l _ Wrt]
6
@p [‘i; bre(0) > |5 (;' (1= 8) bper,0(6) — KQ(S(G) (1— 5)%}
(®) E exp { S(;;/l;k’t(e)}
<

a | *‘ K2(0) t t
exp{ 50 (1- 6) Dnet,0(0) — 5 1-=90)r }

< exp {; [(ﬁm (‘? 9) — (1= 0)"|85 |bret,0 () + K2(0) (1 — 5?#] } :
(10.23)

where (a) follows by multiplying by s; /8 both sides of the inequality within the probability
brackets and taking into account the fact that sz < 0 (see Corollary 9.4); (b) follows
by applying Chernoff’s bound (Theorem C.3); and in (¢) we introduced the LMGF of
Bkﬂg(G), defined as

Kk,t(s; ) = logE exp {sﬁkt(e)} (10.24)

We now want to obtain a convenient expression for the LMGF kat (s;0) in (10.24).
To this end, we will appeal to some results from Appendix F, which are more easily
illustrated by introducing the following ad-hoc notation. Let us set, for j =1,2,..., K
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and 7 € N|
Yjr = X (0), Yo = [Y1.00 Y201 Yre o) (10.25)
;- = [AT)jk, ar =[aa,r, Q... QK 7], a =, (10.26)
t o]

§) =5 (1= "azy,, 20)=6) (-8 lory,,  (10.27)
yave,r = UTyT = )\net,r(o)7 Aa"e(s) = 1OgE exp {Syave,‘f'}7 (1028)
Ay(u) =logE exp {uTyt}, u € RY, (10.29)
A, (s) =logE exp {s zt(é)}, As(s) = logE exp {s z(§)}. (10.30)

Now, observe that from (F.107) we have the representation
Z Asve (s 5(1 )

[ y(sa (1—106)" T) — A, <35(1 fé)ffla)], (10.31)
which, in view of (F.119) and (F.120), implies that
A, (s/5) = 52/\“3( (1-8) ) +0(5). (10.32)

On the other hand, in view of Egs. (F.97), (F.100), and (F.123), the summation on the
RHS can be written as

/ Aae(s )d + O(9), (10.33)
which combined with (10.32) yields
OA,(s/0) :/ Ase(s )d + O(9). (10.34)
s(1—&)t S

Exploiting (10.21), (10.24), and the chain of definitions (10.25)—(10.30), we arrive at the
identity

Az, () = Aia(s;0). (10.35)
Likewise, using (10.28) and recalling from Table 6.1 that the LMGF of the average
variable Anet,¢ is denoted by Anet(s; ), we have

Aave(s) - Anet(s' 0) (1036)
Substituting (10.35) and (10.36) into (10. 34) we obtain

6Akt (s/6:0) / A ( d +0(9)
(1-s)t

s(1—6)t )
/ net §, / Anetigye) de + 0(5)
0

s(1—68)t .
P(s;0) — / Mdg +0(9), (10.37)
0
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where the last equality follows from the definition of ¢(s;0) in (9.79). Applying (10.37)
with the choice s = s}, we get

—~ 5;(1*5)1 A, 9
OAk, (85/6;9)=¢(sé;9)f/ %g’)dwow)

0

) EA W)
= —d(6) —/ "e%dwow)
0

0 .
Y o)+ / Anrlsi0) e 4 0()
—lsili=s)t
(c) _
< —®(0) + (1 —0)" |s5] Anet(9) + O(9), (10.38)

where (a) follows by using the definition of ®(6) from (9.104); (b) holds because sj is
negative; and (c) follows by observing that, in view of (A.3a) and the strict convexity of
the LMGF Apet, for ¢ < 0 we have

@ < Ae(0;0) = Mner(6). (10.39)

Using (10.38) in (10.23) along with the definition of K;(6) from (10.17), we get the
upper bound in (10.19).
n

Theorem 10.1 reveals the main behavior of the instantaneous error
probability. Examining the exponent of the upper bound in (10.19) we see,
up to higher-order corrections embodied in the term O(¢), the emergence
of three terms: the steady-state error exponent ®(6) already identified in
Theorem 9.4, and two other terms that characterize the transient behavior.
The first transient term decays as (1 — J)¢, and is thus influenced solely by
the adaptation parameter J. The second transient term decays as (1 —4§)'rt,
which means it decays faster and is influenced also by the network through
the combination-matrix parameter r. According to (4.24), this parameter
is related to the second largest-magnitude eigenvalue of A, and is therefore
related to the mixing properties of A (i.e., the convergence rate of [Af]
to the Perron vector entry v;).

It is important to make a remark in relation to the terms bpeto and by o
appearing in (10.17) and (10.18), respectively. In view of (10.15), we have

bk,O = x ﬁk’o (1040)

and, from (10.16), also bnet,o implicitly contains the multiplying factor 6.
Accordingly, instead of including bpet,0 and by in (10.17) and (10.18), it
appears that we could have incorporated them into the O(J) correction
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in (10.19). We now explain why this is not the best choice and why it is
more useful to leave explicit the dependence on these two terms. Recall
that the time instant ¢ = 0 in our analysis represents an arbitrary time
instant after which a stationary period begins. For example, t = 0 can
correspond to the end of a previous stationary period (learning cycle)
where the agents learned a certain model that has then changed at the
beginning (¢t = 1) of the subsequent learning cycle. In other words, the
“initial” state by o can correspond to the steady state of the previous learning
cycle. In this case, by o would contain an implicit dependence on ¢, since it
would be the steady-state output of the ASL algorithm. More specifically,
from Theorem 9.2 we know that in steady state this scaled log belief ratio
approximates Anet for small 4. Therefore, when by, is interpreted as the
steady-state vector of a previous learning cycle, from (9.28) we can write

bk’,O ~ j\ﬁz\', bnet,O ~ S‘ﬁ:i\l? (10.41)

where we denote by A%’ the limiting value characterizing the previous

learning cycle. Note that (10.41) is not an O(d) correction. For this reason,
it is more appropriate to leave explicit the dependence on bpet,o and by o
and not to incorporate these terms into the O(d) correction in (10.19).

10.3 Adaptation Time

In summary, Theorem 10.1 provides the upper bound in (10.19) on the
instantaneous error probability. As ¢ — oo, this bound converges to

9;* o {(15 [‘1)(9) + 0(5)} } = exp {; [<I> + 0(5)] } : (10.42)

where ® = mingg+ ®(6) is the error exponent in (9.82). In the theory
of adaptation and learning [151], adaptation times are usually defined in

2The equality in (10.42) can be obtained as follows. Since there exists at least one value
0 # 9* such that ® = ®(0), we have

1 1
Z exp {—g [@(9) + 0(5)} } > exp {—g {@ + 0(5)} } . (10.43)
OF£9*
On the other hand, we can write

S ew {5 [e@+00)|} <t -vew {5 [o+06)]}

09>

= exp {—% [@ +O(8) + 6 log(H — 1)} } = exp {—% [cp + 0(5)} } . (10.44)
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terms of the number of iterations necessary to get “sufficiently” close to
some limiting (i.e., steady-state) value. In our setting, we will apply this
concept to the available upper bounds on the error probability, with the
RHS of (10.42) being our limiting value. Specifically, we say that Tagp is
a valid adaptation time when, for all ¢ > Tag,

Prt < exp{—(lg[(l —e)<I>+O(5)}}. (10.45)

In other words, we require that, after Tasy, the instantaneous error prob-
ability pi: is upper bounded by a quantity that matches the exponent
® on the RHS of (10.42), but for some small . This is made precise in
the following corollary, where we determine expressions for the adaptation
time by distinguishing the cases of “favorable” and “unfavorable” initial
states.

The favorable scenario is identified by the condition bpet0(6) > Anet (0)
for all 6§ # ¥*, which means that the initial states are larger than the
limiting values /_\net(ﬁ) to which the scaled log belief ratio converges in
view of Theorem 9.2. We see from (10.17) that when bnet0(6) > Anet(6),
the terms K;(6) are all nonpositive. Examining (10.19), we conclude that
these terms contribute to reducing the value of the upper bound in (10.19)
(or are irrelevant if they are equal to 0). For this reason, we say that
when bpet,o(6) > Anet(6) for all § # 9% we are in a favorable scenario. The
situation is reversed when bpet o(0) < Anet (A) for at least one § # ¥*, since
in this case at least one of the terms K;(#) is positive, thus contributing
to increase the value of the upper bound in (10.19).

Corollary 10.1 (Adaptation time). Under the same assumptions used in Theo-
rem 10.1, let

K; £ max K;(6), K2 £ max K (6), (10.46)
040+ 0F£0

and let the adaptation time Tas. be a time instant such that, for all t > Tas,
prs < e~ FlA=)2+00)] (10.47)

for some small € > 0. Then, we have the following two scenarios:

Favorable case (all initial states are good). If bnet,0(f) > Anet(8) for all
0 # 9*, then for ¢ < K2 /®,

Ka

1
Tas, = ——
AsL logr—1
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Unfavorable case (at least one initial state is bad). If bnet,0(0) < S\net(ﬁ)
for at least one 6 # ¥*, then for ¢ < K1/®,

1 K1

Tast

Proof. We determine the adaptation time as the critical instant after which we stay
close to the exponent @, in the precise sense specified by (10.47). For ease of reference,
it is useful to report here (10.50), namely,

pre< Y exp {% [ —B(0) + Ky (0)(1 — ) + Ka(0)(1— &)+ + 0(5)} } . (10.50)
020

Since ®(0) > @ (see (9.82)), Ki(0) < K and Kz(0) < Kz (see (10.46)), and since
0 <6 <1, from (10.50) we can write

1
Drt < 6; exp{g[—q)—l— Ki(1—0)" + Kor' —I—O((S)}}

1
— (H—1)exp {5 [ — D+ Ky (1—6) + Kor! + 0(5)} } . (10.51)
The constant factor H — 1 can be incorporated into the O(§) correction, yielding

1
pre<exp{ 5[ -2+ Ki1-8) +Kar' +0()] }. (10.52)
We now use (10.52) to evaluate the adaptation time in the favorable and unfavorable
cases. -

Let us consider first the favorable case, where bnet(6) > Anet(6) for all 6 # 9*,
implying, in view of (10.17) and (10.46), that K; < 0, such that from (10.52) we have

e e {5[- etk +00)]}. (10.53)

On the other hand, with the choice of Tas. in (10.48) we have

Ks

5 K ' <ed, (10.54)

t>Tas < t>

1
logr—1 o8
which, when used in (10.53), yields (10.47). Thus, we have proved the claim for the case
where bnet(0) > Anet(6) for all 6 # 9*. -

We examine next the unfavorable case where bnet(6) < Anet(f) for at least one value
0 # ¥*. Observe that in this case we have Ki = maxg.9x K1(0) > 0. If we set the
adaptation time Tas. according to the law in (10.49), we have
K1

t
—log 5 = Ki(1-0)' <e@, (10.55)

1
t>T = >
> Tast > log(1 —¢)

which, when used in (10.52), yields

s < eXp{%[— (1— &) + Ko rt—i—O(é)} } (10.56)
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Moreover, from the known bound logxz < x — 1, holding for all x > 0, we have the
inequality
1 1 1

< —1=
lgr—F <75 1=1%

(10.57)

implying 5
1 1— 1
> = - —1. .
log(1—0)"t = 4 0 ! (10.58)

In the range t > TasL, from (10.55) and (10.58) we obtain (recall that ¢ < Ki/®)

1 K1

which, since 0 < r < 1, also implies
K
rt < p(3-1)los ok (10.60)

which implies that the quantity Kz r* appearing in (10.56) can be incorporated into the
term O(4), yielding (10.47), and the proof is complete.
|

We are now ready to examine the main parameters and phenomena
affecting the adaptation time Tag.

Memory. The memory from the past evolution of the algorithm is summa-
rized in the starting belief vectors {ux o} |, which determine the initial
values {bk,o}szl and bpet,o-

As we observed before stating the corollary, when bneto(6) > /_\net(H)
we have Ki(f) < 0, and the transient term K;(0)(1 — §)! reduces the
value of the error probability (bound) or is irrelevant. Therefore, when
bnet,0(6) > Anet (0) for all 6 # 9*, we see from (10.19) that the dominant
transient term is the one scaling as (1 —§)’r?!; the corresponding adaptation
time in (10.48) is essentially determined by the mixing parameter r, i.e.,
by how fast the powers of the combination matrix converge to v 1T — see
Corollary 4.1. Under this regime, the adaptation time does not depend
critically on the adaptation parameter . Moreover, the adaptation time in
(10.48) increases for larger initial values |by 0(0)| — see (10.18).

In comparison, when bpeto(6) < Anet(0) for at least one 6 # ¥, the
dominant transient term is the one scaling as (1 — §)?; the correspond-
ing adaptation time in (10.49) scales with the adaptation parameter as
1/log(1 — §)~1. For small §, this scaling law can be approximated by
1/8, which means that the adaptation time grows as the inverse of the
adaptation parameter § when & — 0.
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Within the unfavorable scenario, one particularly interesting case is
when bnet,0(6) is negative. This happens, for example, when the initial state
comes from a previous learning cycle where the agents have converged to
some hypothesis that has then changed at the beginning of the subsequent
learning cycle. To see why in this situation we have bpet0(6) < 0, let us
examine a single learning cycle. Recall that we use the convention that
the data of the learning cycle under examination are collected from time
instant t = 1, and that the initial belief at time instant ¢ = 0 collects all
the knowledge stored until the beginning of the learning cycle, that is, the
knowledge accumulated from previous learning cycles. Assume for instance
that in the previous learning cycle the algorithm had been converging
to some hypothesis 6, which has then switched to ©* at the beginning
(t = 1) of the successive learning cycle. This means that the log belief ratio
between 6 and ¥* was positive at the end of the previous learning cycle.
Actually, since in the new learning cycle we compute log belief ratios in the
reverse direction, i.e., between ¥* and 6, we have bnet o(6) < 0. Therefore,
the smaller bnet0(6) is, the worse the starting condition will be. We expect
that a worse starting condition has a negative impact on the adaptation
time. This is confirmed by (10.17), because smaller values of bpet,0(#) < 0
imply larger values of K;(f), which in turn correspond to increasing the
adaptation time in (10.49).

Finally, observe from (10.48) and (10.49) that the dependence of the
adaptation time on K; and Ky is logarithmic. Since we see from (10.17)
and (10.18) that K;(6) and K2(#) embody the initial states, we conclude
that the past algorithm evolution does not have a critical impact on the
adaptation time.

Parameter sj. The parameter sj influences the adaptation time through
the constants K; () and Ka(#) — see (10.17) and (10.18). Some insight into
the role of sj; can be gained by focusing on the following setting. Consider
the objective evidence model in Section 5.3 and assume statistical inde-
pendence across the agents. Under this setting, the following inequalities
were proved in [25]:

1 1
< sl < —, (10.61)

Umax Umin

where vmax and vmin denote the maximum and minimum entries of the
Perron vector of A. On the face of it, these bounds suggest a dependence
of the adaptation times in (10.48) and (10.49) on the network parameters
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through the Perron vector.

However, we should recall that the network error exponent ®, defined
in (9.82) and appearing in (10.48) and (10.49), depends on the network
as well. For example, when all likelihoods are equal across the agents and
the combination matrix is doubly stochastic (yielding a uniform Perron
vector), we showed in (9.130) that the network error exponent ® is K
times the exponent ®;,q4 corresponding to an individual agent (i.e., to a
standalone implementation of the ASL algorithm), namely,

D = KPjg. (10.62)
Moreover, with a uniform Perron vector, Eq. (10.61) implies
sp=—-K. (10.63)

Using (10.62) and (10.63) in (10.48) or (10.49), we find that the network
size appearing in the parameter sy = —K is compensated for and canceled
out by the network size embodied in the network exponent ® = K®;.4.
Accordingly, we expect the network parameters to have a reduced impact
on the adaptation time when the initial conditions are unfavorable — see
(10.49). In comparison, we see from (10.48) that the adaptation time under
favorable initial conditions would depend on the parameter r that is related
to the second largest-magnitude eigenvalue of A, and, hence, embodies a
dependence on the network features. However, note that the dependence
of the adaptation time in (10.48) on r is logarithmic.

KL divergences and error exponents. As explained before, in the
unfavorable scenario the dominant constant is K;(¢). We see from (10.17)
that this constant depends on the quantity Anet(#) defined by (6.10),
which in turn depends on the KL divergences relevant to the considered
classification problem. To gain some insight into this dependence, we
consider the following simplified setting. First, we focus on the objective
evidence model in Section 5.3, where ¢* = ¥° for some true hypothesis 1,
implying, in view of (6.10), that

et (0) = Diet(0) — Dier(9°) = Die(6). (10.64)
=0

Second, we neglect the initial state bpet0, so that Eq. (10.49) becomes

1 maxg-ygx {|S§‘Dnet(9)}
TasL = 1 '
ASL = Jog(1 —5)1 %8 cd

(10.65)
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Under the objective evidence model, Dpet(6) is a network average of the KL
divergences between the true likelihoods ¢ (x|9°) and the likelihoods ¢ (z|0)
corresponding to a wrong hypothesis 8 # 9°. As a result, larger values of
Dyet(0) imply that the true hypothesis is more easily distinguishable, that
is, the decision problem is easier. Now, expression (10.65) may suggest
an increase of the adaptation time for larger Dpet(6). This would imply
that easier decision problems require more time to decide reliably, which
is counterintuitive.

To see that this reasoning is incomplete, observe that the error exponent
® is also related to the difficulty of the decision problem; it measures how
fast the steady-state error probability converges to 0 as § — 0. Therefore,
when the decision problem becomes easier, the error probability is smaller,
and @ should also increase, resulting in a reduction of the adaptation time
in (10.65). In summary, since the KL divergences and the error exponents
have opposite effects on the adaptation time in (10.65), it is difficult to
anticipate their combined impact. This impact can be quantified by evalu-
ating the pertinent parameters for each particular learning problem. In any
case, we remark that the effect of the KL divergences and error exponents
is mitigated by the presence of the logarithm in (10.65).

Parameter . The adaptation time was defined as the time instant after
which the error probability decays with an error exponent necessary to
achieve The smaller ¢ is, the closer the error exponent to the steady-state
exponent ® will be. Remarkably, the impact of this parameter on the
adaptation time is not critical, since we see from (10.48) and (10.49) that
Tast depends logarithmically on e, namely, growing as log(1/e).

Adaptation parameter 6. Observe that the adaptation time in (10.48)
does not depend on ¢§. This means that if we reduce the adaptation
parameter, we can achieve a higher learning accuracy (i.e., a smaller error
probability), without incurring an expense in terms of learning time. This
is due to the fact that the algorithm starts from a favorable initial condition
where it is already inclined toward the target hypothesis.

It is clear that this is not the correct setting to evaluate a “genuine”
adaptation time, i.e., the time needed by the algorithm to arrive at a correct
determination that was not true at the beginning of the learning cycle. Let
us focus instead on the case where the initial conditions are unfavorable,
where the adaptation time scales, for small §, as 1/log(1 — )~ !~ 1/§ —
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see (10.49). Comparing this result with (10.14), we see that this behavior
matches well the qualitative analysis of Section 10.1.

The last expression in Corollary 10.1 shows that the adaptation time
is reduced by increasing 0. However, this is not always desirable, since
increasing ¢ also reduces the accuracy in the decision-making process (recall
from Theorem 9.4 that we must instead reduce § to obtain a small error
probability). These contrasting effects represent two sides of the same coin;
they show the trade-off between learning and adaptation that exists in
the ASL strategy. This trade-off can be better summarized by combining
Theorem 9.4 and Corollary 10.1 to conclude that the error probability
decays exponentially with the adaptation time, roughly scaling as

0]
error prob. ~ exp { — ) TasL for all agents. (10.66)

log (K1 X (e @)t

Stability over successive learning cycles. The characterization of the
transient phase provided by Theorem 10.1 and the related corollary are
valid under an arbitrary choice of the initial state by . However, as we
observed above, if we start from an unfavorable state, then the adaptation
time is affected adversely. This gives rise to a fundamental issue that
we now illustrate in detail. Assume that the time axis is divided into
successive intervals (learning cycles) wherein the system evolves under
stationary conditions. At the beginning of each learning cycle the statistical
distributions and /or the likelihoods and /or other system parameters change,
and a new cycle starts where the system evolves in a stationary manner,
albeit under different conditions. Sufficient time to learn is given within
each individual learning cycle, so that the system reaches the steady state
for that learning cycle. Then, as explained before, the belief accumulated at
the end of a learning cycle will become the initial belief for the subsequent
learning cycle, which can be very different from the target belief for this new
cycle. Thus, it makes sense to ask how “wrong” can the initial beliefs be at
the beginning of a learning cycle. In particular, do errors accumulate over
time as the algorithm progresses, impairing the learning process? These
questions can be answered by combining the steady-state and transient
analyses.

To see how, consider the beginning of a learning cycle. As observed
in the last paragraph of Section 10.2, at the end of the previous learning

. \ pre
cycle, the agents’ belief vectors have converged to some vector \hiy’ — see
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Ghyp Gnyp
Markov chain
transition diagram
for the state of nature 0(t)
Gnyp Ahyp
777777777777777777777777777777777 Gmat T
Markov chain
transition diagram
for the graph G(t)
Jmat
Gfun
Markov chain
transition diagram @
for the functioning state s(t)
Gfun

Figure 10.2: Illustration of the Markov chains corresponding to the sources of nonstationarity
in Example 10.1. (Top) Transition diagram for the underlying state of nature 6(t). (Center)
Transition diagram for the graph G(t). (Bottom) Transition diagram for the functioning state

s(t).

(10.41). Notably, this vector does not depend on the adaptation parameter
0 and, in particular, it does not diverge as & becomes small. That is, the
initial conditions at the beginning of each learning cycle are not critically
affected by the choice of §. These arguments apply provided that sufficient
time is given for learning within each cycle, namely, if the parameter §
guarantees a sufficient adaptation time that is smaller than the duration
of the individual learning cycle. These aspects will be more quantitatively
illustrated in the forthcoming example.

Example 10.1 (Evolution over successive learning cycles). In this example we focus on
a specific nonstationary setting to illustrate the role of adaptation. We divide the time
axis into successive random intervals (learning cycles) wherein the system conditions
remain stationary. We examine an environment where there are three different sources of
nonstationarity, which will be modeled as (mutually independent) homogeneous Markov
chains, as specified below.

i) For t € N, let O(¢) be a state of nature at time ¢, which is allowed to change over
time. We assume 6(t) follows a Markov chain with possible states in © = {1, 2,3}
and with transition probability gny, between any two different states, as represented
by the finite-state diagram in the top panel of Figure 10.2 (where only transition
probabilities are displayed, with the complementary probabilities of remaining in a
state being omitted).

ii) The graph connectivity can drift over time. We assume that the agents can be
connected according to two different undirected graphs G; and G2, shown in
Figure 10.3. All agents are assumed to have a self-loop, not shown in the figure.
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Even if both graphs are strong, the former graph has high connectivity, while
the latter has low connectivity. The combination matrix in both cases is designed
using the Metropolis rule reported in Table 4.1. For the graph G1, the resulting
combination matrix has second largest-magnitude eigenvalue equal to 0.212, whereas
for the graph G2, the combination matrix has second largest-magnitude eigenvalue
equal to 0.717. The graph in force at time ¢ is denoted by G(t), and follows a
Markov chain with transition probability gmat — see the finite-state diagram shown
in the center panel of Figure 10.2. Note that this type of drift is contemplated by
our analysis. In fact, the characterization of the transient evolution for the error
probability in Theorem 10.1 is very general. It summarizes all previous behavior
until time instant ¢ = 0 in the initial (scaled) log belief ratios {bx,0}. Whatever the
system parameters before that instant are (e.g., different combination matrices,
different true distributions), the algorithm evolution for ¢ > 0 will depend only on
the initial beliefs (i.e., at ¢t = 0) and on the system parameters ruling the current
learning cycle (i.e., in force for ¢t > 0).

graph G, graph G,

Figure 10.3: Network topologies used in Example 10.1. The graphs are undirected and all
agents are assumed to have a self-loop (not shown in the figure).

iii) The system can be in one of two possible functioning states, namely, nominal
(N) and perturbed (P). The functioning state at time ¢ is denoted by s(t). Under
state “s(t) = nominal” the data are generated according to the true likelihood
corresponding to hypothesis 6(t), namely, we are under the objective evidence
model of Section 5.3 (given the true hypothesis, the observations are generated as
statistically independent across the agents). Specifically, the nominal likelihood
models are chosen from the following family of Laplace distributions:

gn(z) = 5e*‘””*"‘, n=12,3, (10.67)
in such a way that £ (z|0) = go(x), for k =1,2,..., K and 6 = 1,2, 3. Since the
nominal functioning state corresponds to the objective evidence model, the target
hypothesis ¥* that minimizes the network average of KL divergences Dnet(0) is
equal to the underlying state of nature 6(t). Under state “s(t) = perturbed” we
adopt the following construction. First, we generate samples from the nominal
data model, and then contaminate them with iid zero-mean Gaussian noise having
variance equal to 100. For the choice of the system parameters used in this example,
the target hypothesis 9* that minimizes the network average of KL divergences
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Dhet(6) (now computed under the modified data distributions corresponding to the
perturbed state) is still equal to the true underlying state of nature 6(t). Transitions
between the two functioning states occur according to a Markov chain ruled by
a transition probability gun — see the finite-state diagram shown in the bottom
panel of Figure 10.2.

Duration of a learning cycle. A learning cycle is identified by a time interval where
all the conditions remain stationary. Let us evaluate the average duration of a learning
cycle. Technically, in terms of the above Markov chain formulation, we need to identify
the average time spent in each joint state {6(t), G(t), s(t)}. In order to be conservative,
we focus on the worst case, i.e., on the shortest average duration, which is obtained
when the system is in the most unstable state (i.e., the state where transitions are
more frequent). Examining Figure 10.2, the most unstable state is obtained when the
hypothesis in force is 8(t) = 2 (since from such intermediate state we can move leftward
or rightward, while from the other states it cannot), whereas for the combination matrix
and the functioning state the particular choice is immaterial. Now, given that the overall
system is in the joint state {0(t) = 2, G(t) = G1, s(t) = nominal}, the probability pmin
that the system does not change state for a single step is equal to

Pmin = (1 - 2qhyp)(l - Qmat)(l - qun)~ (1068)

Likewise, the probability that the system remains in the considered state for exactly
t — 1 steps (which means that the learning cycle has duration t) is equal to

pfnTnl(l - pmin)7 te N7 (1069)

which corresponds to the pmf of a geometric random variable. The expected value of a
random variable following the distribution in (10.69) can be computed as

o d [ 1
(1 — pmin) Prin t = (1 = Pmin) pr— prnin 1 (10.70)
—1 'Pmin i—o Pmin
1
1—Pmin
1
(A=pmin)?

which means that the average duration for the worst-case (i.e., shortest) learning cycle

is equal to
1

Tic = p— (10.71)
In order to model a nonstationary environment where the system parameters remain
stable during the learning cycles, we take inspiration from the Gilbert-Elliott model,
which is typically employed to describe random bursts of errors over communication
channels [67, 82]. According to the Gilbert-Elliott model, the transition probabilities
between states of the chain are kept small so as to ensure that the chain remains in the
same state for several contiguous time samples.

Adaptation time. We consider the perspective of a network designer who wants to select
the adaptation parameter §. To make this choice in an informed manner, it is necessary
to make an estimate of the adaptation time corresponding to a given §. We assume that
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the network designer has no knowledge about the true underlying distributions when
they differ from the nominal likelihoods, i.e., when the system is in the (unpredictable)
perturbed functioning state. Accordingly, the following calculations are performed by
using the nominal likelihoods.

Let us first focus on a particular true hypothesis 9*. Then, we will repeat the com-
putation for all possible choices of ¥* and retain the highest, i.e., worst-case adaptation
time. We assume that in a given learning cycle the system has evolved from a previous
learning cycle where the agents converged to a hypothesis different from that in force
during the current learning cycle. Under this setting, as was explained before, we are in
the unfavorable case of Corollary 10.1, and thus we need to call upon (10.49) to evaluate
the adaptation time. To this end, we can first evaluate numerically the exponent ® as
shown in Example 9.6. The evaluation of the constant K; in (10.46) requires a separate
explanation.

We start by computing the constant Ki(6) in (10.17) for each § # 9¥*. Observe
that we need to evaluate the initial states by o(6) to obtain the network average bnet 0.
Recalling that the initial states at t = 0 correspond to the final states at the end of the
previous learning cycle, their values will obviously depend on the particular previous
evolution. To compute K;(#), we make a conservative choice and consider the worst-case
initial state. The specific calculations are as follows.

We denote by 9° # 9* the true hypothesis in force during the previous learning
cycle, and by pb'® the steady-state belief vector at the end of the previous learning cycle.
Assuming that this learning cycle had a sufficiently long duration, so that the beliefs
reached the steady state, for each agent k we can write

prev ( o K

610g lifprev Z j,’L9<>||‘€j7 (1072)

For 6 = 9°, Eq. (10.72) is actually a trivial equality, whereas for 6 # 9° the approximation
follows from Theorem 9.2, once we make explicit the expressions for the scaled steady-
state log belief ratio by (f) and the expected network average of log likelihood ratios
Xnet(0) appearing in (9.28), computed under the hypothesis pertaining to the previous
learning cycle, and with uniform Perron vector entries v; = 1/K (since the combination
matrix is doubly stochastic).

On the other hand, for all § # ¢¥* we can write

0 (9%) Lk,0(9%) k,0(9°)
b 0)=0log ———2~ =fJlog ———~ — flog ————~. 10.73
eo(6) = 0log = "y — 018 @® 218 oo (10.73)

Since the initial belief vector p,0 coincides with the final value of the belief vector at the
end of the previous learning cycle, from (10.72) and (10.73) we obtain, for all 6 # ¥*,

K
b Z (D02 1650) = DllsoelE3.00)). (10.74)

Accordingly, since all agents converge to the same limit point, we can write

K
1
breto(6) ~ bo(®) & 12 3 (Do lls0) = Dtyoelltsor))  (10.75)
Jj=1
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and introduce the minimum value

M (6) = min 72( ],WH@,@)fD(éjij,w)). (10.76)

9o£9* K

Note that this minimum is negative since the function to be minimized is negative for
9° = 0. The value by o(0) can be inserted into (10.17) to compute the following upper
bound:

K(0) = 1531 [Rner(0) = boso(0)] 5 [551 [os(6) = Bizo 0)]. (10.77)

In view of (10.77), to compute an approximate upper bound on the maximum constant
K1 appearing in (10.46), we can maximize the RHS with respect to 0 # 9¥*. The result
would depend on ¥* since all our calculations have been performed for a given ¥*.
Therefore, to obtain a worst-case bound, we consider the constant K}” that is obtained
by further maximizing over all hypotheses ¥* and use this upper bound to obtain the

highest adaptation time
1 KiP
Tast ® ———=—1lo 10.78
ASL log(1 —8)-1 g —= e D ( )
Inserting into this relation the numerical values corresponding to our simulation setup,
the time necessary for the error exponent to reach half the value (i.e., we use € = 0.5) of

® is equal to
3.1916 __ 3.1916

log(1—6)-* "~ 6§

where in the last step we use the approximation 1/log(1 —§)™! ~ 1/§, holding for small
6. We now examine two scenarios that differ in the duration of the learning cycle.

TasL = (10.79)

“Short” learning cycles. First, we consider the following setting:
Ghyp =5 % 107%, gmat = 1077, grun = 1077, (10.80)

yielding, in view of (10.68),
Prmin = 0.9880. (10.81)

Using (10.71), the average duration of a learning cycle is approximated by
Tic ~ 83 iterations. (10.82)

If we equate this value for Tic to the adaptation time in (10.79), we get 6 ~ 0.038. To
guarantee proper learning, we need an adaptation time sufficiently smaller than the
average duration of a learning cycle. In the experiments shown in Figure 10.4 we made
the choice

6=0.1, (10.83)

which, when substituted into (10.79), corresponds to the adaptation time
TasL ~ 32 iterations. (10.84)

This value is approximately one third of the average worst-case learning cycle in (10.82).

Figure 10.4 shows the simulation results pertaining to the considered setup. The first
(top) row shows the transitions for the three sources of nonstationarity illustrated in
Figure 10.2, namely, true state of nature, functioning state, and network graph. In the
second row we display the time evolution of the beliefs of agent 1 obtained by running
the ASL strategy, whereas the third row shows the error probability achieved by this
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Figure 10.4: Evolution over successive learning cycles (Example 10.1), with adaptation
parameter 6 = 0.1 and average cycle duration T\ ¢ & 83. (First (top) row) Observed transitions
for the three sources of nonstationarity illustrated in Figure 10.2, namely, true state of nature,
functioning state, and network graph. (Second row) Time evolution of the belief of agent 1 for
the adaptive social learning (ASL) strategy from listing (8.13). (Third row) Time evolution of
the error probability of agent 1 for the adaptive social learning strategy. (Fourth row) Time
evolution of the belief of agent 1 for the nonadaptive social learning (SL) strategy from listing

(3.16).
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agent, estimated empirically from 1000 Monte Carlo runs. For comparison purposes, in
the fourth row we report the time evolution of the beliefs of agent 1 for the nonadaptive
social learning strategy from listing (3.16), which is labeled as SL.

First, we observe that, except for the learning cycle corresponding to the perturbed
functioning state, the ASL strategy exhibits good performance after a relatively short
transient at the beginning of each cycle. The learning ability is revealed by the time
evolution of the beliefs (second row), which shows how the maximum belief corresponds
to the true hypothesis, after relatively short adaptation intervals necessary to react
in the face of nonstationarities. More quantitatively, the learning ability is reflected
by the time evolution of the error probabilities (third row), where we see some peaks
(error probability close to 1) that clearly correspond to the changes, and that have a
short duration dictated by the adaptation times. In sharp contrast, the traditional social
learning strategy loses its learning ability after the first learning cycle.

Zooming in on Figure 10.4, we see that nonstationarities in the hypotheses induce a
perceivable change in the learning performance, whereas nonstationarities in the network
graph or in the functioning state deserve a separate analysis.

For what concerns the graph, we see that the learning ability is preserved in the
face of changes, i.e., the system does not undergo an interval of poor performance. This
behavior makes sense, since from the theoretical analysis we know that the ASL strategy
must learn consistently provided that the graph is primitive; this is the case for both
graphs G1 and G2 considered in our example.

Regarding the functioning state, we see that when “s(t) = perturbed” the system
undergoes an interval of worse performance (error probability ~ 1/3), which sounds
reasonable since the observations are very noisy and thus provide unreliable information.
Remarkably, the adaptation capacity of the ASL strategy allows the agents to recover
from this failure state in the successive learning cycles.

In summary, we have seen that the log belief ratios at the beginning of each learning
cycle are stable, since they arise as steady-state limiting values at the end of the previous
learning cycle. In other words, the log belief ratios do not diverge as time elapses.
Contrast this behavior with what happens for traditional social learning, where, at the
end of a learning cycle, the log belief ratio tends to diverge with the length of the learning
cycle. As a result, the initial log belief ratio of the subsequent learning cycle becomes
very distant from the log belief ratio that should correspond to the new model, and the
system becomes unable to track variations over successive learning cycles. In comparison,
with adaptive social learning, the number of variations of the underlying statistical
conditions occurring during the entire algorithm evolution does not impair successful
learning by the ASL strategy. What really matters is that the duration of the learning
cycle is sufficiently large to allow a sufficiently small value of § to enable accurate learning.

“Long” learning cycles. In Figure 10.5 we consider the more favorable situation where
the average duration of the learning cycle is increased by one order of magnitude, using
the following transition probabilities for the pertinent Markov chains:

Ghyp =5 X 1074, gmat =107, grun = 1074 (10.85)

Accordingly, we expect that the adaptation properties of the system will be preserved if
we reduce the adaptation parameter by one order of magnitude, yielding

§ =0.01. (10.86)

Comparing Figure 10.5 against Figure 10.4, we see that the general behavior is perfectly
confirmed, and two notable effects emerge. First, the adaptation properties are preserved,
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Figure 10.5: Evolution over successive learning cycles (Example 10.1), with adaptation
parameter § = 0.01 and average cycle duration T\ ¢ ~ 833. (First (top) row) Observed transitions
for the three sources of nonstationarity illustrated in Figure 10.2, namely, true state of nature,
functioning state, and network graph. (Second row) Time evolution of the belief of agent 1 for
the adaptive social learning (ASL) strategy from listing (8.13). (Third row) Time evolution of
the error probability of agent 1 for the adaptive social learning strategy. (Fourth row) Time
evolution of the belief of agent 1 for the traditional social learning (SL) strategy from listing

(3.16).
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i.e., the system is able to adapt to the changes sufficiently fast to guarantee a stable
evolution over successive learning cycles. Second, the fluctuations around the limiting
steady-state are reduced with respect to Figure 10.4, yielding a smaller error probability.
This confirms the theoretical analysis carried out in the previous sections, since we are
now using a smaller adaptation parameter 6 = 0.01.

10.4 Summary: Learning and Adaptation under ASL

Equation (10.66) reveals the universal scaling law for adaptive social
learning:
error probability ~ ¢~ 2daptation time (10.87)

We will now comment on this fundamental result in relation to different
aspects.

Learning and adaptation trade-off. Equation (10.87) summarizes the
learning /adaptation trade-off, since it implies that a better learning quality,
i.e., lower error probability, requires a reduced adaptation capacity, i.e.,
larger adaptation times. The trade-off between learning and adaptation
arises (albeit with different scaling laws, as discussed in the next paragraph)
in other research domains, such as adaptive filtering [154] or inference over
networks [155].

Adaptive social learning vs. adaptive distributed estimation. In the
distributed estimation or regression context the goal is to learn the value
of a continuous parameter. For this type of inference problem, adaptive
implementations based on distributed stochastic gradient approximations
have been shown to provide a mean-square estimation error that scales
proportionally to the inverse of the adaptation time [151, 152]. In the
social learning context, we observe that the error probabilities decay ex-
ponentially with the adaptation time. These scaling laws represent the
universal scaling laws governing errors of adaptive social learning and
adaptive distributed estimation.

Scaling laws for inference problems. We have observed that the
scaling laws governing adaptive social learning and adaptive distributed
estimation are rather different. The significance of this result emerges more
fully through an analogy with other traditional inference problems. As a
first example, consider a classic (i.e., centralized, nonadaptive) inference
setting with N iid data samples. If these samples are used to solve a
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Table 10.1: Fundamental scaling laws of the learning performance with respect to the cost of
information for different types of inference problems. The symbol ~ means “scales as”.

Scheme Cost Error Estimation
probability error (MSE)

Centralized No. of samples N | ~ e ~1/N

Fusion center | Bit-rate R ~e B ~1/R

Adaptive Adapt. time T ~e T ~1/T

classification problem (e.g., a binary detection problem), it is known that
the error probability of the best classifier decays exponentially with N [59],
whereas if we have to solve an estimation problem, the optimal mean-square
estimation error decays as 1/N [159]. As a second example, consider a
distributed (nonadaptive) inference problem with a fusion center. The
fundamental limits for such problem have been examined in the context
of rate-constrained multiterminal inference, and, more specifically, with
reference to the so-called CEO problem [18, 169]. In this setting, given a
bit-rate R, the error probability decays exponentially with R [18], whereas
the mean-square estimation error vanishes as 1/R [169]. Comparing the
scaling laws characterizing these two problems with the laws for adaptive
social learning and adaptive distributed estimation, we see that increasing
the adaptation time corresponds to increasing the number of independent
samples in the first inference problem, or increasing the bit-rate in the
second problem. This makes perfect sense, since the adaptation time rep-
resents the cost of information used by the network for inference purposes,
much as the number of samples N or the bit-rate R in the considered
examples. A summary of the aforementioned comparisons is provided in
Table 10.1.






Chapter 11

Partial Information Sharing

As explained in the previous chapters, the fundamental learning mechanism
of social learning is activated by the exchange of beliefs between neighboring
agents. In this chapter we examine the case where the agents are constrained
to share only partial beliefs. This limitation arises in practice for different
reasons.

For example, consider the following social dynamics. Some agents within
a group collect reviews and share opinions about a certain commercial
product. Assume that this product is released by brands 1,2, or 3. During
their interactions, the agents focus on a specific brand of interest, say
brand 1. They share positive or negative impressions only about 1, without
sharing information regarding the other two brands. Despite this limited
exchange of information, the agents inherently update their opinions also
about the other brands. One fundamental question arising under partial
information sharing is the following: Would the agents be able to establish
whether brand 1 is the best among the three brands by exchanging opinions
concerning only brand 17

Another motivation for partial information sharing relates to commu-
nication constraints. In fact, the growing interest in distributed learning
architectures has motivated the search for communication-efficient dis-
tributed algorithms for optimization and learning [6, 40, 41, 102, 127, 134].
This issue has been recently addressed also in the context of social learn-
ing [89, 128, 129, 149, 164]. Two main approaches have been considered to
guarantee communication efficiency in social learning: belief quantization,
where the belief vectors are represented with a prescribed number of bits to
cope with the communication constraints; and belief sparsification, where
the agents transmit a subset of the belief-vector entries or communicate
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only when there is sufficient innovation in the beliefs.

Motivated by these considerations, we examine in this chapter the effect
of partial information sharing in social learning, and the impact it has
on the learning ability of the agents. In particular, we will constrain the
agents to share their belief about a single hypothesis of interest.

11.1 Partial Information Framework

Social learning under partial information sharing was briefly introduced in
Example 3.3, as a special case of the unifying framework for non-Bayesian
social learning shown in (3.77a)—(3.77d).

Figure 11.1 illustrates a block diagram of social learning under partial
information sharing, in terms of the four steps described by (3.77a)—(3.77d).
The core parts where partial information sharing acts are the encoding step
(3.77b) and the decoding step (3.77c). Let us examine in greater detail
these steps.

In the partial information framework, we assume that each agent k
shares its opinion regarding a single hypothesis of interest ¢¥* € ©, which
means that only the entry vy ;(9°) of the intermediate belief vector vy, ;
is shared. In terms of step (3.77b), this corresponds to saying that each
agent k encodes its intermediate belief into a single scalar value vy, +(9°),
namely,

Urs 8 o (9°). (11.1)

Then, the agents must perform a decoding operation to turn the available
information into full belief vectors. To this end, each agent k can use its
own belief vector 1)y, + and the intermediate beliefs 1, (U°) (i.e., the beliefs
about the hypothesis of interest) received from the neighbors j € N;\{k}
to build an estimate @ZJ(? of the full belief vectors for all agents 7 € N},

(including j = k if agr > 0). When ag, > 0 and ﬂfg = Y1, we say that
the strategy is self-aware.

According to the aforementioned description, the decoding step (3.77c)
can be specialized to

(B0 {03 (0 Y jeninpry) =5 {00 (11.2)

}jGNk'
Finally, in the combination step (3.77d) the reconstructed beliefs can be
combined using one of the pooling rules (e.g., geometric or arithmetic
averaging) introduced in Section 3.3.
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_ 7 (k)
Lhtot general %:partial {%,t }j €Nx|  pooling
— update information rule

(k)

P [:mdmg m,t(g-)%: T @{%_ﬁf

Figure 11.1: Diagram of social learning under partial information sharing. In comparison with
Figure 3.3, the encoding/decoding operations are specialized as follows. For each agent k: i) the
encoding step outputs only ¥y, +(9*), i.e., the belief about the hypothesis of interest; and i) the
decoding step is applied to the information available to agent k, i.e., to its own (entire) belief
vector 1y, 1 and the beliefs 1+ (9*) received from its neighbors j € N \{k}.

It is clear how the agent must perform the encoding step in (11.1): It
should extract the entry corresponding to hypothesis ¥* from its inter-
mediate belief vector. However, the decoding step in (11.2) is a design
choice and can therefore be tailored to different applications. The reasoning
behind this step is that, upon receiving the belief v;;(9°), agent k will
seek to fill in the missing entries using some decoding strategy, thereby
reconstructing a complete belief vector QZJ(]? to approximate the unknown
intermediate belief vector of its neighbor j.

The described partial information framework is valid under arbitrary
choices for the first and last blocks in the top panel of Figure 11.1. That is,
we are free to choose a general update and pooling rules. For the analysis
in this chapter, we will choose in particular a Bayesian update rule and a
geometric-average pooling rule.

11.2 Decoding Strategies

In this section we show how the decoding strategy can be derived from a
Bayesian approach. To avoid confusion, we remark that in the following
development, when we refer to a neighboring agent j € N, the case j = k
is included whenever agy > 0.

For each agent j € Ny, agent k possesses the intermediate belief 1); (9°).
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While reconstructing the full belief vector 12](-7]?, agent k trusts agent j and,
hence, it sets

i k [ ] [} .

D) (9°) = $54(9°) Vi € N (11.3)

Consider now the set of unshared hypotheses
U=0e\{v}. (11.4)

Once we assume the equality in (11.3), the remaining mass assigned to
the set I/ must necessarily be 1 — ;;(¥*) in order to ensure that zl)\j(? is a
valid belief vector, i.e., that its entries add up to 1. From Bayes’ rule, this

implies that 1;}(11) must satisfy, for all § # ¥°, the equation’

0(0) = pi(0l0) (1 — v0(8°)), (11.6)

where pg(0|U) is the belief about 6 conditioned on the set U, computed by
agent k. To complete the decoding strategy, it is necessary to choose the
form of p(0|U).

An agnostic, maximum-entropy choice for pg(0|U) is given by

1

pe(0lU) = -1 (11.7)

where agent k assumes no knowledge available to determine py(0|U) and
thus splits the remaining belief mass 1 — )y ;(¥*) uniformly across the
H — 1 hypotheses belonging to U.

An alternative approach consists of leveraging the most up-to-date
knowledge that agent k has accumulated up to time ¢. As a matter of fact,
the most up-to-date belief vector available to agent k at time ¢ is vy,
which leads to the conditional belief given U:

Vit (0)
pulblid) = T (11.8)
We see that (11.8) diversifies the allocation of the conditional-belief mass
across the unshared hypotheses, based on the available knowledge stored
in the intermediate belief vector 1)y, ¢. In contrast, strategy (11.7) opts for a

To interpret (11.6), consider a random variable § € ©. For all § € U,
PO =6] =P[0=0,0clU]=P0=00 cUPOc U], (11.5)

where the first equality holds since 6 € U, while the second equality is Bayes’ rule. We see
from (11.5) that the probability of a particular value 6 can be expressed as the product of a
conditional probability (the term pg(0|U) in (11.6)) and the total probability assigned to the
set U (the term 1 — 1) ¢(9°) in (11.6)).
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uniform allocation, thus forgetting any evidence that agent k& accumulated
in the past. We refer to (11.7) as the memoryless strategy, and to (11.8)
as the memory-aware strategy.

Note that with strategy (11.8), when agr > 0 agent k is automatically
self-aware, in the sense that @Z,(ft) = Y +. Self-awareness is a compelling
property, which arises naturally from our Bayesian interpretation of the
decoding strategy once we allow it to incorporate the information contained
in 9y, +. In comparison, note that in strategy (11.7) agent k is not self-aware.

The two decoding strategies proposed in this chapter are summarized
as follows.

Memoryless decoding strategy.

;1(9°) if 6 = v°,
ﬁ@ - wj,t(ﬁ')) if 6 £ 9.

Memory-aware decoding strategy.
Pj.(0°) if 0 = 9°,
55 gy = 11.10
WO =1 0 (11.10)
1 — g (0°)

Observe that both decoding strategies act as filling strategies, where

(1= v0(9)) if 0 £ 9°.

the unshared entries of 1);; are filled in according to different approaches.
Another property of the two strategies is that the resulting belief vector
of agent j estimated by agent k& depends only on the partial information
1 +(0*) and (for the memory-aware approach) on the full belief vector
Y.+ More general decoding strategies can be considered, e.g., taking into
account the information received from all neighbors and not only from
agent j. Note also that, in the binary case, for both filling strategies we have
12](’? = for k=1,2,...,K and j € N}, which means that the agents
recover the exact intermediate beliefs from their neighbors. Therefore, in
the partial information setting the binary case corresponds to a trivial
case that boils down to traditional social learning under full information
sharing.

The social learning strategy with partial information is summarized in
listing (11.11). The decoding step is either (11.9) or (11.10), whereas for
the combination step we focus on the geometric-averaging rule.
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Social learning with partial information

set variable memory=0 or memory=1

start from the prior belief vectors pro for k =1,2,..., K
choose the hypothesis of interest ¥* € ©

fort =1,2,...

for k=1,2,..., K
agent k observes xj ¢
for 6=1,2,...,.H
Vs (0) = L1t 1(9)&(% ¢10)
Z Mk, t— 1 ék(fckt‘e)

0'ce

(self-learning)

end
end

for k=1,2,... K
for each j € N
PR W) = $54(6°)
for each 0 # 9°

if memory=0

k 1 )
W0 = 5 (1= wa0)
elseif memory=1

20 gy - YRa(0) (1 e
9 0) = Ty (1 vae”)

(decoding)

end
end
end

for0=1,2,... H
[Tien, {w(k)( )}
> e, [qp““) 9/)} " (cooperation)

0'cO

e, (0) =

end
end

end

(11.11)

Before going further, it is important to remark that, under Assump-

tions 5.1 and 5.3, the beliefs v, ,(0) and py ,(0) resulting from (11.11)
are almost-surely positive for all k, ¢, and 6. This property has already
been established in Chapters 5 and 7 for traditional social learning. To
show that the same property holds for strategy (11.11), one can proceed as
follows: i) repeat the same arguments used in these chapters to establish
that, starting from a belief p;, ;(¢) that is nonzero at any 6, the update
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rule yields intermediate beliefs that satisfy in particular the inequalities
P (0%) < 1, 4 (9°) < 1, and 9, ,(0) > 0; i3) observe that, once fed

~(k
with these intermediate beliefs, the reconstructed beliefs 'l/);’t) (0) preserve
the positivity property; and i) finally note that, as was explained in in
Chapter 5, the geometric-average pooling rule also preserves positivity.

11.3 Asymptotic Learning Objectives

In this chapter we focus on the objective evidence model described in Sec-
tion 5.3, where, as t — o0, the learning system observes an infinite amount
of data supporting the true hypothesis ¥°. This increasing knowledge
should hopefully correspond to an increasing confidence gained about the
true hypothesis. Since the confidence about the veracity of a hypothesis is
quantified by the belief about that hypothesis, we expect that the learning
system ultimately places full mass on the true hypothesis. We will refer to
this type of truth learning as being traditional.

Definition 11.1 (Traditional truth learning). We say that traditional truth
learning is achieved when

a.s.

B (9°) 2251 VE=1,2,... K. (11.12)
? t— oo

Consider for example the sequential Bayesian update (2.21), where
the belief is constructed as a posterior probability given the knowledge
originating from a data stream. Under correct likelihood models, we know
this is the optimal construction. Lemma 2.2 showed that the resulting belief
is asymptotically concentrated on the true hypothesis. We conclude that
the optimal Bayesian strategy achieves traditional truth learning. Even in
the social learning setting, the agents observe increasing evidence over time
in the form of streaming data, and therefore it would be desirable to reach
the same kind of asymptotic certainty as in the optimal Bayesian strategy.
Notably, we showed before in Chapters 5 and 7 that, over connected graphs,
traditional truth learning is also achieved in non-Bayesian social learning.
In fact, it is guaranteed by Corollary 5.1 under geometric averaging and
by Theorem 7.1 under arithmetic averaging.

Within the partial information setting, one relevant objective is to
establish the validity of the hypothesis of interest 9°. Referring back to
the example mentioned at the beginning of the chapter, we note that
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the agents there exchange opinions about a product by brand 1. That
is, the hypothesis of interest is ¥* = 1. The best product in the market
is represented by hypothesis 19°, which could be a different brand such
as ¥° = 2. By collecting multiple data over time (e.g., reviews about
the product of interest) and repeated exchanges of opinions, the agents
are interested in deciding whether or not brand 1 manufactures the best
product, without exchanging any opinions regarding brands 2 or 3. In
other words, upon exchanging information regarding 9°, the agents are
interested in deciding whether or not this hypothesis corresponds to the
truth ¥°. If an agent is successful in doing that, we say that this agent
achieves partial truth learning.

Definition 11.2 (Partial truth learning). We say that partial truth learning is
achieved when the nature of the hypothesis of interest 9° is correctly identified.
This entails two different definitions depending on whether or not the hypothesis
of interest is equal to the true hypothesis.

i) If ¥* = 9°, partial truth learning is achieved when

py (9°) 2251 VE=1,2,..., K. (11.13)
’ t— o0

ii) If 9* # 9°, partial truth learning is achieved when

(9% 2250 VE=1,2,...,K. (11.14)
’ t—> 00

Note that traditional truth learning implies partial truth learning for any
¥°®. However, the converse statement depends on ¥°. If ¥* = J°, traditional
truth learning is implied by partial truth learning. However, if ¢° = 9°,
Eq. (11.14) only reveals that the hypothesis of interest will be discarded,
and traditional truth learning is not guaranteed. In summary;,

traditional truth learning — partial truth learning

traditional truth learning <= partial truth learning (11-15)
with ¢* = ¥°

11.4 Memoryless Strategy

In this section we investigate the convergence behavior of the partial infor-
mation algorithm in listing (11.11) when the decoding step is specialized
to the memoryless filling strategy in (11.9). In this case, at each instant ¢,
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each agent k performs the following three steps for each 6 € ©:

K t— 1(9)€k($kt|9)

P (0) = S g (e (@ral) (11.16a)
0'cO
o P, (9°) if 0 = v°,
P (0) = 1 j € Ni, (11.16b)
ﬁ(l - ¢j,t(19.)) if § # v°,
7 [#e]”
11,.4(0) = JEN T (11.16¢)
b (0]
9%]5\[/}@ |: " ]

It is useful to observe that, in the memoryless approach, the entries of
the belief vector corresponding to the unshared hypotheses evolve equally
over time. To see this, we substitute the decoding step (11.16b) into
the cooperation step (11.16¢) and write the log belief ratios for any two
hypotheses 6,60 € U as follows:

log Nk:,t(e) _ Z ajkl s 1/)] t(e) _ Z aji log 1- d’j,t(ﬁ.) _0,

By (0) JENG, ’lP] (0" JeM L—1p;4(0°)
(11.17)
which implies that
i (8) = 13,61, (11.18)
Since the entries of the vector py ; add up to 1, we have
S s (6) = 1— pg (9°), (11.19)
=
and we can use (11.18) to conclude that
1 — py, 4 (9°)
0 _— 11.2
() =~ (11.20)

for any unshared hypothesis 6 € U.

Before delving into the analysis of the learning performance under
partial information sharing, we consider the following assumptions. First,
we assume that the observations are generated under objective evidence,
i.e., under Assumption 5.3. Second, we assume that the network graph is
primitive according to Definition 4.5.
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Next, we introduce some definitions that will be useful in the forthcom-
ing analysis. We start with the aggregate likelihood

Ce(altd) & =" li(]0), (11.21)
oeuU
which averages uniformly the likelihoods corresponding to the hypotheses
different from °*. Then we consider the KL divergence between the true
likelihood and the aggregate likelihood, namely,

Ek(a:k’th?o)

, 11.22
Cp(xp4|U) ( )

D(Ekﬂgoﬂek’u) £ E log
where, according to our usual notation, the symbol £, is used to refer to
the entire pdf or pmf in (11.21), not to a particular value z. We now show
that this divergence is finite. We have that

0 BEl0) | alt”)
Ue(z|U) ng (z0)
067/{
= log li(x|9°) —log | —— Z Oi(x]6)
H Geu

@ 1 L (x|9°)

< log 11.23
- H-1 0%;{ Kk(x\G) ( )

where (a) follows from Jensen’s inequality (see Theorem C.5 and in particu-
lar (C.10) with uniform weights 1/(H — 1)) applied to the convex function
—log. Then, taking expectations in (11.23) with respect to the true likeli-
hood model ¢ (x|9°) allows us to bound the KL divergence D (¢}, go||lk1s)
in terms of the KL divergences relative to the unshared hypotheses as
follows:

D (g po k) < H (Uj0]l€50) < (11.24)

062/1
where the last inequality follows from (5.37). We have in fact proved that
D(fk7190||fk7u) is finite.
Finally, we introduce the following weighted quantity:

K

DietU) £ 03D (Cr 90| [k 0), (11.25)
k=1

which extends the definition in (5.24) to the aggregate likelihood in (11.21).
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11.4.1 Convergence Results

The results illustrated in this section were originally presented in [24, 26].
The next theorem reveals that different types of convergence behavior
arise, depending on two quantities: the network average of KL divergences
relative to ¥°, which, from (5.24), is defined by

K
Diet(9°) = > ve D (L 90| Cr90), (11.26)
P

and the network average of KL divergences relative to the set of un-
shared hypotheses, which is the quantity Dpet(U/) defined by (11.25). When
Dyt (9°) is larger than Dyet(U), then hypothesis 9 will be discarded. If it
is smaller, the belief will be concentrated on J°.

Theorem 11.1 (Memoryless strategy: Belief convergence). Let Assumptions 5.1
and 5.3 be satisfied. If the network graph is primitive, then for k =1,2,..., K,

i) If Doet(9°) > Doer(U),

(9% 2250 and Mm(e)&# Vo #9°.  (11.27)
’ t—o00 ’ t—woo H —1

11) If Dnet(ﬁ.) < Dnet(u)7
o (9°) 2 1. (11.28)

Proof. From (11.16b) it follows that, for all § € i,

~ 1 .
e ® 1 (1= 900)
08 =y, T8 NED
by, (0°) ;. (0°)
1
-1 Z ¥;.(0)
= log wwe(t{?-) (11.29)
J,t
Using (11.16a) in (11.29) we obtain
1 / !
) T D M1 (0 (w060)
log :/’-Qt © _ log ren . , (11.30)
By (e 1,61 (9°)€5(2,6|0%)
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and exploiting (11.18) we can write

1
o 1(0)—— L (40"
~(k) K 1( — Z i\ T3,
$,0(0) A-152

= log
;Z’;kt) (9*) Nj,t—1(19.)£j(mj,t|19.)

1
71 D bi@ield)

0'eU

log

Hji—1 (9)
Hje-1(0°%) C5(;,e|9°)
Mj,t—l(e.) + log fj(l']’,tu’l‘) ,
Hj,t—l(ﬁ ) Li(z4,e19°)
where in the last equality we used the aggregate likelihood defined in (11.21). Substituting
(11.31) into (11.16c), we obtain the following recursion for the log belief ratios:

0 ) 2] (s
log .U'Ic,t( ) _ Z aji |:log :U‘J,tfl( ) +1log gj($3,t|u):|

= log

+ log

= log (11.31)

P, (9°) frva i1 (0°) i (@;5.¢|0°)
- Hje—1(0) (54 U)

= > ayn |log o + log L ] 11.32

im1 Jk{ i 07) B (00 (11.32)

where the last equality follows from the definition of neighborhood in (4.1). Next, to
establish the claim of the theorem, we follow similar steps to those used in the proof of
Theorem 5.1, by exploiting Lemma D.3.

We start by noting that (11.32) can be cast in the vector form (D.57), namely,

ze=A"(ze1 +,), (11.33)
by setting

Zl(wl t|Z/{) 52((122 t|Z/[) EK((IIKtV/{)
= d , d s log ——— 2| | 11.34
. {Og (@il 09) " Ca@aal00) 7 U (el 0%) 2y

1y 4 (0) Ko (0 K (0) :l

z¢ = |lo : , 1o, 2 yeeeslog ———— |, 11.35
! { & Nl,t(ﬂ.) 8 HZ,t(ﬁ.) 8 MK,t(79°) ( )

where we recall that in our notation all vectors are column vectors. Next, we note that
the network graph is assumed to be primitive, implying, in view of Corollary 4.1, that
(D.58) holds with A®* =v 1.

Now, to use the results from Lemma D.3, we must verify that the sequence {y,}
is formed by iid vectors whose entries have finite mean. The first condition is satisfied
under Assumption 5.3. Regarding the second condition, consider the jth entry of y,
expressed as follows:
£5(x;,:[0°) £5(x5,:[0°)

Li(z5,e1U)
: = log — log , (11.36)
Li(z5,19°) Li(z5,19°) Li(zj,e[U)

log

where we recall that ¥° denotes the true hypothesis. Under Assumption 5.3, the first term
on the RHS of (11.36) has finite mean. The same property holds for the second term in
view of (11.23). Thus, the jth entry of the vector y, has finite mean. We conclude that
the sequence {y,} satisfies the conditions required by Lemma D.3, where the vector y
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used in Lemma D.3 corresponds to Ey,. We can therefore apply the result of Lemma D.3
with A®* = v17 to conclude that
1 a.s. T
—zt —— 1v Ey,. (11.37)
t t—o0

In view of (11.34) and (11.35), we can rewrite (11.37) in terms of the kth entry as
follows:

1., (0) = 0 (2|Uh)
a.s. 1¢4

= log R 2 v;E log =1L

1 (7] o’ 2 B ]

K
S0 [P 15.00) = DlEsoellts20)]
j=1

- Dnet(’lg.) - Dnet(?/{)7 (1138)

where Dnet(U) and Dipet(9°) are defined by (11.25) and (11.26), respectively. The above
result holds for all 6 € Y. The sign of the quantity on the RHS of (11.38) will dictate
different convergence behaviors.

Consider first case i), namely,

Diet(9°) > Dher(U), (11.39)
under which the RHS of (11.38) becomes positive. This implies that

0 a.s
) as ey (11.40)

log ———~
M ¢ (9°) tooo

Since py, ,(0) is bounded by 1 for any 6 € ©, it follows from (11.40) that

H, (9°) == 0, (11.41)

t—o0

which, in view of (11.20), implies that

a.s. 1
o 11.42
Mk,t(e)mH_l Vo el, ( )
thus concluding the proof for case i).
Second, consider case ii), namely,
Doet(9°) < Dyer(U), (11.43)

under which the RHS of (11.38) becomes negative. Using similar arguments as before,

we deduce that

0 a.s
PO as ey (11.44)

log
M ¢ (9°) tooo

implying that

P, (0) :—> 0 Vocu. (11.45)
—00
This, in turn, implies that
f,c(9°) = 1, (11.46)
? t—r 00

which concludes the proof for case ii).
|
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Theorem 11.1 shows two types of convergence behavior for the beliefs
across the network. The critical condition necessary to establish which
behavior is activated involves the comparison between two network KL
divergences, specifically, Dypet(9®) (which quantifies the difference between
the true likelihood and the likelihood relative to the hypothesis of interest
¥*) and Dyet(U) (which quantifies the difference between the true likelihood
and the fictitious likelihood from (11.21) corresponding to the ensemble of
unshared hypotheses).

Condition i) in Theorem 11.1, Dpet(9*) > Dpet(U), means that the like-
lihood relative to 9° is sufficiently distinct from the true one in comparison
with the aggregate likelihood. This relatively high difference from ¢ drives
the agents to believe that ¥°* is not the true hypothesis — see the first
convergence result in (11.27).

Conversely, condition ii) in Theorem 11.1, Dpet(9°®) < Dpet(U), means
that the likelihood relative to 9° is closer to the true one than the aggregate
likelihood. As a result, in this case the agents tend to accept ¥* as the true
hypothesis — see (11.28).

To gain further insight, it is useful to examine how the convergence
behavior changes under the possible choices of ¥*. In particular, in the
next two sections we will consider the two possible scenarios: truth sharing,
ie., ¥* =1°, and false-hypothesis sharing, i.e., 9* # 9°.

11.4.2 Truth Sharing
When 9* = 9°, from (11.26) we have
Dnet(9°*) = Dpet(9°) =0, (11.47)

which implies that condition i) in Theorem 11.1 never holds, due to the
nonnegativity of the KL divergence Dpet(U). It is instead possible that
condition ii) is verified. This happens when Dpet(U4) > 0. If this is the case,
Eq. (11.28) holds, which means that traditional truth learning is achieved.

Therefore, we are interested in establishing when Dyet(U) > 0. To this
end, we introduce the next assumption. Preliminarily, it is useful to recall
from (7.2) the definition of an indistinguishable set:

T 2 {0 € ©\{9°} such that D((g||lg) = 0}, (11.48)
and from (7.3) the definition of a distinguishable set:

Dy 2 @\(Ik U {190}). (11.49)
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Assumption 11.1 (Average likelihood of distinguishable hypotheses). There
exists an agent k whose distinguishable set Dy is nonempty, and whose true
likelihood ¢y, 9o is not a uniform combination of the likelihoods {lx¢}ecp, of
the distinguishable hypotheses. That is, we have

Ly, 90 # |D | Z Li.o- (11.50)

0Dy,

Note that Assumption 11.1 is a relaxed version of Assumption 7.1. While
Assumption 7.1 requires that the true likelihood cannot take the form of
any convex combination of likelihoods {¢k ¢}gep,, in Assumption 11.1 the
combination to be avoided is the one with uniform weights. This is not a
strong assumption, since the case where the true likelihood matches ezactly
a mixture of the likelihoods relative to the distinguishable hypotheses
with uniform weights is deemed to be a rare coincidence. Moreover, for
Assumption 11.1 to hold, the existence of a single agent k satisfying (11.50)
is sufficient, while in Assumption 7.1 the required condition of convex
independence must be satisfied by all agents with nonempty distinguishable
sets.

The next corollary shows that Assumption 11.1 is equivalent to the
condition Dyet(U) > 0, and, hence, that when ¥* = 9¥° the memoryless
filling strategy achieves traditional truth learning.

Corollary 11.1 (Memoryless strategy: Truth sharing implies traditional truth
learning). Under the same assumptions used in Theorem 11.1 and under As-
sumption 11.1, if ¥* = ¥°, then for k =1,2,..., K,

P, (07) == 1. (11.51)

t—o0

Proof. Tt suffices to show that condition ii) of Theorem 11.1 holds, namely, that
Dnet(ﬁ.) < Dnet(u) (1152)

when 9° = ¢°. First, under ¢* = ¢°, it follows from (11.26) that

K
Daee(9*) = > vk D(lr, 00 ||x,90) = 0. (11.53)

k=1
Therefore, condition (11.52) will be verified if we establish that

Dier(U) > 0. (11.54)
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In view of the positivity of the Perron vector entries and the nonnegativity of the KL
divergence, we see from (11.25) that condition (11.54) is violated if, and only if,

D(ZkﬁOHEk,u) =0 Vk=1,2,...,K. (11.55)

We now proceed to show that, under Assumption 11.1, Eq. (11.55) is not verified
for at least one agent k. Specifically, it is not verified for the agent & mentioned in
Assumption 11.1, which has as nonempty distinguishable set Dy and satisfies (11.50).
To this end, observe that by using the definition of ;s from (11.21), Eq. (11.55) is
equivalent to

(@) = sz |6). (11.56)

oeu
We recall that when xj + happens to be a continuous random vector, then the equality
between pdfs in (11.56) is intended to hold for all € X}, except possibly for sets with
zero Lebesgue measure.
Now note that, when 9°* = 9°, we have

U= @\{190} = 7 U Dy, (11.57)

namely, U/ is equivalent to the union of the disjoint sets of indistinguishable and distin-
guishable hypotheses defined by (11.48) and (11.49), respectively. Thus, we can rewrite
(11.56) as

(H = 1) (xl0”) = Y lu(@]0) + > la(=]0), (11.58)

0€Dy, 0€Ty,

which in turn is equivalent to

(H = 1) b (0°) = Y 0(w]0) + |Te| £r(]0°), (11.59)
0€Dy,
or
e (z]9°) = ID | Z 0.()6), (11.60)
0€Dy,
where in the last step we used the fact that |Dy| = H — 1 — |Zy|. Since (11.60) violates

Assumption 11.1, we conclude that (11.55) cannot hold, which in turn implies (11.52),
and the proof is complete.
|

It is interesting to draw a parallel between memoryless partial informa-
tion sharing and traditional social learning. In view of (11.50), Assump-
tion 11.1 has the interpretation that at least one agent k has the capability
to discount D;, as a whole, i.e., to discount all 8 € Dj.. On the other hand,
in (11.20) we showed that, under the memoryless approach, the beliefs
about the unshared hypotheses evolve equally, i.e., py,(0) takes on the
same value for all 6 £ 9°* during the algorithm evolution. Accordingly, once
agent k is able to discount all § € Dy, it is also able to discount all 6 # 9°.
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Finally, this possibility is extended to all the other agents by propagation
of information across the primitive graph.

We can now compare the described learning mechanism with the one
occurring in traditional social learning. There we required global identifi-
ability, which implies that, for each 6 # 9° there must be an agent that
distinguish 6 from 9¥°. This condition is stronger than Assumption 11.1. In
other words, Assumption 11.1 can be satisfied even if global identifiability
is violated. For example, consider © = {1,2,3} with ¥° = 1. Assume that
6 = 2 is indistinguishable from 9° = 1 for all agents. Then it follows that
global identifiability cannot hold. Consider furthermore that no agent can
distinguish hypothesis 8 = 3 from 9° = 1, except for agent k, for which
U3 # k1. Therefore, the distinguishable set of agent k is Dy, = {3}. Then,
Assumption 11.1 requires £ 3 # £} 1, which is true.? Then, due to this
single informative agent k, Assumption 11.1 holds, even though global
identifiability does not.

This phenomenon might appear puzzling, since it seems to imply that
learning under partial information sharing is easier! However, we must
keep in mind that we are considering only the truth sharing scenario. In
practice, the agents of course cannot decide to share the true hypothesis.
Therefore, the learning performance must always be examine by taking
also into account what happens under false-hypothesis sharing. In the next
section, we will in fact argue that the advantage (of memoryless partial
information sharing over traditional social learning) observed when ¥* = 9°
occurs at the expense of a disadvantage in the case ¥ # 9°.

11.4.3 False-Hypothesis Sharing

When 6 # 9°, both conditions i) and ii) in Theorem 11.1 can occur, as we
illustrate later in Example 11.1, depending on the choice of ¥* among the
wrong hypotheses. If condition i) is satisfied, then partial truth learning
is achieved, since the first convergence result in (11.27) reveals that the
hypothesis of interest is correctly discarded. Moreover, from the second

a.s.

convergence result in (11.27) we see that gy, ,(9°) = 1/(H — 1), which
implies that traditional truth learning can only take place in the binary case
(which, as already discussed, is a trivial case within the partial information
setting).

Alternatively, if condition ii) is satisfied, we see from (11.28) that the full

2This example also shows that Assumption 11.1 is automatically satisfied whenever Dy,
contains a single element.
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belief mass is ultimately concentrated on the hypothesis of interest, which
however is wrong and, hence, partial truth learning cannot be achieved.

To sum up, under false-hypothesis sharing partial truth learning is
achieved when condition i) holds. One necessary condition for it to hold is
that

Dipet(9°) > 0, (11.61)

which implies that some agent must be able to distinguish ¥*® from ¥°.
Since the true hypothesis can be any hypothesis, condition (11.61) should
be required for any hypothesis ©¥° # 9°, which is equivalent global identifi-
ability — see Assumption 5.4. We conclude that, under false-hypothesis
sharing, global identifiability is necessary but not sufficient and it can only
guarantee partial truth learning. Therefore, as anticipated in the previous
section, under false-hypothesis sharing we end up with a disadvantage with
respect to traditional social learning.

Example 11.1 (Memoryless strategy: False-hypothesis sharing). Consider K = 10
agents interested in solving a social learning problem. The agents operate under partial
information sharing, and adopt a memoryless filling strategy. They are connected
according to the strong graph shown in the left panel of Figure 11.2 (the graph is
undirected and all agents have a self-loop, not shown in the figure). On top of this graph,
a combination matrix is designed using the uniform-averaging rule — see Table 4.1. The
set of hypotheses is © = {1, 2,3} and the true hypothesis is ¥° = 1. All agents possess
the same family of likelihood models, denoted by ¢(x|f), and illustrated in the right
panel of Figure 11.2. These are Gaussian models with unit variance and means 1,2, and
5. Moreover, in the simulations the observations are drawn as statistically independent
across the agents.

Figure 11.2: (Left) Network topology used in Example 11.1. The graph is undirected and all
agents are assumed to have a self-loop, not shown in the figure. (Right) Family of Gaussian
likelihood models used in the example.

Evaluating (5.24) with £5,9 = £g for all € © (because the likelihood models are the
same for all agents) and with fi = €yo (because in this chapter we are focusing on the
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likelihoods beliefs
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— =1 Lyo —~
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Figure 11.3: Likelihood models and belief evolution for agent 1 in Example 11.1. (Left and
center) Actual likelihood models (solid line) and aggregate likelihood models defined in (11.21)
(dashed line). (Right) Time evolution of the belief about the hypothesis of interest for agent 1.

objective evidence model) it follows that
K
Daer(9°) =Y 0 D(Coo|[€oe) = D(Cgo[Ce). (11.62)
k=1
Likewise, evaluating (11.25) we have

Z D(bge||fu) = D(Lso||62r), (11.63)

where £y is the aggregate likelihood defined in (11.21), with subscript k& omitted since
the likelihoods are equal across the agents. Using (11.62) and (11.63), we see that in the
example under consideration the Perron vector does not play a role in the convergence
behavior in Theorem 11.1, and only the following two quantities will determine the
behavior of all agents:

D(lyo||lye) and D(lyo||lu). (11.64)

We now examine how the learning behavior changes depending on the particular choice
of the hypothesis of interest from among the wrong hypotheses. Consider first the
case ¥* = 2. This case is examined in the top panels of Figure 11.3. We see that
D(Lyo||lye) < D(€go||lr), which means that the likelihood relative to the hypothesis
of interest is closer to the true likelihood in comparison with the aggregate likelihood.
Accordingly, condition ii) in Theorem 11.1 is satisfied, which implies that all agents
are fooled into believing that 9° is the true state. This behavior is confirmed by the
experiment (obtained by running the algorithm in (11.11) with the memoryless filling
strategy in (11.9)) shown in the top right panel of Figure 11.3, where we display in
particular the beliefs of agent 1.

We switch to the case ¥* = 3, examined in the bottom panels of Figure 11.3. Now we
have D(€go||€ge) > D(Lyo||lu), i.e., the likelihood relative to the hypothesis of interest is
farther from the true likelihood in comparison with the aggregate likelihood. Accordingly,
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Table 11.1: Identifiability setup for the learning problem in Example 11.2. We highlight in lilac
the distributions corresponding to the distinguishable hypotheses, and in pink the distributions
corresponding to the indistinguishable hypotheses.

Likelihood model: ¢ (z|0)

k 0 v =1 2 3 4 5 6 7 8 9 10
1 g1 g2 93 g4 G5 G Ggr gs 9o  gio
2 g1 g1 g3 g+ g5 ge gr gs g9 gio
3 g1 91 91 ga g5 ge gr 9gs go gio
4 g1 g1 g1 g1 g5 gs gr 9gs go Gio
5 g1 g1 91 91 91 gs gr gs g9 gio
6 9 g1 g1 g1 g1 91 gr g8 g9 gio
7 g1 g1 g1 g1 g1 g1 g1 9gs g9 gio
8 g1 g1 91 g1 g1 g1 g1 g1 g9 gio
9 g1 g1 g1 g1 g1 91 g1 g1 g1 gio
10 g1 g1 g1 g1 91 g1 g1 91 g1 g1
11 g1 g2 g1 g1 g1 g1 g1 g1 g1 g1
12 g1 92 g3 g1 91 91 g1 g1 g1 g1

condition i) in Theorem 11.1 is satisfied, which implies that the agents correctly classify
the hypothesis of interest as being false. This behavior is confirmed by the experiment
shown in the bottom right panel of Figure 11.3, where we focus again on the beliefs of
agent 1.

Example 11.2 (Memoryless strategy: Convergence behavior). Consider a network of
K = 12 agents connected according to the strong graph displayed in the top left panel of
Figure 11.4. The graph is undirected and all agents are assumed to have a self-loop (not
shown in the figure). The combination matrix A is designed according to the Metropolis
rule (see Table 4.1), resulting in a doubly stochastic matrix, and, hence, the entries of the
Perron vector are vy = (1/12) — see (4.18). The set of hypotheses is © = {1,2,...,10},
and the true hypothesis is 9° = 1. The observations are statistically independent over
time and across the agents.

Before describing the likelihoods of each agent, let us consider the following family
of unit-variance Gaussian pdfs with different means:

1 1 2
gn(m):mexp{2(:p0.5(n1)> }, n=12,...,10. (11.65)

The distributions are depicted in the top right panel of Figure 11.4. We assume that the
likelihoods are taken from this family of distributions as detailed in Table 11.1.
Note from Table 11.1 that

{Ik:(l) if k=1,

11.66
To #0 ifk=23,...,12, ( )

which means that only agent 1 is able to solve the inference problem alone, while for the
other agents there always exist some hypotheses indistinguishable from ¢°. For example,
for agent 4 we have

T, = {2,3,4} and D4 = {5,6,7,8,9,10}, (11.67)
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whereas for agent 10 we have
Ilo = @\{190} and Dl() = (Z) (11.68)

To determine the belief convergence for different hypotheses, we can use Theorem 11.1
and Corollary 11.1. To illustrate how these results can be used, we consider three different
cases.

Case 9* = 19° = 1. In the truth sharing case, we resort to Corollary 11.1 to claim that
all agents learn the truth in the traditional sense. To be able to do so, we must show
that Assumption 11.1 holds, i.e., for each agent k such that Dy is nonempty, it should
hold that 1

Ch # D] > o (11.69)

0Dy,

Let us focus on one agent, for example agent 11. We see from Table 11.1 that D11 = {2},
so that condition (11.69) becomes

li11 # 12, (11.70)

Observing from the table that ¢11,1 = ¢1 and ¢11,2 = g2, we conclude that agent 11
satisfies (11.69). If we consider now agent 12, we see that D12 = {2, 3} and condition
(11.69) becomes

1
li21 # 5(512,2 + £12,3). (11.71)

Observing from the table that f122 = g2 and (123 = g3, we see that Eq. (11.71) is
equivalent to

9 # %(92 +93), (11.72)

which holds since the Gaussian mixture on the RHS cannot be equal to the Gaussian pdf
on the LHS. The above reasoning can be extended to all other agents for which Dy is
nonempty. This implies that Assumption 11.1 holds. Therefore, in view of Corollary 11.1,
all agents must place their full belief mass on the true hypothesis. This behavior is
confirmed by the experiment shown in the bottom left panel of Figure 11.4, where
we focus on the beliefs of agent 1. This experiment, as well as the other experiments
shown in the bottom panels, are obtained by running the algorithm in (11.11) with the
memoryless filling strategy in (11.9).

Case 9°* = 4. To determine the asymptotic behavior of the memoryless strategy when
9® # 1, we resort to Theorem 11.1 and compute the quantities Dnet(9*) and Dnet(U).
The first quantity can be evaluated as follows:

12

Dnet(4) = Z /UkD(gk»lHekA)

k=1
() 3 12
= > wvD(gillga) + > wvD(g1llg1)
k=1 k=4
3
= wD(gillga)
k=1

= o U —0.2812, (11.73)
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Figure 11.4: (Top left) Network topology used in Example 11.2. The graph is undirected
and all agents are assumed to have a self-loop, not shown in the figure. (Top right) Family of
Gaussian distributions used in the example. (Bottom) Belief evolution over time for agent 1.
The bottom panels correspond to different hypotheses of interest ¥°.

where in (a) we used the information from Table 11.1, and in (b) we used the formula
for the KL divergence between Gaussian distributions with different means reported in
(2.45).

The second quantity, namely Dnet(U), is given by

12
1
Doee(U) = 35 > D (kalltew), (11.74)
k=1
where U = ©\{4} and
1
lhu =5 > o (11.75)
0O\ {4}
Using Table 11.1, we find numerically that
Doer(U) = 0.4521, (11.76)

which is smaller than the value of Dpet(4) obtained in (11.73). It follows that condition ii)
in Theorem 11.1 holds. Therefore, all agents must mistakenly place their full belief mass
on the hypothesis of interest ©¥* = 4. This behavior is in fact observed in the bottom
center panel of Figure 11.4, with reference to agent 1.

Case 9¥* = 7. Similarly to the previous case, we will compute the quantities Dnet(9*)
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and Dhet(U), obtaining
12

Dyt (7) = Ve D (L1 ||lk,7)

k

Il
o -

12

(a)
> uD(gillgr) + > vk D(g1llgr)
k=1

o

k=7
6
=Y wD(gillgr)
k=1
® 6 (0-05x6)*
=55 =22, (11.77)
and (now U = O\{7})
Dhee(U) = 0.3817. (11.78)

We see that in this case condition i) in Theorem 11.1 holds and therefore all agents must
correctly discard the hypothesis of interest ¥* = 7. This behavior is confirmed by the
experiment shown in the bottom right panel of Figure 11.4, where we focus again on the
beliefs of agent 1.

11.5 Memory in Partial Information

We next study the asymptotic behavior of algorithm (11.11) under the
memory-aware filling strategy in (11.10). Preliminarily, we introduce the
following notation:

Hk,t(S) = Z Nk,t(9)> '(»bk,t(S) = Z ¢k,t(9)a (11.79)
0eS 0eS
for any subset of hypotheses S C ©, with the convention

Pt (0) = vy, (0) = 0. (11.80)

Furthermore, we define for each agent k the prior confusion ratio

14k,0(Zk)

I, & 5 11.81
" ko (9°) ( )

namely, the ratio between the mass assigned by agent k to the indistin-
guishable set and the mass assigned to the true hypothesis. Observe that
I'; increases as agent k assigns more mass to the indistinguishable set
and/or less mass to the true hypothesis, i.e., when it is more confused at
the beginning of the learning process.

Exploiting (11.79), we see that the uniform prior assignment, p o(0) =
1/H for all § € ©, leads to

_ eo(T) _ Yger, (1/H)

T o)~ (1/H)

= x| & J. (11.82)
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In other words, with a flat prior, the ratio I'y, coincides with the cardinality
of the indistinguishable set |Zj|, which we denote by J. In this case, higher
values of Jj, correspond to agents whose local inference abilities are worse,
i.e., whose indistinguishable set is larger.

In the social learning framework, it is also useful to consider a measure
of confusion at the network level. We accordingly introduce the network
average of prior confusion ratios,

K
INE [ B (11.83)
k=1

which is a weighted geometric average of the individual confusion ratios
{T'x}, with weights given by the entries of the Perron vector. Likewise, we
introduce the network average of the cardinalities of the indistinguishable
sets,

K
JE ] (11.84)
k=1

11.5.1 Convergence Results

The results illustrated in this section originally appeared in [46]. Our first
theorem examines the learning behavior of the memory-aware strategy
when ¢* # 9°. In this case, we note that for each agent k the hypothesis
of interest ¥* can belong to either the subset Z; or the subset Dy. In
view of this fact and before introducing the forthcoming result, we define
the sets of indistinguishable and distinguishable hypotheses excluding the
hypothesis of interest, namely,

I £ T\{0"}, D}2 D). (11.85)

Clearly, if 9* belongs to Zj, then Dj, = Dy, whereas if 9* belongs to Dy,
then Z7 = 7. It is also convenient to introduce the set

TP & In U {9°}. (11.86)

Theorem 11.2 (Memory-aware strategy: Convergence when ¥° # 9°). Let
Assumptions 5.1, 5.3, 5.4, and 7.1 be satisfied. Let 9°® # 9° and assume that the
network graph is connected. Then, for k = 1,2,..., K, we have the following
three behaviors depending on the particular hypothesis:
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i) Hypothesis of interest 9°:

py (9°) 225 0. (11.87)
’ t— 00
ii) Hypotheses 6 € D;:
() =2 0. (11.88)
> t— 00

iii) Hypotheses 6 € Z.:
For all ¢t € N, the conditional belief given that 6 € Z; remains equal to the
same conditional belief at ¢ = 0, namely,

i () pno(6)
bd 0 1ko(Zp)

(11.89)

Since gy, ,(Z2) =2 1 in view of (11.87) and (11.88), we also have
’ t—00

uk7t(0) a.s. ILk,O(e)

. 11.90
t—oo  fk,0(Z7) ( )

Proof. See Appendix 11.B.

The fundamental message from Theorem 11.2 is that all agents are able
to learn well when 9° # 19°, since they ultimately place zero mass on the
(false) hypothesis ¢*. That is, the algorithm achieves partial truth learning
for ¥°® # 9¥° — see Definition 11.2.

In addition, the theorem shows that all distinguishable hypotheses are
discarded. Indeed, when ¥* € Dy, then Egs. (11.87) and (11.88) imply that
both 9¥* and the set D}, are discarded, which corresponds to rejecting all
the distinguishable hypotheses. If otherwise ¥* € 7y, then not only Dy, is
rejected, but also 9°.

The remaining belief mass is distributed over the set Z} (i.e., over the
true hypothesis and the indistinguishable hypotheses different from 9*)
according to the ratio py0(0)/p,0(Zy) in (11.90). This ratio represents
a conditional belief given that 6 belongs to Z. Specifically, it is the
prior conditional belief, i.e., corresponding to ¢ = 0. The fact that for
0 € Z; the asymptotic beliefs depend exclusively on this prior conditional
belief makes perfect sense since: ¢) the observations cannot help agent k
distinguish between the true and the indistinguishable hypotheses; and
i1) no information about the unshared hypotheses is diffused across the
network. Therefore, the information available to agent k about the true
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and the indistinguishable unshared hypotheses does not increase over time,
i.e., it is the same information available at the beginning of the learning
process.

Equation (11.90) also reveals that, for ©#* # ¥, traditional truth learning
is possible if, and only if, Zp = {9¥°} for all k. In view of (11.86), this
condition is equivalent to the condition Zp = (), which, in view of (11.85),
is satisfied when

T ={0"} or T =0 Vk=1,2,...,K. (11.91)

In other words, for ¥°* # ¥°, traditional truth learning is achieved if,
and only if, for each agent k either the hypothesis of interest is the only
indistinguishable hypothesis (i.e., Z = {9*}) or the problem is locally
identifiable (i.e., Z = 0).

Let us switch to the case ¥9* = 99, which is covered by the next theorem.

Theorem 11.3 (Memory-aware strategy: Convergence when ¥°* = 9°). Let
Assumptions 5.1, 5.3, 5.4, and 7.1 be satisfied. Let 9°* = 9° and assume that
the network graph is primitive. Then, for £ = 1,2,..., K, we have the following
three behaviors depending on the particular hypothesis:

i) Hypothesis of interest 9°:
a.s. 1

Hye e (9°) m irD (11.92)
where T is the network confusion ratio defined in (11.83).
ii) Hypotheses 6 € Dx:
e, (0) === 0. (11.93)

t— o0

iii) Hypotheses 6 € Zj:
For all t € N, the conditional belief given that § € Z; remains equal to the
same conditional belief at ¢ = 0, namely,

e, (6) _ Ho0(0)
Bi(Ze)  peo(Ze)

(11.94)

Since py, ,(Zx) —>= T'/(1+T) in view of (11.92) and (11.93), we also have
’ t— 00

a.s. r Ilk,O(e)
tsoo 1+T Mk’o(zk) ’

i1 (0) (11.95)

Proof. See Appendix 11.C.
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The results in Theorem 11.3 can be summarized as follows. From (11.93)
we see that all the distinguishable hypotheses are correctly discarded.
Moreover, from (11.92) we see that the belief about the true hypothesis
converges to 1 if, and only if, the network confusion ratio I' is zero. In
other words, for ¥* = 9°, the memory-aware strategy achieves traditional
truth learning (see Definition 11.1) if, and only if, I' = 0.

Since I' is a weighted geometric average of the single-agent confusion
ratios {I';} defined in (11.81), then I' = 0 provided that at least one
agent k has I'y = 0. Moreover, since the initial beliefs are assumed to
be positive (see Assumptions 5.1), I'y, can only admit value 0 when the
indistinguishable set Zj is empty. Therefore, we conclude that traditional
truth learning is achieved if, and only if,

Jk € {1,2,...,K} such that Z; = 0. (11.96)

It is important to note that (11.96) does not mean that the problem must
be locally identifiable for all agents; this must be the case for at least one
powerful agent k. In other words, when such an agent exists, we can also
have a problem that is locally unidentifiable for the other K — 1 agents,
which would be therefore unable to discriminate ¥° from some of the other
hypotheses if they worked in isolation. However, by exploiting cooperation
across the network, they can profit from the powerful agent and overcome
their individual limitations.

When the problem is locally unidentifiable for all agents, we have
instead T" > 0. In this case, while (11.93) reveals that zero mass is still
assigned to the distinguishable hypotheses, the residual mass is now split
between 9¥° and the indistinguishable hypotheses, since the belief about the
true hypothesis converges to a value strictly less than 1. This splitting is
ruled by (11.95), implying that the behavior of the memory-aware strategy
depends on the initial beliefs and in particular that if two agents start to
learn with different initial beliefs, they can also learn differently in the
long run. This conclusion is in contrast with traditional social learning,
whose asymptotic behavior is instead independent of the initial beliefs.

Example 11.3 (Memory-aware strategy: Convergence behavior). In this example we
consider the same setting used in Example 11.2.

In Table 11.2 we report the cardinality of the indistinguishable sets for each agent
according to the likelihoods in Table 11.1. From Table 11.2 we can compute the network
average of cardinalities according to (11.84), resulting in J = 0.
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Table 11.2: Cardinality of the indistinguishable set Z;, for each k = 1,2,...,12 according to
the likelihoods in Table 11.1.

Agentk |1 2 3 4 5 6 7 8 9 10 11 12
Jr o1 2 3 4 5 6 7 8 9 8 7

Let us examine first the truth sharing scenario (9° = 9¥° = 1). Observe from the
table that the indistinguishable set of agent 1 is empty, i.e., the problem is locally
identifiable for agent 1. In this case (see the discussion that led to (11.96)), it follows
from Theorem 11.3 that all agents achieve traditional truth learning. This is confirmed by
the experiments (obtained by running the algorithm in (11.11) with the memory-aware
approach in (11.10)) shown in Figure 11.5, where we focus on the beliefs of agents 1, 4,
and 10.

agent 1 agent 4 agent 10
VP =9'=1 9 =09"=1 VP =9°=1
1.00 1.00 1.00
0.75 0.75 07
S = =
< 050 "< 0.50 1 = 0.50 1
— ey —
3 =4 3
0.25 0.25 0.25
0.00 1 . . . 0.00 . . . 0-00 - . -
0 250 500 750 1000 0 250 500 750 1000 0 250 500 750 1000
t t t
—_ =0 =0 0ely 0Dy

Figure 11.5: Truth sharing. Belief evolution over time for agents 1, 4, and 10 in Example 11.3.

Note that agents 1, 4, and 10 have different characteristics: For agent 1 the decision
problem is locally identifiable; agent 4 is able to distinguish some hypotheses from 4°,
but not all of them, so that the problem is locally unidentifiable for it; for agent 10 all
hypotheses 6 # ¥° are indistinguishable from ¥°, i.e., agent 10 has totally uninformative
data. Despite these differences, under truth sharing they all achieve traditional truth
learning.

We will now see that the situation changes under false-hypothesis sharing (9° # 9°).
More specifically, Egs. (11.87) and (11.93) reveal that the hypothesis of interest and
the distinguishable hypotheses are all discarded. The asymptotic behavior of the beliefs
about the remaining hypotheses (i.e., about 6 € Z}) is instead governed by (11.90).
Since this behavior depends in general on the particular agent k, it is convenient to
examine agents 1, 4, and 10 separately. Moreover, since the behavior is also dependent on
the particular value chosen for ¥°, we will examine two cases, namely, 9°* = 4 and 9* = 7.

Agent 1. As already observed, the indistinguishable set of agent 1 is empty. Then, from
(11.86) we have Z7 = {1}, and from (11.90) we conclude that, whatever the choice of
9°® #£9°,

By, (9°) ti—oo’ 1. (11.97)

This is confirmed by the evolution of the beliefs of agent 1, for ¥* = 4 and 9°* = 7, shown
in Figure 11.5. We conclude that, thanks to local identifiability, agent 1 is able to learn
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Figure 11.6: False-hypothesis sharing. Belief evolution over time for agents 1, 4, and 10 in
Example 11.3. We consider two cases for the hypothesis of interest ¥®: The top panels refer to
¥® = 4, whereas the bottom panels refer to 9® = 7.

properly even under false-hypothesis sharing.

Agent 4. Let us consider the case 9° = 4. Recalling that 9° = 1, from Table 11.1 we see
that Zy = {2, 3,4}, and thus we have

Iy =T\{4} = {2,3}, Z¢=Z;U{1}={1,2,3}. (11.98)
Using (11.90), and since in the experiments we considered uniform initial beliefs for all
agents, we can write

a.s. Ha 0(0) 1 1 o
gy 25, HAOV) 1 _ C wype 79 = {1,2,3). 11.99
Pl D ey T 3 EH =02 (199

Examining Figure 11.6 (top center), we see that the black dashed curve, which corre-
sponds to hypothesis 1, converges to 1/3. Moreover, there are also some pink curves
that converge to 1/3. We have verified that these curves correspond to hypotheses 2 and
3. Thus, the numerical experiments confirm the behavior predicted by (11.99). We see
that, differently from agent 1, agent 4 is not able to place full belief mass on the true
hypothesis. Due to the lack of local identifiability, the belief mass is instead uniformly
distributed over the true hypothesis and the indistinguishable hypotheses different from
9°.

Consider next the choice ¥* = 7. Since this hypothesis is distinguishable for agent 4,
we have

I3 =T\{7} = Tu = {2,3,4}, I =173 U{1} ={1,2,3,4}, (11.100)
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yielding

a.s. H4,0 0 1 1 °
Rl ) 4 4

This convergence result matches the experiments in Figure 11.6 (bottom center), where
the black dashed curve (hypothesis 1) and some other pink curves (hypotheses 2, 3, and
4) all converge to 1/4.

Agent 10. Consider again the case 9°* = 4. From Table 11.1 we see that Z;0 =
{2,3,...,10}, and thus we have

It = Tio\{4} = {2,3,5,6,...,10}, I{ =TI U{1}={1,2,3,5,6,...,10}, (11.102)
and using (11.90) we obtain

a.s. NlO,O(O) 1 1 )
0 - =~ V0eT{={1,23,56,...,10}. (11.103
l"/lo,t( ) too ///10,0(1-100) |Ifo| 9 10 { } ( )

This convergence result is confirmed by the pertinent experiment in Figure 11.6 (top
right), where we see that the beliefs of agent 10 pertaining to all hypotheses different
from ¥* = 4 converge to 1/9. In comparison with agent 4, we see that agent 10 has a
higher degree of uncertainty. In fact, the belief mass is uniformly distributed on more
hypotheses. This happens because the indistinguishable set of agent 10 is larger than
the indistinguishable set of agent 4. However, note that agent 10 is initially in a state of
complete ignorance, since all hypotheses are indistinguishable from the true hypothesis.
Thanks to social learning, agent 10 is able to understand that 9° = 4 is false, and
then it distributes the residual mass evenly across the remaining hypotheses. Similar
consideration apply to the experiment referring to ¥* = 7 in Figure 11.6 (bottom right).

We will discuss next the case where the agents initialize their beliefs
in a uniform manner, from which we can derive interesting conclusions
regarding the learning mechanism of the memory-aware approach.

11.5.2 Unbiased Initialization

An interesting scenario that captures the learning mechanism of the
memory-aware strategy is the unbiased case, i.e., when the initial be-
liefs are all uniform. It is useful to summarize the results for this case in
the following corollary.

Corollary 11.2 (Memory-aware strategy: Uniform initial beliefs). Let the same
assumptions used in Theorem 11.2 be satisfied and consider, for each agent
k=1,2,..., K, the uniform prior assignment

1

pro(6) = V€O (11.104)
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When 9° # 9°, Egs. (11.87) and (11.88) hold as they are, whereas in Egs. (11.89)
and (11.90) we must set, for k =1,2,..., K,

pk,0(0) !
, - 11.105
weo(T2) T3] (11-105)

In particular, Eq. (11.90) becomes

Mot (0) == —, (11.106)
t—o0 |Ik|

which means that the mass is asymptotically equipartitioned over the set com-

prising ¥° and the indistinguishable hypotheses different from 9°.

When ¢* = 9°, we have the following three behaviors depending on the particular

hypothesis:

i) Hypothesis of interest 9°:

a.s. 1
Y — ——. 11.1
i (9°) 22 (11.107)
ii) Hypotheses 6 € Dy:
() =2 0. (11.108)
’ t— oo

iii) Hypotheses 0 € Zy:
For all ¢ € N, the conditional belief given that 6 € Z;, remains equal to the
same conditional belief at ¢ = 0, namely,

mee® 1 (11.109)

My (Zk) Tk

Since g, ,(Zr) t‘"‘—> J/(1 4 J) in view of (11.107) and (11.108), we also
— 00

have

a.s. J 1
1 (0) 25 (JT) — (11.110)

Proof. The claims follow from Theorems 11.2 and 11.3 by setting u,0(0) = 1/H for
k=1,2,...,K and for all € ©.
|

Under false-hypothesis sharing, Eq. (11.106) shows that the belief mass
is asymptotically equipartitioned over the set Z, namely, over the true
hypothesis and the indistinguishable hypotheses different from ¥*. Such
asymptotic equipartition is perfectly coherent with the uniform prior
assignment and the fact that no information about these hypotheses
propagates across the network.

Consider now the truth sharing scenario. The particular case J = 0,
which, in view of (11.82), (11.83), and (11.84), corresponds to I' = 0, has
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been discussed in the comments on Theorem 11.2. We have seen that in
this case the memory-aware strategy achieves traditional truth learning.
Let us now focus on the case J > 0, where, as we are going to show,
Corollary 11.2 allows us to investigate more closely the role of cooperation
in the memory-aware strategy.

Observe that the geometric average of a set of numbers is bounded by
the minimum and maximum values in the set. Since, in view of (11.84), J
is a geometric average of the individual cardinalities J, for each agent k
we have either Ji > J or Jp < J. Consider first the agents with a number
of indistinguishable hypotheses Jj larger than the network average J, i.e.,
with (J/J;) < 1. In view of (11.108) and (11.110), it follows that, with
probability 1,

. 1 o

Combining this result with (11.107), we conclude that for a sufficiently
large t, with probability 1,

J>J = pp(9%) > py(0) VO € ©\{9°}. (11.112)
Conversely, for agents with (J/Jy) > 1, it follows that, with probability 1,
. 1

which, along with (11.107) and (11.108), implies that for a sufficiently large
t, with probability 1,

By (0°) < py(0) VO € I,

(11.114)
Pt (0°) > gy (0) VO € Dy

Jp<J = {
This behavior has an interesting implication for the role of cooperation.
From (11.112) we see that, after cooperation, the agents that were indi-
vidually more confused at time ¢t = 0 (i.e., the agents featuring Ji > J)
truly benefit from cooperation and end up with a belief that is maximized
at the true hypothesis. However, Eq. (11.114) reveals that the situation
is reversed for the agents that were individually less confused (i.e., with
Ji < J); they end up with a belief that is no longer maximized at the true
hypothesis since it is smaller than the belief about any indistinguishable
hypothesis.

In summary, in the memory-aware strategy altruism is not rewarding. In
other words, cooperation is not beneficial for all agents, since agents do not
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necessarily increase their confidence about the true hypothesis. However,
the aforementioned discussion is based on the implicit assumption that
maximization of the beliefs is what one should aim for in order to discover
the true state of nature. Is maximization of the belief necessary to classify
correctly ¥°? The next section provides an unexpected answer to this
question.

11.5.3 Correct Decision under the Memory-Aware Approach

From Theorems 11.2 and 11.3 we obtain the following corollary, which
reveals a fundamental dichotomy arising between the cases ¥°* # ¥° and
9 = 9°.

Corollary 11.3 (Memory-aware strategy: Asymptotic classification of ©*). Under

the same assumptions used in Theorem 11.3, for k =1,2,..., K,
Moo (0°) == 0 if 9* # 9°,
’ t— o0
(11.115)
a.s. 1
*) —— ——  if9* =9°.
He, o (0%) —— T L0 =0

Proof. The claim follows from (11.87) and (11.92).

We see from (11.115) that the belief about ¥ converges to 0 when
¥® # 9° and to a positive number when ¢* = ¥°. The gap between these
limiting values suggests that it is possible to devise a decision rule that
makes each agent k capable of classifying 9* correctly (with probability 1
as t — 00). More precisely, we need to define a decision rule for each time
t, and examine the online behavior of the resulting decisions as ¢t — oc.
Note that, when the belief about ¥* converges to 1 if ¥* = 9° and to 0
otherwise, correct classification of the hypothesis of interest is obviously
achieved by the standard rule that selects the hypothesis maximizing the
belief.

However, we have observed that if uy ,(1*) does not converge to 1 when
¥* = 19, the rule maximizing the belief can fail since the maximum belief
may correspond to one of the indistinguishable hypotheses. To overcome
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this issue, one can employ the following threshold test:

9*) <n = reject V°,
{,uk,t( )<n ] 0<y<

) 11.116
By (V%) >n = accept ¥°, 1+7T ( )

which, in view of (11.115), guarantees that the probability of classifying
correctly ¥* converges to 1 as t — oo.

Note that the decision rule (11.116) requires n < 1/(1 + I'). From
(11.83) we see that, to compute I', each agent needs to know the initial
belief assignments of all agents, as well as the Perron vector. When this
knowledge is available, the threshold can be surely set. However, there are
several situations where this knowledge is not available. We now show that
it is possible to set a threshold n < 1/(1 4+ T') with a much coarser prior
information. To this end, we start by observing from (11.81) that we can

write
1 1-— oA 1 1
1k,0(9°) 1k,0(9°) 1k,0(9°) [min,0
where
Hmin,0 = min /Lk,O(Q)' (11'118)

ke{l1,2,.. K}
9O

The network average of prior confusion ratios I' is upper bounded by the
maximum prior confusion ratio across the agents, which in view of (11.117)

yields
1
r< ~1, (11.119)
Hmin,0
which is equivalent to
1

Hmin,0 > 71 Nk (11.120)

further implying that the choice
7 = lmin,0 — €, with 0 < & < Umin,0, (11.121)

guarantees that 7 < 1/(1 4 I"). Accordingly, with (11.121) the hypothesis
of interest is accepted provided that the observed belief exceeds (but for a
small ¢) the smallest initial belief across all agents and all hypotheses. In
particular, in the case of unbiased initialization, Eq. (11.121) becomes

1 1
n= -6 with0<e< (11.122)

which essentially means that a belief larger than the uniform belief is
sufficient to accept the hypothesis of interest.
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Note that to implement (11.121), the agents must know pimino. This
requires, for example, that the agents share their initial beliefs in a prelim-
inary phase of the algorithm, or that the initial beliefs are assigned with a
protocol known to all agents beforehand. Remarkably, from (11.122) we
see that, with an unbiased initialization, the only quantity necessary to set
the threshold is the number of hypotheses, which is obviously known to all
agents.

Before concluding this section, it is useful to contrast the truth-learning
concept employed in traditional social learning with the decision rule
(11.116). In both cases, each agent is able to make the right choice with
probability 1 as ¢ — co. However, there is a difference that can emerge
depending on the particular application context. Following traditional
social learning, we might require that the belief iy, ,(9®) converges to 1 or
0 if the hypothesis of interest is true or false, respectively. This viewpoint
is important, e.g., in applications where the agents are humans, since it
reflects the natural behavior by which individuals express the strength of
their opinions, and this strength is expected to increase as more evidence
is collected. In particular, the choice of accepting the hypothesis of interest
can be naturally formulated in terms of selecting the maximum belief.

On the other hand, when allowing I' > 0 in Theorem 11.3, the situation
changes, since the limiting belief about the hypothesis of interest is allowed
to be even smaller than the belief about some indistinguishable hypothesis.
This notwithstanding, we showed that the decision rule (11.116) allows to
achieve correct decisions. This is because to accept ¥* this rule neither
requires py, ,(9°) to converge to 1, nor that it is the maximum belief! We
showed that it is sufficient to fulfill the milder requirement that g ()
exceeds the minimum initial belief. One explanation for this behavior
is as follows. When 9* = 9°, the hypothesis of interest is by definition
not statistically different from the indistinguishable hypotheses. However,
what makes the hypothesis of interest different from the indistinguishable
hypotheses is the way it is treated by the social learning algorithm, since it
is the only hypothesis the agents exchange information about. This induces
the agents to treat ¥* in a “privileged” way. In other words, by using
the decision rule (11.116) in place of the maximum-belief rule, the agents
introduce a bias in favor of ¥*, which is used to overcome the limitations of
partial information sharing. This requires that the agents are aware of how
the underlying algorithm works, since to learn correctly they must combine
this additional knowledge with their beliefs. From a practical viewpoint,
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this is definitely possible when the agents are programmable devices.

11.6 Comparing Strategies

In the previous sections we have characterized the learning behavior of
social learning under partial information sharing, for both the memoryless
and the memory-aware filling strategies. In this section we want to exploit
the obtained results to examine two aspects. First, we discuss the role of the
social exchange of information as opposed to a standalone implementation.
Second, we consider the advantages of leveraging the agents’ memory.

Standalone vs. social algorithms. One fundamental aspect is to estab-
lish how social collaboration influences the agents’ beliefs. To this end, we
study next the standalone algorithm, i.e., the sequential Bayesian scheme
presented in Chapter 2, where there is no information exchange and the
agents iteratively update their beliefs as

iy (9) o ey 1 (0) 0k (iedl): (11.123)

The following theorem characterizing the standalone scheme is proved
by using similar analytical tools to those used in Lemma 2.2. However,
the results in Lemma 2.2 are obtained by assuming that the decision
problem is identifiable, which in the multi-agent setting would correspond
to assuming local identifiability for any agent. In contrast, the following
theorem assumes an arbitrary identifiability setup for each agent k.

Theorem 11.4 (Standalone learning algorithm). Let Assumption 5.3 be satisfied,
and assume initial belief vectors with positive entries for all agents. Then, with
the standalone learning algorithm (11.123), all agents asymptotically discard
the distinguishable hypothesis. Regarding the other hypotheses, for all ¢ € N,
the conditional belief given that 6 ¢ Dj remains equal to the same conditional
belief at ¢ = 0, namely, for k =1,2,..., K and for all § € Z;, U {¢°},

"l'k,t(g) _ Mk,O(e)
By (9°) 4+ g, o (Zk)  pre,0(9°) 4 pie,0(Zk)

(11.124)

Since py, ,(9°) + py (Zi) —== 1 because the distinguishable hypotheses are
’ ’ t—o00

asymptotically discarded, we also have

a.s. Mi 0(0) o
0 e VO € 7, U {v°}. 11.125
l"‘k:,t( ) P ,U/k,O('lga) +N/k,0(Ik) k { } ( )

By using the definition of I'y in (11.81), the above results can be schematically
summarized as follows.



11.6. Comparing Strategies 271

i) True hypothesis 9°:

a.s. 1

M o (07) —— 3T, (11.126)

ii) Hypotheses 0 € Dy:
wy (0) 22 0. (11.127)

’ t— o0
iii) Hypotheses 0 € Zj:
a.s. r 0

1.+ (6) :_ 260, (11.128)

t—oo 14+ I'g Mk,o(zk).

Proof. Under Assumption 5.3, we can follow the same steps used in the proof of
Lemma 2.2 up to (2.39), obtaining, for all § € O,

190 a.s
Liog o) s D(Cr.90|Cr.0)- (11.129)

t By 1 (0)  t—oo
For 6 € Dy, the RHS of (11.129) is positive. This implies that

190 a.s
Pt (9°) 22,00 VO e Dy, (11.130)

lo
& 1t (0) e

further yielding
py (0) =250 V6 € Dy, (11.131)
! t— o0
and condition (11.127) is proved. Now, Eq. (11.127) implies that

(T U {9°)) =2 1. (11.132)

t—roo

Taking, for any pair of hypotheses 6,6 € I, U {9°}, the ratio between p, ,(6') and
Hy,.+(0), and using (11.123), we obtain

Nk,t(el) _ Mk,t—l(e,) - Mk,o(@'). (11.133)
/J'k,t(e) I*I’k,tfl(o) Hi,0(0)
Summing over 6" € T, U {¢°}, from the first definition in (11.79) we have
T, U{v° o
Hk,t( ® U{9°}) _ k0 (Zi U {9°}) (11.134)
P, (0) u1,0(0)
which, in view of (11.132), implies
1y,.,(0) == t13.0(0) i.0(0) (11.135)

t—oo  pk,0(Ze U {9°}) - re,0(Ze) + pore,0(9°)
for all 8 € Z;, U {99°}. From the definition of T'y in (11.81), we can rewrite (11.135) as

a.s. Fk uk,()(@)
t—soo 1+ T ,u,k’o(Ik)

for all 8 € Z;; U{9¥°}, thus corresponding to (11.128). When 6 = 9°, the result specializes
to (11.126).

K. 1 (0) (11.136)
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We see a nice symmetry between Theorems 11.3 and 11.4, with the
network confusion ratio I' (in memory-aware social learning) being replaced
by the individual confusion ratio I'y (in standalone learning). Despite
this symmetry, there exist substantial differences between the standalone
algorithm and the social learning algorithms with either the memoryless
or the memory-aware filling strategy, as we now explain.

Theorem 11.4 reveals that, as ¢ — 0o, agent k in isolation can place
full mass on ¥° only if I'y = 0, i.e., if the problem is locally identifiable for
agent k. When there are instead indistinguishable hypotheses, the obser-
vations collected by a standalone agent do not convey useful information
to discriminate between ©¥° and the indistinguishable hypotheses. The
only ability given to a standalone agent is to discard the distinguishable
hypotheses. Other than that, the agent can redistribute the belief mass
over the true and the indistinguishable hypotheses according to the only
information it has to discriminate among them, that is, the initial belief
vector. This behavior is summarized by (11.124). In particular, if the initial
beliefs are uniform, from (11.124) we conclude that the belief about 1°
and the belief about the indistinguishable hypotheses converge to the same
value 1/(1 + Ji), i.e., indistinguishability persists in the long term. No
matter which decision rule is used, the standalone algorithm will be unable
to discern in this case.

The situation is different for the memoryless or memory-aware social
learning algorithms, where, thanks to cooperation, proper learning can
be attained in different circumstances examined in detail in the previous
sections.

Memoryless vs. memory-aware. For the memoryless strategy (11.9),
it was shown in Theorem 11.1 that the belief about the hypothesis of
interest converges either to 0 or 1. The conditions under which any of
the two asymptotic behaviors take place depend on the comparison of the
network KL divergences Dyet(19°) and Dyet(U), whose role was discussed
in Section 11.4.1. The following behavior was established: Under truth
sharing, traditional truth learning is always achieved; under false-hypothesis
sharing, partial truth learning is achieved when Dpet(9*) > Dpet(U), but
an undesirable behavior emerges when Dyet(9°*) < Dpet(U), since the belief
about ¥*® converges to 1, i.e., the agents are completely fooled and end up
placing full mass on the wrong hypothesis.

For the memory-aware strategy (11.10), we ascertained that: Under
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false-hypothesis sharing, partial truth learning is always guaranteed; under
truth sharing, traditional truth learning is achieved when there exists
at least one powerful agent in the network that can solve the problem
on its own, i.e., an agent endowed with local identifiability. Moreover, in
Section 11.5.3 we showed that, even if no agent in the network satisfies
local identifiability, there exists a decision rule, namely (11.116), under
which agents are always able to classify correctly the hypothesis of interest.
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11.A Appendix: Preliminary Results

The appendices at the end of this chapter are devoted to the proof of
Theorems 11.2 and 11.3. We start in this section by presenting a series of
auxiliary results.

For ease of reference, we report here the algorithm from listing (11.11),
specialized to the memory-aware approach. In this case, at each instant ¢,
each agent k performs the following three steps for each 6 € ©:

Hit—1 (e)fk(mkﬂ@)

L | 11.137
¢k,t( ) Z Hk,t_1(9/)€k(f'3k,t|9/) ( a)
0'€O
h;.(9°) o=
- (k) '
’(p"t (0) _ ) ] eNlm
’ (1 w0h) 040
, (11.137b)
11 [#7 o)™
i (0) = 2 — (11.137c)
Py (0)]
GZ:@jg\[fk[ " }

The first auxiliary result introduces two submartingales related to the
belief vectors.

Lemma 11.1 (Useful submartingales). Let Assumptions 5.1 and 5.3 be satisfied,
and assume that the network graph is connected, with a combination matrix
A having Perron vector v. Let S; be any nonempty agent-dependent set of
hypotheses satisfying

Sk C (Zr U{9°})\{¥°}, (11.138)
and let S £ {S1,So,...,Sk}. Define the random variables, for t = 0,1,. ..,

K K

my 2> wlogpy ,(9°), ma(S) 2> wvilog py ,(Sk), (11.139)

k=1 k=1
where the notation for beliefs computed over subsets, like p;, ,(Sk), was intro-
duced in (11.79). Moreover, recall the definition of dy(g) from (7.7),
ék (il:k,t"lgo)
> a(0)k(wx.]0)”

0ce

di(q) = Elog (11.140)

where ¢ is a convex combination vector (i.e., it has nonnegative entries that add
up to 1) of dimension H. The following properties hold for any choice of ¥°:
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i) Fort=1,2,...,
Elm|Fio1] > mo1+ Y vndi (o), (11.141)
k=1
K
E[n:(S)|Fi-1] > ne-1(S) + Y vedr(ty-1), (11.142)
k=1

where, given the underlying probability space (2, #,P), we introduce the
filtration (see Definition D.5) generated by the belief vectors of all agents,
namely, the sequence of sub-o-fields

F 2 a({uk’o}f:h {um},ﬁ;l,...y{uk,t}ﬁzl), t=0,1,... (11.143)

Note that Fo = o ({Mk,o}kK=1) = {0, Q} is the trivial o-field, since we are
modeling the initial beliefs as deterministic.

ii) Both sequences {m;}{2o and {n.(S)}{2, are negative submartingales with
respect to {F; }£2¢, and there exist random variables Mo, and 1 (S) such

that
my —2 me, n:(S) =25 oo (S). (11.144)
t—o0 t— oo

iii) The sequences of expected values Em; and En.(S) have finite limits.

Proof. We first prove the claims for m,. Applying the arithmetic/geometric mean
inequality we can write [37]

> 10 [ By ( } <> agwjt (11.145)

0€O jEN} 0€O jEN,

Grouping (11.137¢) and (11.145) we get

I 5]

o JEN, (k) , ] %k
o (9°) = == CPNEL > 1] [d;j,t (¥ )} , (11.146)
IR
0€O jEN}

which, using the definition of ¢ ) from (11.137b), yields

IT [w;.007] it 9° = 9°,
JENY

P (0°) 2 IT 1= w,.wn] ™ (11.147)
e (97) if 9° £ 0°.

1=y . (9°)
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Taking the logarithm we get

> aglogy,,(9°) if ¥* = v°,
log 1y, ,(9°) > { 1N N . (11.148)
’ log e, ,(9°)+ > ajklogw if 9 # 9°,
’ JEN L=y ,(9°)

which, from the definition of neighborhood in (4.1), is equivalently written as

K
Z ajx logp; (9°) if 9* = 9°,
log py, ,(9°) > ¢ 771 X L=, (%) (11.149)
lo 9°) + > ajklog ——I——L if 9° #£ 9°.
g¢k,t( ) ]; jk 108 11— "/’k,t(ﬂ.) #

Since the network graph is assumed to be connected, with a left stochastic combination
matrix A, it follows from Definition 4.6 and Lemma 4.3 that A is an irreducible matrix
with spectral radius p(A) = 1. From the Perron-Frobenius theorem (Theorem 4.1) it
follows that we can define the Perron vector v, which has positive entries adding up to
1, and satisfies

Av = v. (11.150)

Equation (11.150) can be expanded in terms of the individual entries of Av and v,
yielding the following identities:

K
Zajm =v;, j=12,... K. (11.151)

k=1

Let us now focus on the RHS of (11.149). Consider first the term corresponding to
9* = 9¥°, namely, Zf{:l aji log 1, ,(¥°). Multiplying this quantity by v, and summing
over k, we obtain the following expression:

K K
D o> agilog,,(9°)
k=1 =1
K K K
= Zajkvk logz/lj’t('ﬂo) = ka logzpk,t(ﬂo). (11.152)
j=1 k=1 k=1
—_———

=wv; from (11.151)

Consider next the term corresponding to ¥* # 9°. Multiplying this term by v and
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summing over k, we get

K K K (19.)
vy, log ¥ aj klog
2 velom )+ ) ) agelox = o
K
=3 e log by ()
k=1
K K K K
3 S o1 )~ D 3 et 1 )
j=1 k=1 j=1 k=1
—— ~——
= vj from (11.151) =1
K K
= ka log v, , (¥ log ka 10g _¢k,z(79.))
j=1 k=1
= ka log 4, ,(9°). (11.153)
k=1

Multiplying both sides of (11.149) by vi and summing over &, from (11.152) and (11.153)
we obtain the following inequality:

K

K
my = ka log py, . (9°) > ka log ¢, ,(¥°), (11.154)

k=1 k=1

where we used the definition of m; from (11.139). Furthermore, substituting (11.137a)
into (11.154) yields

K

l 9°
My > My— 1+kalog k(@n.a[V°)

D i1 (0 (nel0)

0ce

(11.155)

Now, taking the conditional expectation E [-|F;—1] of both sides of (11.155), we obtain,
fort=1,2,...,
K
E [my|Fi-1] > m Zukdk T (11.156)

where di(g), for a convex combination vector ¢ of dimension H, is defined in (11.140).
This proves part i) for m;. Observe from (11.140) that dix(q) corresponds to the KL
divergence between the true model £y 9o and the mixture model ), _o q(0)€k,0. From
the nonnegativity of the KL divergence it follows that dx (g, ,_,) > 0, which, in view of
(11.156), implies

E [mt|_7-'t_1] 2 mi—1. (11157)

Observe that m, is a negative random variable since the entries of the Perron vector are
positive and all the beliefs are almost surely strictly less than 1 — see the discussion at
the end of Section 11.2. Taking the expectation of both sides of (11.157), we can further
write

0>Em;>Emy_1 >--- > mo, (11.158)
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which shows that m; has finite mean for t = 0,1, ... (note that mg is finite since the
initial beliefs are nonzero in view of point ii) in Assumption 5.1). In view of (11.157),
we see that the sequence {m,}2, is a negative submartingale. Thus, we can call upon
the martingale convergence theorem (in particular, Corollary D.1) to conclude that m;
converges almost surely. This proves part ii) for m;. Finally, part iii) for m; follows
from (11.158), which implies that the sequence of expectations converges (since it is
nondecreasing and bounded from above).
Now we focus on n.(S). In view of (11.137c¢), (11.79), and (11.145),

I1 [ @]

EN; ~(k) Ak
(S0 = 3 ST =S 11 [,;,M (9)} , (11.159)
0€Sy, Z H [ } 0€S), JEN}

0’cO jEN

From the definition of Sy in (11.138) we see that ¥* ¢ Si for any agent k. Therefore,

~(k
the term '(,b;t) () must be evaluated by applying the expression in (11.137b) that is valid
for the case 6 # ¥°. Substituting this expression into the RHS of (11.159) yields

Mkt (Sk) Z 1_,(!}“ .) H [1_1#“(19,)]%,6

0€Sy JENL
'l/’k t Sk o ajk
_ , 11.160
- S T - ) o

where in the equality we apply the definition of 1), ,(Sx) from (11.79) and extend the
product to all j by exploiting the definition of neighborhood from (4.1). Taking the
logarithm in (11.160), multiplying by vk, and summing over k gives

K i K (0%)
>
;Ukbgﬂktsk kz:lvkbg"’bktsk +z::lv z::ajkloglfd’kt( v*)
= ka log ¥y, (Sk), (11.161)
k=1

where the equality follows by applying the same steps used to obtain (11.153). Substi-
tuting the definition of n¢(S) from (11.139) into (11.161), we obtain

K
ny(S) > ka log 1y, ,(Sk)

=1 +kalog ZICTRIUA (11.162)
Dt (0)0( (nel0)

0co

where the equality follows from (11.137a) and the fact that for 6 € Sy we have £ g = £i go.
The proof can be completed by repeating the same steps used to prove (11.156)—(11.158)
starting from (11.155), replacing m; with the submartingale n;(S) defined in (11.139).

|
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From Lemma 11.1 we can derive the following corollary, which provides
bounds on the expectation of the logarithm of the intermediate beliefs.

Corollary 11.4 (Expectation of log beliefs). Consider the same assumptions used
in Lemma 11.1. Then, for k =1,2,..., K and for all ¢t € N,

1 Imo|
Elog ——— < 2 11.163
& d’k,t(ﬂ") Uk ( )
! 0 (S)|
E log < . 11.164
Py, (Sk) Uk ( )

Proof. Let us first prove (11.163). Using (11.137a) and (11.140), we have that

(11.165)

where the inequality follows from the fact that di(ux,t—1) > 0 in view of the nonnegativity
of the KL divergence. Moreover, from the explanation at the end of Section 11.2, we
know that log p, ,_,(¥?) is a negative random variable. On the other hand, since vs, > 0,
it follows that

K
vglog pry, 1 (9°) > > v log g, (9°), (11.166)
k=1
which, from definition (11.139), is equivalent to

log 1y, ,_, (8°) > % (11.167)
k

Then, taking expectations and using (11.158), we obtain

Emi1 o mo

Elogpy, , ,(9°) > ——=L > 9 (11.168)
’ Vi Vi
or ‘ |
1 mo mo

Elog——— < ——2 = , 11.169

Ky p—1(9°) Uk Uk ( )

where in the last step we use the fact that mo < 0. Using (11.169) in (11.165) we get
(11.163). It remains to prove (11.164).

To this end, observe that €9 = €i 9o for 8 € Si. As a result, from (11.137a) and
(11.79) we have

1
Elog——— =Elo
& Ura(Sk) &

Then, Eq. (11.164) is obtained by repeating the same steps used to get (11.169) from
(11.165), replacing m, with the submartingale n.(S) defined in (11.139).

—  —Edi(py, ) 11.170
uk,tfl(sk) k( k,t 1) ( )
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Lemma 11.1 is also useful to prove the following intermediate result,
where we show that all agents in the network discard the distinguishable
hypotheses in probability.

Lemma 11.2 (All agents discard the distinguishable hypotheses). Let Assump-
tions 5.1, 5.3, and 7.1 be satisfied, and assume that the network graph is
connected, with a combination matrix A having Perron vector v. Then, for
k=1,2,...,K and for all 0 € Dy,

B, (0) —— 0. (11.171)

t—o0

Proof. Taking expectations in (11.141), we can write

K
0< > vkEd(my, 1) < Emy — Emy 1. (11.172)
k=1

Then, in view of part iii) of Lemma 11.1, and using the squeeze theorem [144, Thm. 3.19],
we have
K
lim veEdr (g 1) = 0. (11.173)
t— o0 ’
k=1
From Theorem 4.1, which can be invoked since the network graph is connected (hence,
the associated combination matrix A is irreducible) it follows that the entries of the
Perron vector are positive, i.e., vy > 0 for £k =1,2,... K. Since dj, (uk,t_l) is nonnegative,
the positivity of vi implies that each individual summand in (11.173) must converge
to 0. This means that, for each k, di(py, , ;) converges to 0 in the 1st mean — see
Definition D.3. In view of (D.17), convergence in the 1st mean implies convergence in
probability. Therefore, for all agents we have

dic (B p—1) —— 0. (11.174)

t—oo

We will use the above result to conclude that (11.171) holds. Applying Pinsker’s inequality
(Theorem C.7), we can lower bound the KL divergence di(py, ;) as follows:

1
di (B 1) 2 ED%’ <€’fﬂ9° ) ez;“k,tl(e)ék,9> ) (11.175)
€

where the symbol Dty denotes the total variation distance, whose expression is provided
in Definition C.1.
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Consider now an agent k for which |Dy| > 0. We can write

(@]9°) = g e1 (0)x(2]0)

6o

= G(@9°) = D e (O (0) = Y py 1 (0)k(]6)
0cZu{v°} 0€Dy,

= (1— > (0 ))ek 2[9°) = > Hy oo (0)k(]6)

0T u{v°} 0€Dy,

= Z ﬂk,t—1(9)

0€Dy,
- (Zk(xﬁo) = > a0y x|e> >t (11.176)
0eDy, 60'€Dy,

where in the second equality we used the fact that within the indistinguishable set we
have £ (z|0) = £k (x|9°), whereas in the last equality we introduced the notation

/J'Ic,tfl(e)
Z ll’k,t—l(el).

0’€Dy,

q(0) = (11.177)

Then, in view of the formulas for the total variation distance in Definition C.1, Eq.
(11.176) implies that

D+v (&c,ﬂo ) Zﬂk,t—l(e)gkﬁ)

6co
> i1 (0)] x Drv <£Mo Y q(e)ekﬁ). (11.178)
0€D),

0Dy,

By repeating the same arguments used in the proof of Lemma 7.2 (see the discussion
following (7.30)), we arrive at the inequality

Drv (%ﬂo ; Zuk,tl(@fk,e) > dmin Z Ky e—1(0)], (11.179)
) 0€Dy,
for a certain dmin > 0. Using this result in (11.175) yields
2
dﬁlin
di(pr e 1) > 75 (Z uk,t_xe)) : (11.180)
0Dy,
In view of (11.174), the above result implies (11.171).

|

Using Egs. (11.137a)—(11.137c), we can establish the following addi-
tional result, which provides a condition under which an agent is able to
discard the distinguishable unshared hypotheses almost surely.
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Lemma 11.3 (Belief convergence for the distinguishable unshared hypotheses).
Let Assumptions 5.1 and 5.3 be satisfied. If 9° # 9° or Zp # 0, then

wy (0) =0 V60 €Dj. (11.181)
’ t— 00

Proof. By assumption, ¥° is unshared or there exists at least one indistinguishable
unshared hypothesis. Let 6’ be equal to ¥° if ¥° is unshared, or to an indistinguishable
unshared hypothesis. Let 6 be distinguishable and unshared. Using (11.137a)—(11.137c),

we can write
~(k) ] %k
I1 [#@)]

i (0') (11370) jens,

K0 (0) H {[,ikt) (9)} o

JENK

H _71 _%bf/,;(f(?y) (1 - ¢j7t(19-)>] aji

(11.137b) jEN}, -

NG
[ %00 7 Pe®
[T |+ (- v ))] ‘

Ty,
(11.137a) Kt — (0 ¢ O (xp,1|0)
Bii1(0)  Cr(k,e]0)
_ :uk,tfl(g ) (zr,t|9°)
Bie—1(0)  Li(@rel0)
where in the step that applies (11.137b) we use the fact that both §” and 0 are unshared
hypotheses, while in the last equality we replace £ (xx+|0") with €5 (xk,¢|9°) since €’ is

equal to ¥° or is indistinguishable from ¥°. Taking the logarithm of the LHS and the
RHS of (11.182), we obtain the recursion

(11.182)

Ky t(el) Ky t—l(el) O (xk,¢19°)
log — = log — +log ——————* 11.183
e % 1@ % o) S
and unfolding it we get
0/ / o
log i () — log Mr00) +Z be(@r.r|07) (11.184)

Hy 1 (0) 0(9) (@i 10)

Under Assumption 5.3, the random variables £x(xk - |[9°)/Cr(xk,~|0) are iid, and their
expectation is given by the KL divergence D (£ 90||¢k,0) < 0o. Therefore, after dividing
(11.184) by t we can call upon the strong law of large numbers (Theorem D.7) to conclude
that

0’ a.s ¢
lloguk,t( ) as. Elogék(xk,Tlﬂ)

£ hl(0) oo Oe(zrnl0)

Note that D(£y go||lk,e) is positive because 6 is a distinguishable hypothesis. Therefore,
Eq. (11.185) implies

D(ly,90||lr) VO € Dy. (11.185)

0/ a.s
e (11.186)

lo
SR ()
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from which we conclude that

wy (0) =250 VO €Dy, (11.187)
’ t— o0

since the entries of the belief vector are bounded. Thus, we have established the claim
of the lemma.

It is worth commenting on the differences between Lemmas 11.2 and 11.3.
Lemma 11.2 allows us to conclude that all agents discard the distinguishable
hypotheses in probability, irrespective of the choice of 9¥°*. Meanwhile,
Lemma 11.3 ensures that an agent k can discard the distinguishable
unshared hypotheses almost-surely, under the additional assumption that
¥® # 9° or Zp # (). In order to prove almost-sure convergence of the beliefs
according to Theorems 11.2 and 11.3, we will resort to a combination of
both results.

Before we present the proofs of Theorems 11.2 and 11.3, we characterize
in the following lemma the ratios between intermediate beliefs correspond-
ing to distinguishable and indistinguishable hypotheses.

Lemma 11.4 (Intermediate belief ratios between distinguishable and indis-
tinguishable hypotheses). Let Assumptions 5.1, 5.3, and 7.1 be satisfied. Let
9® = 9°, Dy # 0, and Zx, # (), and assume that the network graph is connected,
with a combination matrix A having Perron vector v. Then, for £k =1,2,..., K:

i) The sequence defined, for ¢t € N, by the intermediate belief ratios

Pt (Dk) (11.188)

wk,t(zk)

is a positive martingale with respect to the filtration (see Definition D.5)
formed by the sub-o-fields

Fi2o ({Hk,o}kK:h {Nk,l}kK:h e {“k,t}?:l) , teN. (11.189)

ii) This martingale vanishes almost surely.

Proof. To begin with, observe that ¥, ,(Dx) and v, ,(Zx) are positive random variables,
since the sets D, and 7, are nonempty and the intermediate beliefs are almost surely
positive — see the discussion at the end of Section 11.2.
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We first establish property i). The following chain of identities holds:

> $ra(0)

Yi4(Dr) @) ocDy
Viele) Ny, (0)
0T,
Z o1 (0) Lk (2k,210)
(b) 6Dy,
Z i1 (0) Lk (21,2 10)
0€Ty,
D b1 0k (@r,00)
(c) 0€Dy
O (g, |97) Z By 1(0)
0T,
(d) Zk l‘k i|9)
() 11.190
th 1 Gezpkukt 1 ék wkt"ﬁo) ( )

where in (a) and (d) we apply definitions (11.79) for beliefs computed over subsets;
(b) follows from (11.137a); and (c) holds since, within the indistinguishable set Z, all
likelihood models are equal to £y go. Since E[€y(xk,|0)/lr(xk,:|9°)] = 1 for each 6 € O,
from (11.190) we can write, for t = 2,3,...,

";bk,t(Dk)
£ ka t<zk>

]:t1:|

(11;9) Hrt—1 (Dk)
Nk,tfl(Ik)

Zk (wk,t|0)
6E {ék(wk,tﬁO)]

J
[1 ﬁ’;,i 19-) (1- %‘lwo))] ’

e (s )]

Nm 1Ik) ZMM !

0€Dy,

> 1T [0

(11.137c) 0€Dy, jENG,

S II[#

0€T), jENG

> 11

(11.137b) 0€Dy jENR

> 11

A(k)
J,t— 1

0€Zy, jEN}
> a
ST (a0 D [Hraa(0))7 D $raa()
_ 0€Dy JEN, _ 0€Dy, _ 0€Dy,
Yoo (0)] " 2 Bros1(0)
D I ST E S DA

0cT,
(11.79) ¥y 4—1(Dk)
TPk,tﬂ(Ik)

(11.191)
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Note that since Dy, and Zj, do not contain 9°, and since #°* = 9°, the hypotheses belonging
to Dy or Zj are all unshared hypotheses. Accordingly, in (11.191), the reconstructed

~(k
beliefs '(,b;’t)(ﬂ) have been computed from (11.137b) using the formula corresponding to
0 # 9°. In summary, we have shown that

¢Ic t( ) :| 'lbk t—1(Dk)
Fi = ——"\ 11.192
[%( 7 7 T @ (11:192)
Moreover, specializing (11.190) to the case t = 1 we get

Y1 (D ):| { Li(xh,t|0) :|

= M LR\ t|T)

Ll’k 1(Zk) 11e,0( gez,;k ol (k2 |0°)

=1
tk,0(Dr)

— HEeolTh) 11.193
ino@n) ( )

where the last inequality holds because pir,0(Zx) > 0 in view of point ii) in Assumption 5.1.
Taking the expectation of both sides of (11.192), we obtain

PraPe) | o [ Praa D)) Y1 (D) | _ pw0(Dy)
E [wk,t(zk):| =E |:'¢7k,t1(Ik):| h |:1/’k 1 (Z ):| o Nk,O(Ik)’ (11.194)

which shows that 1), ,(Dk)/%,, ,(Zx) has finite mean for all ¢ € N. We conclude from
(11.192) that the sequence {1, ,(Dx)/v}. ;(Zr)}ten is a nonnegative martingale. We can
therefore call upon the martingale convergence theorem (in particular, Corollary D.1),
to establish that 1, , (D) /4y, (Z1) converges almost surely. This means that, to prove
property ii) in the lemma, it suffices to show the following convergence in probability:

LINICONNINA (11.195)

'l/’k,t (Zr) t—oe

The convergence in (11.195) results from Lemma D.2, applied with the choices

1
wk,t(zk) ‘

We now verify that with these choices the conditions of Lemma D.2 are satisfied.
Specifically, condition (D.27) holds because w; = 1, ,(Dy,) converges to 0 in prob-
ability in view of Lemma 11.2 (actually, the lemma refers to beliefs p, ,(9), but the
claim of the lemma can be readily extended to the intermediate beliefs v, .(0) by using
(11.137a)).
Conditions (D.28) and (D.29) are satisfied since, by using Markov’s inequality
(Theorem C.1), we have the following upper bounds holding for any y > 1:

we =y, (Dk), Y, = (11.196)

1 1
P|— =P |log —— > 1|
{m,tm) >y} ["g%( >> o8y
Elog

1
= Tog br, tm)

L Ino@) v=e (11.197)
logy vk
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where T = {71,Z,...,Zk}, and the last inequality follows from Corollary 11.4 applied
with the choice S = Zy, for all k (note that this choice satisfies condition (11.138) since,
for 9°* = 9°, (Z U{9°})\9* = Zk). Thus, Lemma D.2 allows us to claim (11.195), which
in turn implies that the martingale {1pk,t(Dk)/¢k,t(Ik)}t€N vanishes almost surely.

|

11.B Appendix: Proof of Theorem 11.2

Proof. We need to establish (11.87), (11.88), and (11.89).
Equation (11.88) follows directly from Lemma 11.3, once we observe that 9* # 9°.
Let us focus on (11.89). Observe that, in the considered case ¥° # 1¥°, the set Z,
defined by (11.86) contains only unshared hypotheses. If Z,, = (), then Z; contains only
99, and Eq. (11.89) trivially yields the identity 1 = 1. Consider then the case Z # (), and
let 0,0" € Z7. Note that these hypotheses are the true hypothesis or indistinguishable
hypotheses. We have the following chain of identities:

1) 0 7T b )] w 10 [wk tw')r” © $ral0)
Hi t 0 JEN A(k>( 0) JEN. Py, (0) wk,t(a)
(i) /'l'k,tfl( )ék(ka»tw (;) Nk,t71( )ék(wk,two)

Nk,tfl(o)ék(mk,tW) /J‘k,t—l( Wi (@, [9°)

_ Hk,tﬂ(el)
Nk,tfl(g)

, (11.198)

where (a) follows from (11.137c); in (b) we use the expression for the reconstructed
beliefs from (11.137b) holding for unshared hypotheses; (c) follows from the fact that A
is left stochastic; (d) from (11.137a); and (e) holds because 6 and 6’ are indistinguishable.
From (11.198) we see that

(07 _ By p—1(0") _ Hie,0(0") (11.199)

by (0)  py—1(0) t,0(6)

Summing over 0’ € Zy, from the first definition in (11.79) we obtain, for any 6 € Zp,

my, 1 (Z) _ Hi,0(ZR)
My (0) fe,0(0)

(11.200)

which is equivalent to (11.89).

It remains to prove (11.87). To this end, we first establish that p; ,(¥*) vanishes
in probability, and then use this result to show that it vanishes almost surely. Under
global identifiability (Assumption 5.4) we have 9° € D}, for some agent h, and since the
network is assumed to be connected, we can use Lemma 11.2 to conclude that

B, (0%) —2— 0. (11.201)
’ t— 00
We want to show that the same result holds for all agents in the network. To this end,
we start by showing that Eq. (11.201) implies that the intermediate belief 1)), ,(¥*)
converges to 0 in probability.
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From (11.137a) we can write (note that, as usual, the likelihood ratios are well
defined with probability 1 due to Assumption 5.3)

Po1(9%) n(@n,i|9°)
" ,
¢h,t( )= Z Eh (zh tw) Ln(xh,i]9°)
Hpe— 1( n(@n ¢ |[0°)
0co
_ My 1 (9°%) Cn(@n.|0%)
= Zh(th +|0) Eh(@h,e]9°)
0 ,
Z Hpt— 1 Eh(wh t|190) + Z uh’t_l( )
6cD, 0€Ly U{ve}
:1—}4;,,)1,_1(Dh)
0 :
_ e )( N hecwy )
) o) [ Lr(@nal6) ) El@h
+ Z /‘I‘h,t—l( ) <€h($h,t|79°)

0eDy,

where in the second equality we used the fact that £}, 9 = £ 90 for all € Z), U {9°}. By
introducing the definitions

Hht—1 (¥°)

s = e , (11.203)
L+ QEED:)I [ ) (W - 1)
si = %, (11.204)
we see from (11.202) that we have the identity
Yy (0°) = st 8. (11.205)

We want to show that v, ,(9°) vanishes in probability and, for this purpose, we start
by examining the first term in the denominator of s, namely,

> bnea(0) (m - 1> : (11.206)

0eD),

Observe that (11.88) and (11.201) imply that u,, , (@) vanishes almost surely (hence,
in probability) for all § € Dj,. Moreover, the term £ (x ¢|0)/€n(xh,:|9°) has constant
distribution over time. Calling upon Slutsky’s theorem (in particular, Eq. (D.38) in
Theorem D.4), we obtain the following convergence holding for all summands in (11.206):

Boe—1(0) (Eh(wh,tw") 1) —0, (11.207)

which implies that the denominator of s; converges to 1 in probability. Since the
numerator of s} vanishes in probability in view of (11.201), s} vanishes in probability.?

3When we have two random sequences converging in probability, Theorem D.3 implies that
their ratio converges in probability to the ratio between the limiting variables, provided that
the limiting variable in the denominator is zero with zero probability.
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From this convergence result and from the fact that the term s} in (11.204) has constant
distribution over time, by invoking again Slutsky’s theorem we obtain

P, (9°) = s, 5] —2—0. (11.208)
’ t— 00
We now proceed to show that, if agent h is a neighbor of agent k, then the condition
b, ,(9°) —2— 0 implies that p, ,(9*) —— 0. Consider then an agent k for which
’ t— o0 ’ t— o0
ank > 0, that is, an agent k such that h € N. In view of (11.137c) we can write

H |:¢j,t(19.):|ajk H |:¢j,t(19.):|ajk

JENG JENG

ZH{A(M } ZH[@) }

0€O jEN}, 0cU jEN},

P, (0°) = : (11.209)

where we recall that U/ is the set collecting the unshared hypotheses. Let us examine
the denominator on the RHS of (11.209). Exploiting (11.137b) we obtain the following
equalities:

ST o] =TT [ 0] 1w

0cU jENG, 0cU jEN,
0 ]Zﬁ YT o
= ‘7..761C 1—’(,[)’(’19)]]
g;{ |:1 7¢k,t(§ ) jeHNk t

> 4(0)

= I -]

JENE

IT [ =, 0m]". (11.210)

JENK
Substituting (11.210) into (11.209), we obtain

. Y, (0°) 17"
Mk,t(ﬁ ) < H [1_1/)”(19.):|

JENE

(%) (H [’wj’t(ﬁ.)]ajk) % <H |: 1190 :|ajk>
JENE JENY ¢j’t( )
(®) onk 1]
< 20 — 11.211
< [0 (8)] 1} [ %wo)} : (11.211)
where (a) follows because (recall that 9° # 9°, i.e., 9° € U)
1— )= ;. (0) > 4,,(9°) (11.212)
oeu

and from the fact that the beliefs and combination weights are nonnegative; whereas (b)
holds because the beliefs are bounded by 1 and, hence,

IT [0 <. (11.213)
JENG
i#h
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Now we apply Lemma D.2 to the RHS of (11.211), where: 4) [+, ,(9°)]*** plays the
role of wy since it converges in probability to 0 in view of (11.208) (recall that anr > 0);
and it) HjeN,c [¢; :(9°)] 7% plays the role of y, since, by exploiting Markov’s inequality
(Theorem C.1) and Corollary 11.4, for any y > 1 we have

1 ik 1
P [ H |:¢]7 (190):| > y‘| =P [Z a;i log 7¢j,t(7‘90) > logy

JENE JENG

1 1
< a;rE log ———
logy D ai P, (9°)

JENY
|m0| ajk y—>o<>
11.214
logy Z ( )
JENY

which means that conditions (D.28) and (D.29) are satisfied. Thus, from Lemma D.2 we
conclude that the RHS of (11.211) vanishes in probability, implying that g, ,(9°) £ 50
’ t— o0

for any agent k such that h € Nj.
In summary, we have shown that p;, , —2 5 0 implies Ky s —2 5 0 when h is a
7 t—oo 7 t—oo

neighbor of k. Since the network is assumed to be connected, we can iterate the reasoning

so as to extend the result to all agents in the network. In other words, we have established

that u, ,(9°) —— 0 for all k. Note that this result does not correspond to (11.87)
! t—o0

since we only established convergence in probability. We now show how to extend the
result to almost-sure convergence.
To this end, observe that the belief vector is a probability vector, and, hence,

Uk,z(ﬁ.) + Nk,t(Ilg) + Hk,z(DI:) =1, (11.215)

which, combined with (11.88), yields

e () ——1  fork=1,2,...,K. (11.216)
’ t

— 00

Consider now the submartingale n:(S) defined in (11.139). By choosing the set S as
S={I¢,75,..., 7%}, from (11.216) we get

K
ni(8) =Y wvilog py ,(I7) —=0. (11.217)

oo
k=1

From (11.217) and part ii) of Lemma 11.1, we conclude that the convergence of n+(S)
must take place almost surely, that is,

K
D vklog g, (T7) 22 0, (11.218)
k=1

Since v > 0 and log p,, ,(Zg) < 0 for all k, we conclude that pu, ,(Zg) —> 1, which,
’ ’ t—o00

in view of (11.215), finally implies (11.87), and the proof is complete.
|
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11.C Appendix: Proof of Theorem 11.3

Proof. We start by focusing on point iii). If Z = ), there are no indistinguishable
hypotheses, and this point is not present. We consider then the case Zj # @ and prove
that (11.94) holds. If Z; contains only one hypothesis, Eq. (11.94) trivially yields the
identity 1 = 1. It remains to examine the case where 7, contains at least two hypotheses.
Observe that all the hypotheses belonging to Zj, are indistinguishable by definition, and
are also unshared since they are distinct from 9¥° (recall that we are considering the case
¥* = 9°). Accordingly, Eq. (11.199) holds for any 6,6 € Zy. Summing over 0’ € 7 the
LHS and the RHS of (11.199), and applying the first definition in (11.79), we conclude
that

Bt (Tr)  peo(Zi)

pe(0)  pko(0)

(11.219)

which is equivalent to (11.94).

Next, we prove (11.93). Since we are considering the case 9°* = ¢9°, from (11.85) we

have
Tn = T\{¥°} = Iy, Dy = Di\{9°} = Dy, (11.220)
which hold because 7, and Dj, do not contain 9°.

Now, if Z = @, then T’ = 0 in view of (11.81) and (11.83). Under this condition, the
limit in (11.92) would be equal to 1, which would in turn imply (11.93). Thus, if Z, = 0
it would suffice to prove (11.92).

On the other hand, if 7y # 0, we can invoke Lemma 11.3 (along with the fact that
Ir = I and Dy, = Dy) to see that (11.93) holds. Also in this case, to complete the
proof we need to establish (11.92). To this end, it is convenient to consider separately
the cases I' =0 and I" > 0.

Case I" = 0. In view of (11.83), when I' = 0 we must have an agent h with I'j, = 0,
a condition that, from (11.81) and the assumption that the initial beliefs are positive,
is equivalent to Zp, = (. This means that all hypotheses § # ¥° are distinguishable,
implying, in view of Lemma 11.2,

My, (0°) L1 (11.221)

t—o0

We now want to show that the same convergence result holds for all agents in the
network. To this end, we will first establish that the intermediate belief 1, ,(9°) also
converges to 1 in probability. Observe that from (11.137a) we can write

oy _ Hpt— 1 (9%)
P, (9°) = NeTvoR (11.222)
B (07) + Zﬂht 1 ( Zh O (@n.e|0°)
9400 ot

Since the ratios £x (zn,t|0)/€n(Tn,:[¥°) are identically distributed over time, and p,, , ()
vanishes in probability for § # ¥° in view of (11.221), from Slutsky’s theorem (see in
particular (D.38) in Theorem D.4) we have

éh wh t|9) p
—_— 11.22
g{;{l‘l‘ht 1 Eh $ht|19o) oo 07 ( 3)

which, when used in (11.222) along with (11.221), yields

Yy, (97) —— 1. (11.224)

t— o0
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The next step is to show that (11.224) implies that g, ,(9°) —— 1 if h is a neighbor of
’ t— oo

k, i.e., if apr > 0. Obviously, we already know that p,, ,(9°) —2 4+ 1if T} = 0. Therefore,
’ t—o00

it suffices to focus on an agent k with Iy > 0. The following chain of relations holds:

S I [#he]™

() OETy jEN

Nk,t(Ik) =
Z H [ (k) }
0'€0 jEN},
> O T [0
(b) 0E€Ty FEN
= N /
> H B
e/eeJENk
> 1_% O T (107
o€y, JEN}
> H [’l,/l\lft)(ﬁo)} ajk
JENE
5 1=, (07)] "
W;l%ng )
- |: (k) 190:|“jk
JENY
@ % (Tk) 0)
- 1—12/’1” 9°) HN ( b (9 >
© 14, (0° ))“J‘k
< o
(55
() ank 1 Ajk
< [1—v,, 0] H L/} (19“)] , (11.225)
JENL

where (a) follows from (11.79) and (11.137¢); in (b) we apply (11.137b); (c) holds because
9* = 19°; (d) follows from (11.79); (e) follows from

¢k,t(Ik) _ "l’k,t(Ik)

= 11.226
T (07) W, (Tn) (D) (11:226)
whereas (f) holds since the beliefs are bounded by 1 and, hence,
IT [t =w,.07]"" <1 (11.227)
JENL
Jj#h

Next, we show that the RHS of (11.225) vanishes in probability. This conclusion fol-
lows from Lemma D.2, where the sequence [1 — 1), ,(¥?)]*** plays the role of wy,
since it converges in probability to 0 according to (11.224); and where the sequence
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Hje/\fk [t; :(9°)] %% plays the role of y,, since this sequence satisfies (11.214) and,
hence, satisfies conditions (D.28) and (D.29).

Since the RHS of (11.225) converges in probability to 0, we have that ;. ,(Zx) j) 0.
Recalling that gy ,(9°) = 1 — py (Zi) — py, (Dr), and that we have already shown that
. (Dr) HLOJ 0, we conclude that g, ,(9°) ﬁ 1. In summary, we have shown that

wy, (0°) —— 1 implies p,, ,(9°) —2— 1 when h is a neighbor of k. Since the network
? t—o00 ’ t—o0

is connected, by iterating the above reasoning we conclude that g, ,(9°) —L2 51 for all
’ t— 00

k, which implies
K

my = wvlogp,,(9°) —— 0. (11.228)

t— o0
k=1

From part ii) of Lemma 11.1, this convergence must take place almost surely, i.e.,

K
> wvplog py ,(9°) = 0. (11.229)
ot ’ t— o0

Since vy > 0 and log py, ,(9°) < 0 for all k, we must have p,, ,(9°) 2%, 1 for any agent

t— o0

k, which concludes the proof for the case I' = 0.

CaseI' > 0. For k=1,2,..., K, we have the following chain of equalitites

Soma T [Fe]”

Pyt (Zk) (11.79) 0€T; (11.137¢) €Ty, jEN;,
B (0°) g (0°) a H {1/,;’?(,90)}%%
JEN !
DT 1— H [1 =, (07)]™"
(11.137b) 0€T; JENG
H |:¢§{€t)(190)i| ajk
JENR
B 'l/’k,t(Ik) [1_"/’j,t(790):|ajk
o | 8 s
)y (@) ] . ()]
- (] ) ([ )

(11.230)

where in the last step we multiplied and divided by Hle[wj, +(Z;)]%9*%, and applied the
definition of neighborhood from (4.1). Using (11.137a) and (11.48) we get

¢j,t(zj) My 1(Z5) 4 (x5,197) _ Hj,t—1(Ij)

= . 11.231
By 0°) g a0V (@al0%) by 1 (0°) (1231
Likewise, exploiting (11.48) and (11.49) we have
1_¢j,t(190) "»bj t(Ij)+¢j t(DJ') wj t(Dj
= : : =1+ ———. 11.232
'l/’j,t(Ij) ¢j,t(Ij) wj,t(Ij) ( )
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Subtituting (11.231) and (11.232) into (11.230) and taking the logarithm we obtain

K

M t(Ik) 122 —1(Z5)
log ———— = aji log ——————=
Mk,t(ﬂo) ; ! l“j,tfl(ﬂo)
1 K .
¢kt( ) ! ¢'t(Dj) Ik
+ log [ jQEEELLANEAS . (11.233)
( ¢k t( ) J];[l wj,t(Ij)
It is now convenient to introduce the vectors
T K
20 2 col 1og Pt LT (11.234)
I-‘l’k,t(ﬁo) k=1

. @] [ @]\
yt—col{log<[ G )} jl_[{l—k Jt(I)] )}k_l, (11.235)

=1

where col{xz;}%_, denotes the K x 1 vector obtained by stacking into a single column
the entries x1,z2,...,xx. Using (11.234) and (11.235), we can recast (11.233) in the
vector form

2e=A"z 1+, (11.236)
Unfolding the recursion we get
t—1
= (A 20+ (A)Ty,_,. (11.237)
T7=0

Let V be the K x K matrix whose columns are all equal to the Perron vector, i.e.,
V = v1T. We now show that the vectors y, in (11.235) are in the null space of V':

Vi, =0. (11.238)
Since V has equal columns, Eq. (11.238) is equivalent to the relation Zszl VY, = 0,

where y, , corresponds to the kth entry of the vector y,. Exploiting the definition of y,
from (11.235), we have

K

N tog (14 PP
;y‘ z_:“g< Vo, T ))
K K
Z Zajklog(l—i-:i ((1;))) 0, (11.239)

where the final equality follows from the identity Zszl AjRVE = Vj.
In view of (11.238) we can rewrite (11.237) as

t—1 t—1
t t T T
zZt = ZO+Z 7V yt T+ZV yt ‘r ) 20+ZFTyt—-r’ (11240)
——
=0 =0

=0
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where F. £ A7 — V. The next step of the proof is to establish that the vector defined
by the sum on the RHS of (11.240) vanishes almost surely as ¢ — oo, namely, in terms
of the kth entry of this vector, we want to show that

t—1 K
S Frlikyyis 0. (11.241)
=0 j=1

To this end, observe that since the graph is primitive, in view of Corollary 4.1 there exist
two constants C > 0 and r € (0,1) such that, for ¢ =0, 1,..., the following condition is
satisfied:*

o 4 = Vi

<Cr'. (11.243)
i, ke{1 2 .....

We can write

ZZ[FT]jk Yitr gz (Bl

7=0 j=1 =0

K t—1
Z |yj’t,7—| < ZTth—‘ry (11244)
j=1 =0

where in the last step we used the bound from (11.243) and introduced the definition
K
w=CY ly,,l. (11.245)

When D; = (), we see from (11.235) that y, , = 0. Consider then the agents j for which

D; # 0 (there must be at least one such an agent in view of global identifiability). For

these agents, part ii) of Lemma 11.4 implies that Yt 224 0 for any j, and, hence,
7 t—oo

w; —= 0. This implies that, almost surely, for any & > 0 there exists a (random) value
t—o0

te such that for all ¢ > t. we have w; < (1 — r). Therefore, for ¢ > t., the following
relations hold (almost surely):

t—1 t—te—1 t—1
ZTT'LUt_T: Z T’T'LUt_T-i- Z T’th_T
=0 =0 T=t—tc
t—te—1
<e(l-r) Z rT 4 Z rw_,
T=t—t,
1—7" Zr + Z r wi_r
T=t—t.
=c+ Z rTw ., (11.246)
T=t—t,

4 Actually, Corollary 4.1 does not consider the case t = 0. However, including the case t = 0
in (11.243) is possible by defining the constant C' as the maximum between the constant valid
for ¢ > 1 and the value

(11.242)

max ‘[IK—V]jk ,
jke{1,2,...,K}

which corresponds to ¢t = 0.
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where in the final equality we used the fact that ) °>”  r” = 1/(1 —r). Moreover, since
r" is decreasing and w:_- is nonnegative, we get

t—1

t—1 te
Z Ty, < it Z wir =1 (ri Zw7> . (11.247)
=1

T=t—ts T=t—t¢

We argue now that the quantity within brackets is almost-surely finite. Recalling the
discussion following (11.137a)—(11.137c), we know that, almost surely, 1, ,(0) is positive
for all k and 6. From the definition of y, in (11.235), it follows that all entries y, , are
almost-surely finite. This implies that w; defined in (11.245) is almost-surely finite, and
so is the quantity within brackets appearing in (11.247).

Thus, from (11.246) we obtain

t— oo

t—1
lim sup Z rwi_, <e almost surely, (11.248)
=0

which proves (11.241) in view of (11.244) and the arbitrariness of .

We have therefore shown that the second term on the RHS of (11.240) vanishes
almost surely as ¢ — oo. It remains to characterize the first term on the RHS of (11.240).
To this end, observe that (11.243) implies

lim (A" 20 = V' 2. (11.249)
t— o0
Considering the explicit form of the entries of the vector zo available from (11.234), we

can write
K K

0(Z))

V| = v'logm = v;logl'; = logT, 11.250

[ ]k Z J ,Ufj,O('&O) Z: J J ( )
Jj=1 j=1

where, in the last equality, we further apply the definition of I'; and I" from (11.81) and

(11.83), respectively. Using (11.241), (11.249), and (11.250) in (11.240) and exploiting

the definition of z; from (11.234), we get

T ,
I (11.251)
l‘k,t(ﬁo) t—o0

On the other hand, from (11.93) we have

By (97) + gy (T t:—o! 1, (11.252)
and since we can write
o o 1 N (Ik)
.uk,t(ﬂ )+ uk’t(Ik) = ”k,t(ﬂ ) <1 + ’”190) , (11.253)
Nk,t( )

by using (11.251) and (11.252), we conclude that

a.s. 1

.uk,t(ﬁo) —

— 11.254
t— o0 1+F’ ( 5 )

which corresponds to (11.92), and the proof is complete.






Chapter 12

Social Machine Learning

We have seen in the previous chapters that in social learning the agents
employ some locally available statistical models represented by the likeli-
hoods, which are meant to approximate the possible true models. However,
in many cases the likelihoods are not known beforehand, and the analysis
so far in the text has not addressed the problem of how the agents can
select them. We explain in this chapter how the agents can address this
important issue by learning from training data, and carry out a detailed
performance analysis to show that, under reasonable conditions, correct
decision-making continues to be attained. We start with a motivating
example.

Assume a certain classification problem must be solved to distinguish
between some hypotheses or classes. It is useful to describe first a single-
agent setting. To solve the classification problem, the agent would resort to
some standard machine learning strategy, for example, a logistic regression
classifier or a neural network [155]. Under supervised learning, the operation
of these structures would involve two distinct phases. One is the training
phase, where the agent (i.e., the classifier) learns how to construct the
decision statistics necessary to perform the classification task. The agent is
trained over a dataset containing several examples, which provide clues on
the statistical relation between the observation x and the corresponding
hypothesis 6. Borrowing a standard terminology from machine learning,
in the following we refer to the observation z as the feature! and to the
hypothesis 6 as the label. Each clue in the training data therefore consists
of a feature x marked with a label 6 that denotes the particular hypothesis
that gave rise to x. At the end of the training phase, the classifier would

INote that a feature x can be a vector collecting different attributes.
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have learned some decision statistics that allow it to construct a decision
rule, i.e., a mapping from the feature space to the label space. Thus, the
classifier can now switch to the prediction phase, where it uses the learned
decision rule to predict the label 6’ of any new feature 2/, i.e., to classify
new (unlabeled) observations.

In the social machine learning (SML) paradigm to be discussed in this
chapter, we will be dealing with a group of agents, rather than with a
single agent. We will have a distributed ensemble of spatially dispersed
datasets. Each dataset will be used to train a local learning machine at the
corresponding agent location. Once training is concluded, the individual
learning machines switch into a social learning mode where they cooperate
with each other over a graph topology. For example, we can have an
ensemble of mobile phones distributed over a certain geographic area.
These phones would have embedded into them some local routines to
learn individual weather forecasting models from training data consisting,
for instance, of air humidity, atmospheric pressure, or temperature data
collected at their respective locations. These routines are fixed, and can be
chosen from among classic machine learning procedures. Subsequently, the
phones would be able to interact with each other by means of a certain
app that allows them to use their individual knowledge to accomplish a
social weather forecasting task with enhanced accuracy.

To avoid confusion, it is important to compare this new setting with
the settings described in the previous chapters. There, the local statistical
models /i (x|0) for each agent k were taken for granted and there was no
need for a training phase. In other words, in the context of social learning,
the term “learning” referred to prediction only, while in social machine
learning we have two learning stages, which are conveniently represented by
the two concentric circles in future Figure 12.1. The outer circle corresponds
to the memory layer, where each agent builds its individual memory by
storing the likelihood? models learned during training; and the inner circle
corresponds to the processing layer, where the agents cooperatively solve
the classification problem over the graph by using streaming observations
during the prediction phase.

The material presented in this chapter is based on [28, 29]. The study
of social learning under uncertain likelihood models was also addressed
in [87, 88], albeit from a different perspective. The approach in the latter

2Technically, as we will see from Lemma 12.1 further ahead, to construct the beliefs it would
be sufficient to learn likelihood ratios, rather than the likelihoods themselves.
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references requires the selection of suitable families of likelihood models
(e.g., Gaussian, multinomial, or Poisson) that must be amenable to analyt-
ical manipulations, such as the construction of conjugate priors. Moreover,
the chosen family must also match the underlying physics of the observed
phenomenon.

In contrast, in the SML approach we abandon the idea of relying on
analytical models and rely instead on a data-driven approach by using some
arbitrary machine learning architecture at each node. Machine learning
architectures are particularly appropriate when the designer has limited
knowledge about the statistical models that describe the data distributions
and even when these models exhibit a high degree of complexity. For
example, neural networks involving the concatenation of nonlinear functions
with millions of parameters have been proved to learn efficiently from
training data the “shape” of very sophisticated models. This property
is important for several learning applications, e.g., in the distributed
classification of images or videos where it is hard to encode the data
distribution into some classic statistical distributions. We will present
useful instances of this type of problems in Section 12.6.

12.1 Social Machine Learning Model

We now introduce the details of the SML model.

The prediction phase corresponds to the belief formation problem that
the agents want to solve. In other words, it corresponds to the same type of
problem addressed in earlier chapters in the text. We conveniently collect
in the next assumption the details and conditions for the prediction phase
that will be used in this chapter.

Assumption 12.1 (Prediction phase). The feature observed by agent k at instant
t of the prediction phase is denoted by zx,; € A%. We will work under the
following conditions:

i) During the prediction phase we are under the objective evidence model
considered in Section 5.3, i.e., there exists one true underlying hypothesis
¥° € © that gives rise to the collections of observations {xy + }1_; across
the K agents, which are iid over time.

ii) We consider a family of likelihood models ¢y, for K = 1,2,..., K and
0 € ©. The agents do not know these models and they should learn them
during a training phase, as described next. The feature observed by agent
k at time ¢, Tk, is (marginally) distributed according to the model #, g0
that corresponds to the true underlying hypothesis 9°.
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iii) The likelihoods are assumed to satisfy Assumption 5.4, so that the classifi-
cation problem to be solved in the prediction phase is globally identifiable.

iv) The likelihoods are assumed to satisfy
D(Lx.6ller,0) < o0, (12.1)

for k=1,2,...,K and for all # and 0’ belonging to O.

v) Prediction is performed cooperatively by all agents, and cooperation takes
place over a primitive graph — see Definition 4.5.

Since the likelihoods are assumed to be unknown, the agents must be
trained before the prediction phase takes place. The aim of the training
phase is to learn suitable decision models based on a set of available
examples. The next assumption introduces the notation and describes the
conditions relative to the training phase.

Assumption 12.2 (Training phase). During the training phase, each agent k has
access to Fy, clues consisting of (feature, label) pairs and forming the training

set
E

PPN k . =
Tx £ {mk‘n,ek,n} ,  with Tg,n € X and ek,n € 0. (12.2)

n=1
The pairs from (12.2) are assumed to be iid over n and distributed as follows.
Given a label 8y, ,, = 0, the feature %k,n is generated according to some (unknown)

model £ (z|0). We further assume that, during training, the labels 0y, are
uniformly distributed:

. 1
P [ek,n - 9} == Weo. (12.3)

Training is performed individually by each agent. Furthermore, the mechanisms
governing the training and prediction phases are statistically independent.

Each agent k is trained to approximate the unknown local likelihood
model /. (z]0). More precisely, as explained in the forthcoming sections,
agent k will instead learn some decision statistics, denoted by hx(x;8), to
approximate log likelihood ratios.

Note that the data samples in the training sets are topped with the
symbol ~. This is done to avoid confusion between features used in the
training phase and features used in the prediction phase. We also emphasize
that subscripts n and ¢ have a different meaning.
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decision statistics

[ outer layer: memory (training from clues)
[ inner layer: processing (social learning)

Figure 12.1: Schematic illustration of the social machine learning problem. The outer layer

corresponds to the memory of the network, where each agent k uses the clues {Ek,nﬁk,n} in
its training set to learn some decision statistics hg(z;0), as described in Section 12.2. Once
training is completed, the agents enter the inner layer, i.e., the processing stage where they
perform cooperatively the social learning task by applying the learned decision statistics to the
streaming observations {zj ;} during the prediction phase.

Subscript n refers to a training observation Zj, that was generated
under hypothesis é,m As a result, the observations aggregated over differ-
ent values of n correspond to different hypotheses. In particular, condition
(12.3) means that the hypotheses in the training set are drawn uniformly,
i.e., the training set is balanced so that all classes are sufficiently explored.

In comparison, subscript t is a time index that refers to a prediction
observation xj,; arising from the ¢rue hypothesis 1°. This means that the
observations aggregated over time are generated under one and the same
hypothesis.

Figure 12.1 summarizes the description of the SML paradigm in terms of
the two “concentric” layers of memory and processing. During the training
phase, each individual learning machine k uses the clues, i.e., (feature,
label) pairs, available in its local training set to build its individual memory,
where information about the learned decision statistics is stored. Once
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training is performed, the learning machines enter the processing layer,
where they are fed by the streaming observations collected during the
prediction phase, and apply the learned models to these observations in a
soctal manner by cooperating over a network.

It is worth pointing out the distinguishing attributes of social machine
learning, as opposed to more traditional machine learning problems. In a
nutshell, the SML architecture is dispersed in both space and time and is
capable of handling heterogeneous data more directly. Regarding dispersion
in space, it results from the simultaneous presence of multiple remotely
dispersed classifiers (i.e., agents). Moreover, the features at these agents can
be of different type, size, or quality, and therefore heterogeneous. Regarding
dispersion in time, it arises from the possibility in the prediction phase
to base the classification decision on observations streaming over time,
which enables increasingly more reliable decisions as time elapses (as would
happen, for instance, in applications involving image or video sequences).

12.2 General Decision Statistics

In order to describe the social machine learning problem, it is necessary to
introduce a framework and some notation to deal with classification under
general decision statistics. For clarity of presentation, in this chapter the
set of hypotheses will be represented as follows:

O ={01,00,...,01} (12.4)

We start with a useful observation summarized in the next lemma, where we
show that, in general, social learning algorithms do not require knowledge
of the individual likelihood models, but only of likelihood ratios relative to
an arbitrary hypothesis.

Since in the following treatment we will deal with both the nonadaptive
and adaptive social learning updates, it is convenient to treat them in a
unified manner. To this end, recall that the adaptive update strategy in
listing (8.13) is given by, for 0 < 6 < 1,

2 (0) k(w0
> il (0l (wra]67)
oico

Vr,t(0) (12.5)

If we set 6 = 0 in (12.5), we recover the classic nonadaptive Bayesian
update in listing (3.16). Accordingly, in the following we will use (12.5)
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with 0 < 0 < 1 when we refer to the adaptive strategy, and with é = 0 for
the nonadaptive strategy.

Lemma 12.1 (Sufficiency of log likelihood ratios). Assume that {5 (zx,.|6) > 0

for all # € © and consider the belief update (12.5) for 0 < § < 1. Then, this
update requires only knowledge of the log likelihood ratios log % The
choice of 0y in the denominator is customary, and the same result continues to
hold if 0y is replaced by any other hypothesis belonging to ©.

Proof. 1If we divide the numerator and denominator in (12.5) by the term &5 (xx¢|05),
we obtain

Zk(wk,t|9)

L (ke |0m)
Ek(mk t|0)

Z lukt 1 ék(l'k t|9H)

0'cO
1-5 Li(wk,e|0)
'uk‘t*l(a) P {log Ly (xk,t|0m)
O ()0
) log T tlZ 2
Z :u’k t 1 exp{ og Kk(xk,t‘eH)

'€

H}lc;i1(9)

Yr,(0)

(12.6)

implying that the intermediate belief 15.+(6) can be computed only from knowledge of
the (log) likelihood ratios appearing in the numerator and denominator.
[ ]

To avoid confusion, observe that in previous chapters (e.g., in (6.3)) we
used likelihood ratios taken with respect to the target hypothesis ¢#*. This
hypothesis is obviously unknown at the design stage, so that the social
learning algorithms cannot depend on it in their computations; we only
use it in our analytical developments to carry out performance analysis. In
contrast, in Lemma 12.1 we take likelihood ratios with respect to a reference
hypothesis that has no special meaning; it is set to #y for concreteness,
but can be any arbitrary hypothesis. As a result, these ratios can be used
by the agents during the implementation of the social learning algorithms.
Note also that, under condition iv) from Assumption 12.1, the numerator
or denominator of the likelihood ratios are nonzero with probability 1, and,
hence, the log likelihood ratios are well defined.

The next step to specify the SML procedure is to generalize the social
learning strategy by replacing the exact, unknown log likelihood ratios
with general decision statistics learned during the training phase.
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Accordingly, in place of (12.6), the SML algorithm will compute the
intermediate belief 1y, +(0) through the following update step:

/‘11;156 (9) hi(zg,1:0)
Z Mk t— ( e hi(zg,e30")°

Yrt(0) = (12.7)

where the exact log likelihood ratio log ékk(:E:T(‘%(j{)) is replaced by a general

decision statistic denoted by hy(z;0). As we explain later, the agents
select some optimized decision statistic by learning from training data. For

convenience, we set by definition
hk(x; 9H) =0 Vze ;. (12.8)

Listing (12.11) describes the social learning algorithm that results from us-
ing the general decision statistics hy(x; ) in place of the true log likelihood
ratios.

For later use, it is convenient to collect the functions hy(z;0) for all
0 # O into a vector-valued function

hy : X — REL (12.9)
namely,
hk(x) = [hk(w; 91), hk(.ilf; 92), ce ,hk(.%'; 0H—1)]- (12.10)
For brevity, sometimes we will simply refer to hx(x) as decision statistic
or function.

Social learning with general decision statistics hx(z;0)

start from the prior belief vectors po for k=1,2,..., K
choose 6 = 0 for a nonadaptive update and 0 < 6 < 1 otherwise
fort=1,2,...
for k=1,2,..., K

agent k observes xj,;

for 0 = 01792,...,9}1

bra(0) = :uk; 1(9) P (21,239) (self-learning)
k,t 97

29/ @Mk t L 9/) hi(zg,¢30")
end

end

(12.11)

for k=1,2,... K
for 0 :91,92,...,91-1
0) = — Lew O
fe,e (0) = >
T Cwree Men [ 0]
end

end
end

(cooperation)
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12.2.1 Conditions for Consistent Learning

Recall first that for the nonadaptive implementation (6 = 0), consistency
means that the belief of any agent places unit mass on the true hypothesis
99, almost surely as t — oo; for the adaptive implementation (0 < § < 1),
consistency refers to the fact that, at any agent, the steady-state belief
about the true hypothesis converges in probability to 1 as the adaptation
parameter § approaches zero.

In order to examine under which conditions the functions hg(x;0)
achieve consistent learning, we start with the nonadaptive setting. For
the case where the likelihood models are known, Corollary 5.1 establishes
that the belief about the true hypothesis converges to 1. To establish
this result we assumed finite KL divergences between the true model and
the likelihood models (see Assumption 5.3) and positivity of the network
average of KL divergences (see Assumption 5.4). The former condition can
be written as

fk(wk,t!ﬁ")

Ey, . log ——————F < o0, 12.12
k9 g ek(wk,t‘0> ( )
which is verified in view of Assumption 12.1, point iv).
The latter condition can be written, for all 8 # 9°, as
K
U (g 4|V°)
v By, o log ———+5 > 0, 12.13
kz_:l k,9 g €k<wk,t‘0) ( )

where vy, is the kth entry of the Perron vector associated with the combi-

nation matrix A (the Perron vector exists because the combination matrix

is irreducible in view of Assumption 12.1, point v). Condition (12.13) is

verified since from Assumption 12.1, point iii), we have global identifiability.
We now observe that

Ek(a:kﬂﬁo) Kk(azkt 190) Ek($kt|0)

lo : =1lo : —log ———— 12.14
& (@i al0) Sl (@ilom) F ulwilOn) (1214
and the proof of Theorem 5.1 remains unaltered if we replace the log

likelihood ratios 0 0)

Lkt
log — k) 12.15
& Uy (4| 0m) ( )
with a general decision statistic

hi (k.13 0) (12.16)

for all 8 € ©. Along with this replacement, we also need to rephrase
accordingly conditions (12.12) and (12.13). Specifically, it is sufficient to
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substitute condition (12.12) with the assumption that hy(x;6) has finite
mean under ¢, go. Likewise, in view of (12.14), condition (12.13) becomes

K
Z Vg Ef}c,ﬁo [hk(wk,t; 190) — hk(a:m; 9)} >0 Vo 7é 9°. (12.17)
k=1

Applying the same argument to Corollary 9.2 and considering the adaptive
social learning strategy with general decision statistics hy(z; 6), we conclude
that under the same condition (12.17), the steady-state belief about the
true hypothesis converges to 1 as the adaptation parameter vanishes. These
results are summarized in the next lemma without proof.

Lemma 12.2 (Consistent learning under general decision statistics). Let As-
sumptions 5.1 and 12.1 be satisfied and let v be the Perron vector associated
with the combination matrix A. Consider, for k = 1,2,..., K, the vector-valued
decision statistic hx(z) defined by (12.10), along with condition (12.8). Assume
that, for all @ € ©, the mean of hy(zk,;0) is finite. If the following condition is
satisfied:

K
ka Ee, go [hi(Tr,6;9°) — hr(xp,e;60)] > 0 for all pairs (9°,0), 0 # 9°,

k=1
(12.18)

then, whatever the true hypothesis ¥ is, consistent learning is achieved under
both nonadaptive and adaptive social learning, in the following precise sense:

i) The nonadaptive social learning algorithm (J = 0) learns consistently in
the sense that, for each agent, the belief about 9° converges almost surely
to1last— oo.

ii) The adaptive social learning algorithm (0 < § < 1) learns consistently in
the sense that, for each agent, the steady-state belief about ¥° converges
in probability to 1 as § — 0.

12.3 Training Phase

We now explain how the decision statistics hg(x; #) necessary to implement
the social learning algorithm from listing (12.11) are selected by the agents.
Since training is performed individually by each agent, we do not need to
refer to a particular agent k in this section. Therefore, the subscript k& will
be omitted for now.

In classification problems, there are two main training paradigms. In
the generative paradigm, the agent first learns a generative model, i.e., an
approximation for the likelihood ¢(z]@), and then constructs a posterior
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distribution for 6 given x from this learned model. In comparison, in the
discriminative paradigm (which we consider in our treatment), the agent
learns directly posterior probabilities. That is, the agent constructs some
posterior

q(élx), 96@:{91,92,...,9}[}, (12.19)

to approximate the true (unknown) posterior p(0|x).
From (12.3) we know that the labels in the training set are uniformly
distributed, which in view of Bayes’ rule implies that the true posterior

satisfies
p(0)x) o £(x]0) (12.20)
and, hence,
p(f]x) £(x|0)
log————— =1lo . 12.21
8 pOale) " Ualon) 1220

Recall now that the social learning algorithm from listing (12.11) was
constructed by replacing the log likelihood ratios with general decision
statistics. Accordingly, if we replace the true (unknown) posterior p(f|x)
in (12.21) with its approximation ¢(6|x), we obtain the following decision
oo 40]z)

h(zx;0) = log TOnz)” (12.22)
Using (12.22), we can map ¢(6|z) and h(z; ) into each other by using the
softmax expression

statistic:

eh(z;0)

S eh(w0)’
0'cO

q(f)|z) = 0co. (12.23)

Note that, while ¢(0|x) is constrained to the interval [0, 1], the function
h(z;0) plays the role of a decision statistic whose domain can be the entire
real axis.

In practice, the manner in which the decision statistics are learned is as
follows. First, the designer chooses some admissible family of functions for
h(z; ). Then, an optimal function h(z;6) is selected from this family in
accordance with suitable criteria that incorporate information contained
in the training data. For example, as we will see later, one could select
the decision statistic that maximizes the similarity between the candidate
posterior g(f|x) and the true posterior p(f|x). Two popular families of
decision statistics are illustrated in the next examples.
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Example 12.1 (Logistic multiclass regression). In logistic regression with multiple classes,
we have a feature 2 € R?, and the family of admissible functions h(x;0), with 0 # 0y, is
chosen to consist of linear regression functions parameterized by some weight vectors
wy € R

h(z;0) = wgx, 0 #0n. (12.24)
An intercept or bias can be added in the regression model by extending the feature

vector z to incorporate an additional unit entry. Using (12.24) in (12.23) allows us to
parameterize the posterior probabilities in the following manner:

T
ewez

1+ Z ewg’x
0'#0y
q(0|z) = (12.25)

1

1+ > Ve
0'#0

if 0 £ 0y,

if 0 =0g.

Example 12.2 (Multilayer perceptron). Consider a basic neural network architecture,
that is, a multilayer perceptron (MLP) deployed to solve an H-ary classification problem.
This architecture is illustrated in Figure 12.2. The input feature z € R? feeds the
cascade of L layers, followed by the last layer that applies the softmax function (12.23)
to compute the posterior probabilities from the decision statistics. Each layer [ consists
of n; nodes. At each node m =1,2,...,n; of layer [ = 2,3, ..., L, the following function

g% (z) is implemented:

ni—1

g@) = > wllow (o V@), (1226)
i=1

where o, is an activation function. The parameters wgfi correspond to the elements of a
weight matrix W; of dimension n;—; X n;. For layer [ = 1, the function implemented at

node m is of the form
d

g (@) = _wi) x(i), (12.27)
1=1
where z(i) denotes the ith entry of x. Bias variables can be incorporated at one or more
layers by adding one node at the pertinent layer and placing a dummy feature equal to
1 on this node.
The final layer, i.e., layer L, is deployed to produce the decision statistic h(z).
Accordingly, it has ny, = H — 1 nodes, with

9P (x) = h(z;0m), m=1,2... H—1 (12.28)

The final output of the classifier must be a posterior distribution ¢(0|xz) over the H
classes, and is accordingly obtained from (12.28) by applying a softmax function, namely,
by applying (12.23), with the usual convention h(z;6x) = 0. This convention motivates
the addition of the dummy input 0 in Figure 12.2.
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input layer 1 layer 2 layer L output
@ h(x;61)
—> q(0:]x)

. h(z;02) _’ a(0:[)

softmax

s (Ou])

h(x;0m) =0

Figure 12.2: Illustration of the neural network architecture from Example 12.2.

We see that the MLP architecture is determined by the number of layers L, the
number of nodes n; for each layer I = 1,2,..., L, the activation function o,, and the
number of hypotheses H. Once an architecture is chosen, the space of possible outputs
of the MLP classifier is spanned by varying the matrices {W,;} within some admissible
family. Therefore, learning the final posterior or, equivalently, the final decision statistic
h(z), amounts to learning the matrices {W;} that minimize a suitable risk function, as
we will see in the forthcoming sections.

Note that, compared with Example 12.1, here the family of functions allows to
explore a variety of models significantly more general than a linear regression model.

The design of the classifier structure (i.e., the choice of its parameters
{wg} in the logistic regression case or {W;} in the neural network case) is
guided by the desire to minimize the “distance” between the true posterior
p(f|z) and the approximate posterior ¢(|z) (which depends on the decision
statistic h(z;0) via (12.23)). This discrepancy is usually measured by the
KL divergence

S p(0]a) log 2LO12)

2 q(0lz)°

Averaging this sum over the distribution of the feature data x, we get the

(12.29)

conditional KL divergence (see Definition B.6)

p(0]x)
q(0]z)

Dy (pllg) = Elog

1 1
= E log — Elog
q(6|x) p(0]x)

= H49|a:(p7 Q) - H9|r(p)’ (1230)
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where we introduced the conditional cross-entropy H9|x(p, q) and the con-
ditional entropy Hy,(p) — see Definitions B.5 and B.2, respectively. We
remark that the expectations are relative to all bold quantities, i.e., they
are computed under the true joint distribution of & and 6.

A critical observation here is that the second term in (12.30), namely,
the conditional entropy Hy|,(p), does not depend on the classifier structure;
it depends only on the true distribution, which cannot be controlled by
the designer. This implies that minimizing the conditional KL divergence
over ¢ amounts to minimizing the conditional cross-entropy

H@\x(pv Q) =Elog (1231)

1
q(0lz)
Substituting (12.23) into (12.31), the conditional cross-entropy can be
expressed as a function of the decision statistic h(x,#) in the following
form:

EQ’E@ exXp {h($7 9/)}
exp {h(as; 0)}
Since from now on we return to examining the training of the individual
agents, we restore the subscript k. We recall that the decision statistic of
agent k is denoted by hi(x, ). Choosing as risk function the conditional

cross-entropy and exploiting (12.32), the risk function of agent k is given
by

Hp|1(p,q) = Elog (12.32)

>_6co €XP {hk@k,n; 9)}
exp {hk@k,n; ak,n)}

where the expectation in (12.33) is computed over the distribution of
the (Zk.n,Okn) pairs belonging to the training set of agent k. Since this

Ry (hi) = Elog , (12.33)

distribution is unknown, the exact risk value is in practice replaced by the
empirical risk function

N 1 B Ypcoexp {hk@k,n; 9)}

— (12.34)
Ly n=1 €Xp {hk (ik,nS ek,n)}

That is, the expectation in (12.33) is replaced by an empirical average
computed over the Ej samples available in the training set of agent k.

3Due to the identical distribution across the clues (i.e., across n), the risk does not depend
on n, but only on the agent index k.
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Figure 12.3: The optimized decision statistics learned during the training phase depend on
the particular realization of the training set.

Note that the empirical risk function depends on the training set T =
{Zk s akm}fil, which explains the bold notation for Rk(hk)

Now, during training, each agent k collects a training set 7T and chooses
an admissible family for the vector-valued decision statistic h in (12.10).
After training, an optimal decision statistic IALk is selected from this family:

Ti Y Ry (12.35)

Note that the learned function i‘;k is written in bold since it embodies the
randomness of the training set 7.

One way to learn a decision statistic is by minimizing the empirical risk
from (12.34):

¢ — argmin Ry,(hy,), (12.36)
hi€Hy,

where Hj, denotes the function family where the search is performed. We
can use the minimizer hj, as the learned decision statistic, i.e., i\Lk = hj.
However, this is not the only way in which a decision statistic can be
learned. In some cases it is convenient to replace the risk function Ry, (hy)
with a regularized version thereof, by adding a suitable regularization
term [155]. Another possibility useful for binary classification problems,
which is suggested in [29] and exploited in the next section, is to perform
a de-biasing operation after minimizing the risk.
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The dependence of the learned decision statistics on the training set
has important implications, as illustrated in Figure 12.3. This is because,
depending on the particular realization of the training sets, the learned
functions fzk may or may not satisfy the conditions for consistent learning
from Lemma 12.2. For instance, the agents may have access to some “good”
realizations 7, of the training sets (see the top panel of Figure 12.3),
for which the learned functions % satisfy condition (12.18). Under this
condition, all agents learn well and place their full belief mass on the
true hypothesis 9¥°. However, the agents may also observe some “bad”
realizations 7;” (see the bottom panel of Figure 12.3), for which the learned
functions Eg would not satisfy (12.18) and the prediction performance will
not be satisfactory.

As a result, in the social machine learning framework, the occurrence
of consistent learning during the prediction phase depends on the ran-
domness of the agents’ training sets. Therefore, a proper way to assess
the learning guarantees of the system is to evaluate the probability of
consistent learning [62, 155, 167], that is, the probability that the decision
statistics produced at the end of the training phase allow all agents to
classify consistently the underlying hypothesis through the algorithm in
listing (12.11). According to Lemma 12.2, this probability of consistent
learning can be formulated as

K

P.2P {the functions {fALk} ) satisfy (12.18)], (12.37)

k=

where the probability is computed with respect to the randomness in the
training sets.

12.4 Performance Guarantees

In this section we characterize the performance of the social machine
learning strategy for binary classification problems, for which H = 2. Pre-
liminarily, we introduce a convenient representation for the risk functions in
the binary case, and four useful quantities: the target risks, the complexity
of the decision statistics, a descriptor quantifying the role of the training
set sizes, and the de-biased decision statistics.

Risk representation in the binary case. When H = 2, the vector-
valued decision statistic hg(x) becomes a scalar, namely, we have

hi(z) = hi(x;61) [binary case, H = 2]. (12.38)
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Using (12.22), the relation between the function hy(x) and the posterior
qr(0|7) of agent k is

(01 ]2)
1 — qr(01]z)

The function hy(x) written in the form (12.39) is often referred to as the

hi(z) = log (12.39)

logit statistic. For convenience, we adopt the convention
01 = +1, 0y = —1, (12.40)

and from (12.39) we conclude that

el (@) 1
qr(+1]z) = oS (12.41)
1
ae(=1le) =1 - a(+1e) = Ty (12.42)

These two relations can be combined into the following single equation,
for 6 € {+1,—-1}:

1
Using (12.43) in (12.33), we find that the cross-entropy risk of agent k

reduces to

Ri(hy) = Elog (1 + exp {81 hi(@n) }) (12.44)

where the expectation is computed over the distribution characterizing the
iid (feature, label) pairs (Zy, @) in the training set. The corresponding
empirical risk (12.34) becomes

~

E
Ry (hy) = ;k zk: log (1 + exp {—ékn hk(:ﬁkn)}) ) (12.45)
n=1

Target risks. As happens in classic statistical learning frameworks (e.g.,
in the Vapnik-Chervonenkis theory), the interplay between empirical and
exact risks is critical to ascertain the learning and prediction ability of the
classifiers [62, 155, 167]. In particular, one summary descriptor is the target
risk, which is defined as the infimum of the exact risk over all possible
decision statistics. However, differently from what is obtained in classic
statistical learning theory, our results will depend on the graph properties.
In particular, a major role will be played by weighted combinations of the
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individual risks. The combination weights turn out to be the entries of
the Perron vector associated with the combination matrix that governs
the social learning interactions between the agents. This property leads
to phenomena that are not observed in traditional machine learning. For
example, consistent classification can be achieved even if some of the agents
learn bad models, but the plurality of the agents is able to reach a satisfying
aggregate risk value. The next definition introduces the target risks of every
agent k and the aggregate target risk of the entire network.

Definition 12.1 (Target risks). Given a family H from which agent k can pick
its decision statistic hy, we introduce the individual target risk

R, 2 inf Rk(hx) (12.46)
hreHty
and the network target risk
K
Rt 2> wkRY, (12.47)
k=1

where v is the Perron vector associated with the combination matrix A.

We will assume that the network target risk Ry, is strictly smaller than
log 2. This condition is in a sense the counterpart of global identifiability
in terms of risk functions. To understand why, consider the following
uninformative posterior at agent k:

1
qr(0)x) = 5 Ve € X, VOeO. (12.48)

In this case we have Ry (hy) = log2, since the cross-entropy between any
pmf and a binary uniform pmf is equal to log2, as can be immediately
verified from Definition B.3. A posterior in the form (12.48) would not
be useful for classification, since it corresponds to randomly assigning
labels +1 and —1 with equal probability. Situations of this type occur in
practice when the features do not carry information about the labels, or
the classifier structure is not complex enough to address the classification
task at hand. Requiring R}, < log 2 rules out the possibility that the risk
is minimized by uninformative decision statistics of this type. Requiring
the network target risk to satisfy RZ., < log2 is a weaker assumption,
since it imposes this bound on the risk values averaged over the graph. For

example, the global condition Ry, < log2 can be achieved even if K —1
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uninformed agents have target risks equal to log2, while one informed
agent k fulfills the inequality R} < log2.

Complexity of the decision statistics. The complexity of the deci-
sion structure, namely, of the family Hj of decision statistics hy, will be
seen to play an important role in the performance of the SML strategy.
This complexity will be quantified through a statistical descriptor called
Rademacher complezity, introduced in Definition G.1. Specifically, we will
denote by pi the Rademacher complexity associated with the kth agent,
and by

K
Pnet £ Z Vi Pk (12'49)
k=1

the network Rademacher complexity obtained as an average of the individ-
ual Rademacher complexities, weighted by the Perron vector entries.

Training set sizes. Assume that all agents have at least one clue in their
training set, i.e., Ex > 0 for all k, and define the ratios

E
4 Tmax 12.50
€k Ek ) ( )
with
Frax = Ey. 12.51
max kE{?,IZE}X,K} k ( )

The individual imbalance penalty e, quantifies the dissimilarity between
the number of training samples of agent £ and the maximum number of
training samples.

De-biased decision statistics. To prove our consistency result, we will
construct the decision statistics with a two-step procedure. First, we will
minimize the empirical risk Ry (ht) to obtain an intermediate function hs.
Then we will obtain a decision statistic hy through a de-biasing operation
that subtracts from hj its empirical average computed over the training
set. This operation is useful to favor consistency in the binary case, as we
explain in Appendix 12.A.

Definition 12.2 (De-biased decision statistics). The learned decision statistic is
computed as follows. First, an intermediate decision statistic hj,(z) is obtained
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by minimizing the empirical risk:

hy = argminﬁk(hk). (12.52)
hp€Hy

Then, a de-biased decision statistic Ek(ac) is computed by subtracting the empir-
ical average:

hi(w) = hi(z) - Eik > hi(@rn)- (12.53)

The learned decision statistic is then chosen as hy(z) = Ek(x)

12.4.1 Consistency with High Probability

The next theorem characterizes the consistency of the SML strategy in
terms of a lower bound on the probability of consistent learning (12.37).

Theorem 12.1 (SML consistency). Let Assumptions 5.1, 12.1, and 12.2 be
satisfied. For k = 1,2,..., K, consider a family #H; of bounded functions hy :
X — R:

‘hk(l‘)| S himax YV € Xy, with 0 < hg,max < 00, (12.54)

and assume that each agent k employs as learned decision statistic ﬁk (z) the

de-biased* decision statistic ﬁk(x) introduced in Definition 12.2. Assume that
the network target risk from (12.47) fulfills the inequality Rp.; < log2 and that
the network Rademacher complexity from (12.49) is bounded as

pret < E(Ro%), (12.55)

where the function &(Rp;) is computed exactly in Appendix 12.C (see (12.146))
and can be approximated as (see Figure 12.10)

RO
&(R%,) ~ 0.14 1— et ), 12.
( net) 0 06( 10g2> ( 56)

Then, we have the following lower bound for the probability of consistent learning
defined in (12.37):

® . 2
P.> 1—2exp{—2EmaX (m) } (12.57)
hnet
where the parameter
K
hnet 2 Vg €5 bk max (12.58)
k=1

4Note that the de-biased function in (12.53) satisfies the looser constraint |ﬁk(x)’ < 2R max

and, hence, the final family to which the learned functions Ek(x) belong is different from the
original family Hj over which the risk was minimized.
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globally accounts for the graph structure (through the Perron vector entries
{vir}), the imbalance penalties {ex} from (12.50), and the function families Hy
of the individual agents (through the bounding constants {hx max})-

Proof. See Appendix 12.C.

Theorem 12.1 reveals that, if the network Rademacher complexity
Pret is smaller than & (RY,,), then the probability of consistent learning
converges to 1 exponentially with the number of training samples, i.e.,
as Fmax — 0o (with the proportion between Enax and Ej kept fixed, i.e.,
er kept constant). The exponent ruling this convergence (actually, the
convergence of the bound in (12.57)) is

o\ _ 2
2(‘§(Rnet>Pnet) _ (12.59)
hnet

Larger values of this exponent are preferable, since they imply that the
probability of consistent learning converges faster.

We see from (12.59) that three main factors determine how fast the
probability of consistent learning approaches 1, namely, &' (R%;), pnet, and
hnet- Let us examine their meaning separately.

Term &(RY) is a function of the network target risk R%,, — see the
definition in (12.146). A good approximation for this function is given by
(12.56), which reveals that & (R%
and the value log 2. As already discussed, the value log 2 corresponds to a
“blind” decision system that classifies the observed features by randomly
assigning labels +1 and —1 with equal probability. The closer the net-
work target risk is to log2, the smaller the value of &(R%) will be. In
other words, smaller values of & (R,
classification problems. In fact, the error exponent in (12.59) decreases
when &(RY,,) decreases. More precisely, what matters is the difference
between &' (R%) and the network Rademacher complexity ppet. Therefore,

Eq. (12.59) reveals a remarkable interplay between the inherent difficulty
), and the com-

) quantifies the difference between R,

) are symptomatic of more difficult

of the classification problem, quantified inversely by & (R%,
plexity of the decision statistics, quantified by ppet. Ideally, we would like
to have simple classification problems (i.e., high values of &(RY)) and
low classifier complexity (i.e., low values of pnet). Notably, both indices are

network indices, that is, they embody the graph structure.
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The third parameter appearing in (12.59) is the constant hner defined
by (12.58), which consists of a weighted average (with weights given by
the Perron vector entries vy) of the product hy max €. Constant Ay max is a
bound on the admissible values for the decision statistic of agent k.> Thus,
this constant reflects the “breadth” of the decision-statistic family employed
by agent k. Constant e, quantifies the relative level of “ignorance” of agent
k, in the sense that agents with a small number of training examples E},
with respect to the maximum number E..x exhibit large values of ey.
Accordingly, the product hj max € is another measure of the complexity of
the classification problem, in terms of the family of decision statistics and
the training set sizes. The role of vy, as usual, is to obtain a network index
where the contribution of the individual agents is weighted according to
their centrality in the network. As a result, the global constant hpet is an
average measure of complexity across the network. Accordingly, we see
from (12.59) that large values of hnet reduce the exponent, i.e., they slow
down the convergence of the probability of consistent learning to 1.

12.5 Sample Complexity

It is useful to evaluate the sample complexity of the SML strategy, namely,
how many training examples are sufficient to achieve a desired value for
the probability of consistent learning. To this end, we can exploit (12.57).
However, it is necessary to account for the fact that the quantity ppet itself
depends on the number of training examples.

For typical families of decision functions, the Rademacher complexity
pr is upper bounded by Cy/+/E}) for some positive constant Cy, [137]. One
popular structure satisfying this property is a norm-constrained MLP, as
we show in Lemma G.2.

Now, assuming that p; < Cy/v/E}, the network Rademacher complexity
from (12.49) will be bounded as

Pret < kar m ka(}k\ﬁ, (12.60)

N
= Cnet

5The assumption of bounded decision statistics is met in several relevant cases. For instance,
consider the logistic regression formulation from Example 12.1. In many practical applications,
the values that the feature z can take are bounded. In this case, as seen from (12.24), the
decision statistic is bounded if the weight vectors wy are bounded. Similarly, with bounded
features, the multilayer perceptron from Example 12.2 meets the condition |hy ()| < hjg max for
norm-constrained neural networks [137], where the weight matrices W, are bounded.
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where in the last step we used (12.50). The global constant Cpe mixes
the individual complexity constants C%, the Perron vector entries vy, and
the imbalance penalties e;. Assuming that (Chet/vEmax) < €(R%) to
guarantee condition (12.55), and substituting (12.60) into (12.57), we
obtain the bound

2Em X n 2
P.>1—2exp {— 2 2 (g( o) — \/%i) } (12.61)
net max

which can be used to carry out a sample-complexity analysis of the SML

strategy, as stated in the forthcoming theorem.

Theorem 12.2 (SML sample complexity). Let the same assumptions used in
Theorem 12.1 be satisfied. Assume, for k =1,2,..., K, that pr, < Cx/V/E}, for
some constants Cp > 0 and let

K

Cret 2> vkCrv/ex. (12.62)

k=1

If the maximum number of training samples across the agents satisfies the

condition
: hnee |1 N\
Cnet net
BFrax > 1 —1 - , 12.
a <g(Rget)) ( * Chet 2 = (5) ) ( 63)

then consistent learning takes place with probability at least 1 — e.

Proof. See Appendix 12.D.

We now examine how the relevant system parameters appearing in
(12.63) influence the sample complexity.

Target performance. The desired probability of consistent learning, 1 —e,
influences the bound in (12.63) through the logarithmic term log(2/¢) and,
hence, has a mild effect on the number of training samples.

Imbalance penalties. The imbalance penalty e appearing in the global
parameter hnet in (12.58) quantifies how far the individual agent & is from
the maximum size Fnax. Larger values for e, imply that agent & has less
training data, and thus require that Fnax be increased to compensate for
this deficiency.
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Decision statistic bounds. The term iy max corresponds to the bound on
the output of the decision statistic hx(x) and, hence, other conditions being
equal, increasing hj max corresponds to increasing the possible functions to
choose from. Accordingly, from (12.63) we see that the larger hj max is, the
larger the number of training samples must be to guarantee a probability
of consistent learning P, > 1 — ¢.

Term Cle. The constant Chet quantifies the average complexity of the
decision statistics across the network. The number of training samples
grows quadratically with Chet.

Term & (RS

net

). As explained before, the term & (R

°.t) quantifies (inversely)

the difficulty of the classification problem. Smaller values of &(RY,) are
representative of more difficult classification problems, and accordingly
necessitate the use of more training samples.

Role of the network. Given the networked nature of our inference
problem, it is expected that the network structure plays a significant role
in the results of Theorems 12.1 and 12.2. The network influence is captured
through the terms Ry, pnet, and hnet appearing in (12.57). All these terms
contain the Perron vector entries vy,.

The Perron vector entries reveal the influence of each agent. For example,
we see from (12.47) that an agent k& with higher weight v; has more power
to steer the value of the network target risk R?.;
target risk R{. We recall that vy, is an index of the centrality of agent k —
see the discussion following Theorem 4.4. In the previous chapters, we have

toward its own private

already observed how the agent centrality plays a role in social learning.
For example, in traditional social learning (Chapter 5) we encountered the
network average of KL divergences Dyet(0) defined in Table 6.1. Likewise, to
characterize the performance of both traditional (Chapter 6) and adaptive
(Chapter 9) strategies, we worked with statistical descriptors (e.g., the
covariance matrix or the logarithmic moment generating function) of the
network average of log likelihood ratios Anet () — see again Table 6.1.
Notably, the dependence on the graph structure is generally not found
in the literature on statistical bounds for ensembles of classifiers [30, 50],
while we see that in social machine learning the graph (in particular, the
Perron vector) matters.
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12.6 Illustrative Examples

In this section we illustrate the application of social machine learning
to practical classification problems, and compare it against a traditional
learning approach employed to aggregate multiple classifiers.

Example 12.3 (MNIST dataset). We consider the MNIST dataset [108], which contains
several realizations of images representing digits 0,1,...,9. We focus on the first two
digits, and build a binary classification problem aimed at distinguishing digits 0 and
1. In terms of our notation, we have a hypothesis § € © = {+1,—1}, where we map
digit 1 into hypothesis § = +1 and digit 0 into § = —1. We employ a network of K =9
spatially distributed agents, where each agent observes only a part of the image (see
Figure 12.4). These agents wish to collaborate and discover which digit corresponds to
the image they are collectively observing.

digit 1
@2y ®
@ @ ®
ORLORK

Figure 12.4: Each fraction of the image is observed by a different agent. Agents 1 and 9,
highlighted in blue and purple, respectively, correspond to the least informed agents.

As we can see in Figure 12.4, different agents will observe data with different levels
of informativeness, e.g., agents 1 and 9 will dispose of little or no information, within
their attributed image patch, to distinguish digits 0 and 1. To overcome this lack of
local information, the agents are allowed to cooperate by interacting over a network.
Specifically, they are linked according to the strong undirected graph in Figure 12.5
(all nodes have a self-loop, not shown in the figure), and equipped with a combination
matrix generated using the uniform-averaging rule — see Table 4.1.

In the training phase, each agent is trained independently over a balanced set of 200
labeled images, using an MLP (see Example 12.2) with activation function o, = tanh
and L = 2 layers. The first layer has n; = 64 nodes. The second layer has no = 1 node,
conforming with the binary classification problem.

To minimize the empirical risk from (12.45), we use a mini-batch stochastic gradient
algorithm over multiple epochs (also called runs) [155]. Specifically, we consider a batch
size equal to 10, a learning rate equal to 0.001, and 30 epochs. At each iteration of the
algorithm, the samples belonging to the batch are randomly selected.
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Figure 12.5: Network topology used in Example 12.3. The graph is undirected and all agents
are assumed to have a self-loop (not shown in the figure).

The evolution over the training epochs of the empirical risk for each agent is shown
in the left panel of Figure 12.6. We repeated the process over 5 training sessions. Each
risk curve shown in the figure is obtained as an average over the training sessions. As
expected, we see that classifiers 1 and 9 exhibit the least reliable training performance;
their empirical risks are indeed higher than the risks of the other agents, and also exhibit
a higher variability across the epochs. This could be problematic if these agents were to
solve the classification problem on their own, but we will see that their individual poor
classification performance is mitigated when collaborating within the network.

At the end of the training phase, each agent k is equipped with a learned decision
statistic, in the de-biased form — see (12.53). Then, in the prediction phase, the agents
observe unlabeled images over time. The nature of the images changes every 1000 time
instants. Specifically, the agents observe images representing digit 0 for ¢ € [1,1000], and
digit 1 for ¢ € [1001,2000]. Then, from instant ¢ = 2001 the images switch back to digits
0, and so on.

We implement the social learning strategy (12.11) in its adaptive version, i.e., with
nonzero adaptation parameter §. Specifically, we set § = 0.01. In the right panel

of Figure 12.6, we display the evolution over time of the log belief ratio of agent 9,
lOg Hg,t<+1>

po,t(=1)"
maximizes its belief, which is tantamount to saying that agent k opts for § = +1 (i.e.,

digit 1) or 6 = —1 (i.e., digit 0) depending on whether the log belief ratio stays above or
below 0 (the dashed line in the right panel of Figure 12.6). The instantaneous decision
of each agent k at time ¢ can be represented as

. +1)
oML — sign | 1o 7/"“”( . 12.64
k,t g g /J/k,t(_l) ( )

We see how, despite the limited information available during training, agent 1 is able to
clearly distinguish digits 0 and 1.

According to the MAP criterion, each agent k chooses the hypothesis that

Example 12.4 (Comparison with AdaBoost). We compare the performance of the
social machine learning strategy (12.11) with a classic strategy to aggregate multiple
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Figure 12.6: Training and prediction phases of the SML strategy, under the setting described
in Example 12.3. (Left) Evolution over the training epochs of the empirical risk of all agents.
Each curve is obtained by averaging the risk over 5 training sessions. The risks corresponding
to agents 1 and 9 are highlighted in blue and purple, respectively. (Right) Evolution during

the prediction phase of the log belief ratio log %, for agent k = 9, obtained by running

the SML strategy (12.11) in its adaptive version, with adaptation parameter 6 = 0.01. The
observed images represent digit 0 within interval [1,1000], then the digit changes every 1000
time instants.

classifiers known as AdaBoost [73, 155]. In the AdaBoost strategy, the agents are trained
sequentially in a series. The training of one agent is performed by taking into account the
performance estimated for the previous agents in the series. This is done to motivate the
current agent to pay particular attention to the samples for which the previous agents
perform worse. After training, each agent k is endowed with a decision statistic h°°*(z)
and a weight wb°%*! representing the accuracy of its classification performance over the
training set. Then, during the prediction phase, each agent makes an individual decision
with the learned decision statistic. These local decisions, scaled by the aforementioned
weights, are then aggregated in a centralized manner — see [73, 155] for details on the
implementation of the AdaBoost strategy. In order to perform a fair comparison with
the SML strategy considered in the previous example, we apply the AdaBoost strategy
by considering that the decision structures used by the agents are MLPs with the same
architecture described before.
During the prediction phase, each agent k at time ¢ observes the unlabeled data z ¢
and computes a decision
020> = sign (h™ (zks)) - (12.65)

The collective decision at time ¢, denoted by 62°°%, is performed by using the boosting

weights determined during training, according to the fusion rule

K
bt = sign | Y wpt Rt | (12.66)

k=1

Note that computing 6°° requires centralized information, i.e., knowledge of the

instantaneous decisions of all agents. We compare this centralized boosting decision with
the decision of agent 1 from the SML strategy, whose log belief ratio was seen in the
right panel of Figure 12.6.

In Figure 12.7 we compare the SML and Adaboost strategies, under the same
setting used in Example 12.3. We see that the SML strategy makes wrong decisions only
during short periods after state transitions occur, whereas the AdaBoost strategy makes
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Figure 12.7: Comparison between SML and Adaboost as described in Example 12.4. (Top)
Sequence of digits occurring during the prediction phase. The observed images represent digit 0
within interval [1,1000], then the digit changes every 1000 time instants. (Center) Decision of
agent 1 when using the adaptive SML strategy. (Bottom) AdaBoost decision.

mistakes throughout the prediction phase. The improvement achieved with the SML
strategy is examined and explained in the next example.

Example 12.5 (SML performance). In this example we examine the SML performance
under two prediction scenarios: a stationary scenario over 20 time instants, where the
true underlying digit is 0 throughout the prediction horizon; and a nonstationary scenario
over 40 time instants, where the true underlying digit is initially 0 and switches to digit
1 at instant ¢ = 20. For the stationary setting we implement the SML strategy in the
nonadaptive version that corresponds to the algorithm in listing (12.11) with 6 = 0. For
the nonstationary setting we consider instead the adaptive version that corresponds to
using 0 < 0 < 1 in the same listing (in this example, we set § = 0.1). In both cases we
also implement the AdaBoost strategy. For all the considered strategies, the preliminary
training phase is implemented as described in the previous examples, with the following
two differences: For each agent, the number of labeled images in its training set is 40,
and the number of first-layer nodes in its MLP is n; = 10.

In Figure 12.8 we display the error probabilities, estimated from 1000 Monte Carlo
runs, achieved by the AdaBoost strategy and by agent 1 under the SML strategies.
Specifically, the left panel refers to the stationary setting, where we see that the SML
strategy in the nonadaptive version quickly surpasses AdaBoost and attains a significantly
improved accuracy over time. The right panel focuses on the nonstationary setting,
where we see that the SML strategy in the adaptive version successfully adapts its
predictive behavior in view of the change in the underlying class of digits, surpassing
the performance of the AdaBoost strategy after a relatively short adaptation time.

The improved performance attained by the SML strategy can be explained as follows.
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Figure 12.8: Evolution over time of the error probabilities, estimated from 1000 Monte Carlo
runs, for SML (agent 1) and AdaBoost (centralized decision), as described in Example 12.5.
(Left) Nonadaptive case: SML algorithm (12.11) run with § = 0. Here the true state corresponds
to digit 0. (Right) Adaptive case: SML algorithm (12.11) run with adaptation parameter § = 0.1.
Here, the true state corresponds to digit 0 until instant ¢ = 19, and to digit 1 afterwards.

As was repeatedly observed, social learning strategies introduce a combination over time,
where streaming data are continually incorporated into the beliefs; and a combination
over the network, where each agent aggregates locally the information received from
its neighbors. In contrast, AdaBoost does not perform any kind of combination over
time (since it does not aggregate information sequentially) or over the network (since
the solution is centralized) and therefore there is no adaptation time associated with
its behavior. Note that the fact that AdaBoost makes instantaneous decisions without
aggregating information over time results in an error probability that does not change
over time if the underlying hypothesis does not change. For this reason, in the stationary
case represented in the left panel of Figure 12.8, the performance is constant over time,
whereas in the nonstationary case represented in the right panel, the error probability
drifts when the true hypothesis changes, i.e., at time 20. Remarkably, in both the
stationary and nonstationary scenarios, AdaBoost is significantly outperformed by the
SML strategy as time elapses. This is because the SML strategy benefits from integrating
information over time. Moreover, we observe that a small delay is present in the SML
strategy, at the beginning of the learning process or right after a change. The delay
at t = 0 is related to belief aggregation over space, i.e., to the time necessary for the
agents to converge to a coordinated solution. The delay after the hypothesis change is
the adaptation time characterized by Corollary 10.1. While also including a transient
related to the network, the adaptation time is mainly determined by the number of
iterations necessary to delete the memory accumulated from the observations before the
change.

As a concluding example, we now show that the SML strategy can
also be employed successfully to solve classification problems with more
than two hypotheses. Referring back to the general classification setting
of Section 12.3, in the H-ary case with H > 2 we assume that the agents
run the social learning algorithm from listing (12.11), with the (H — 1)-
dimensional decision statistic hy (z) estimated during the training phase
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by minimizing the empirical risk from (12.34) over a given function family

Hp, namely,

hi = h{ = argmin Ry (hy). (12.67)
hp€Hy

Example 12.6 (Multiclass MNIST). Let us consider a similar setup to the one presented
in Example 12.3, except that now we take into account all classes contained in the
MNIST dataset, that is, H = 10 classes representing the digits 0,1,2,...,9. Specifically,
class 8 = 1 corresponds to “digit 0,” class 8 = 2 corresponds to “digit 1,” and so on. We
consider the same network shown in Figure 12.5, where each agent sees a patch of the
handwritten image according to Figure 12.4.

In the training phase, each agent is trained independently over a balanced set of 1000
labeled images (100 images per digit), using an MLP (see Example 12.2) with activation
function o, = tanh and L = 2 layers. The first layer has n; = 64 nodes. The second
layer has na = 9 nodes, conforming with a classification problem with 10 hypotheses.

Minimization of the empirical risk from (12.34) is performed with a mini-batch
stochastic gradient algorithm with multiple epochs, and with randomly selected batch
samples [155]. Specifically, the batch size is equal to 10, the learning rate is equal to
0.001, and the algorithm is run over 30 epochs. The top panel of Figure 12.9 shows the
evolution over the training epochs of the empirical training risk of each agent, averaged
over 5 training sessions.

In the prediction phase, the agents observe unlabeled images over time. The nature
of the images changes every 100 samples. The agents observe images representing digit
0 for t € [1,100], digit 1 for ¢ € [101,200], and so on. We implement the SML strategy
based on the social learning algorithm from listing (12.11), in its adaptive version with
the choice § = 0.1. The bottom panel of Figure 12.9 displays the time evolution of the
beliefs of agent 1. We see that the algorithm is able to learn well under the considered
nonstationary scenario, exhibiting remarkable adaptation properties. In fact, all the
belief mass is placed on the true hypothesis that changes dynamically over time.
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Figure 12.9: Adaptive social machine learning strategy (with adaptation parameter § = 0.1)
operating under the setting in Example 12.6, with digits 0,1,...,9. (Top) Evolution over the
training epochs of the empirical risk for all agents, averaged over 5 training sessions. The risks
corresponding to agents 1 and 9, the least informed agents, are highlighted in blue and purple,
respectively. (Bottom) Belief evolution over time for agent 1. The bar displayed at the top shows
the evolution of the true state, which changes every 100 time instants. Specifically, the agents
observe images representing digit 0 (corresponding to hypothesis § = 1) for ¢ € [1,100], then
digit 1 (corresponding to hypothesis § = 2) for ¢ € [101,200], and so on.
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12.A Appendix: Notation for Binary Decision Problems

The appendices at the end of this chapter are devoted to the proof of
Theorems 12.1 and 12.2. We start by focusing on Theorem 12.1, where
we claim the consistency of the social machine learning strategy for the
binary case (H = 2). We recall that in this case the set of hypotheses is
chosen for convenience as © = {+1, —1}, and the decision statistic of any
agent k is scalar, with hi(z) = hg(x;+1) — see (12.38).

The first step to prove Theorem 12.1 is to specialize to the case H = 2
the condition for consistency that was formulated in Lemma 12.2 for an
arbitrary number H of hypotheses. It is convenient to introduce some
notation to carry out the analysis.

We stack the individual agent functions hj into a vector-valued function
h, namely,

hé[hhhg,...,h[(]: X X Xy x - X X r—)RK. (12.68)

Recall that H; denotes the function family from which A can be selected.
The function family to which h belongs, resulting from (12.68), will be
denoted by H. In other words, when we write h € H, we mean that hy € Hy,
for each k.

In the next definition we introduce a compact notation to describe some
useful averaging operators.

Definition 12.3 (Averaging operators applied to a decision statistic h). Given
a function hj defined on a space Xj:

hk 5 Xk — R, (12.69)

the expected values (assumed to be finite) of hy(x) computed under the likelihood
models corresponding to 9° = +1 and 9° = —1 are denoted, respectively, by

ﬁ;(hk) = Efk,+1hk(w)7 Mk (hk) £ Ezk,—lhk(w)7 (12’70)

where the subscripts on E emphasize that the expectation is computed assuming
that « is distributed according to £y 11 or £ 1.

It is also convenient to introduce the statistical and empirical means computed
over the training set. Since the classes in the training set are balanced in view of
(12.3), the statistical mean of hi(Zk,.) computed over the training set can be
evaluated as

nk(hi) 2 Ehg(Zpn) = %(n,j(hk) +n,;(hk)), (12.71)

where the expectation is computed with respect to the random quantity Zr »,
i.e., with respect to the distribution of the features in the training set. The
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empirical mean over the training set is instead given by

Ey,

= 1 .

N () £ Er th(éﬂkn) (12.72)
n=1

Finally, we define the network counterparts of the above quantities, namely,

= K
)£ ka e (he),  m(h) 2 ka i (i) (12.73)
k=1

=il
and
K K
n(h) 2> vem(hw),  T(h) 2> ok fiy (), (12.74)
k=1 k=1

where, as usual, vy denotes the kth entry of the Perron vector of the combination
matrix A.

The notation introduced in Definition 12.3 allows us to write the con-
sistency condition (12.18), specialized to the binary case, as
nt(h) >0, n~(h) <O0. (12.75)

In particular, in Theorem 12.1 we are interested in establishing the con-
sistency of the de-biased decision statistic introduced in Definition 12.2.
Recall that to construct this statistic, we first compute an intermediate
function by minimizing the empirical risk in (12.34):

h{ = arg min Ry (hy), (12.76)

hip€Hy

and subsequently shift it by subtracting its empirical average 7 (h?) (see
definition (12.72)) to produce the final de-biased statistic

hi(z) = hi(z) — T (h}). (12.77)

If we now apply the consistency condition (12.75) to the function h =
[h1,ho, ..., hil, we obtain

nt (E) >0, (Fz) <0, (12.78)
which, using (12.77), corresponds to
n*(h?) —n(h?) >0, (k) —7q(h°) <0, (12.79)
resulting in the following alternative expression for the probability of
consistent learning in (12.37):

Po= B[ (1) > a(h%), 0~ (h) <A(R)]. (1280
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We note in passing that the averaging operator n is deterministic, while
its argument is random since the function h° results from an optimization
procedure performed over the (random) training set. In comparison, the
averaging operator 7} is random since it depends on the training set, and
is also applied to the random argument h°.

Before concluding this section, it is useful to examine the rationale
behind the de-biasing operation. Consider first the optimized decision
statistic h® without de-biasing. For this statistic, the consistency conditions
in (12.79) amount to

nt(h°) >0, n~(h°) <0. (12.81)

In other words, we require n* (h°) to be positive and ™ (h°) to be negative
in order to attain consistent learning. However, it might happen that the
estimated statistics are biased toward one class, for example, we might
have n~(h°) > 0. In this case it would be reasonable to expect that we
could still make reliable decisions provided that n*(h®) > n~(h°). This is
in fact possible by using the de-biased decision statistic from (12.77).

To see why, observe that for sufficiently large training set sizes the
empirical and true means are close to each other, namely,

1
PR |
n(h?) 5

Under this approximation, the two conditions in (12.79) become

(" () + 07 (h?)) . (12.82)

n*(h?) >0~ (h°). (12.83)

We see from (12.83) that, due to de-biasing, consistent learning is satisfied
by requiring that the expectation under ¥° = +1 is greater than the
expectation under ¥° = —1, regardless of the sign of the individual terms
nt(h°) and n~ (h°). Therefore, consistent learning becomes possible even
when the trained decision statistics are biased, for example, when 77 (h°) >

n~(h?) > 0.
12.B Appendix: Bounds for Consistent Learning

In the next two sections, we establish two results useful to prove Theo-
rem 12.1. First, in Lemma 12.3 we obtain a lower bound on the probability
of consistent learning, which is composed of the two probability terms
appearing on the RHS of (12.85). The first term depends on the distance
between the empirical and true means, whereas the second term depends
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on the risk function. Both terms can be bounded by using the uniform
laws of large numbers established in Lemma 12.4, which characterize the
discrepancy between the empirical and true means/risks. The combination
of the results from Lemmas 12.3 and 12.4 is exploited in Section 12.C to
prove Theorem 12.1.

12.B.1 Probability of Consistent Learning

Lemma 12.3 (Bound for the probability of consistent learning). Let Assump-
tions 5.1, 12.1, and 12.2 be satisfied. Let Ri(hi) be the exact risk of agent k
associated with the decision statistic hi, as defined in (12.44), and introduce the
network risk associated with the vector-valued function h defined in (12.68):

(h) 2 " vk Re(hu). (12.84)

k=1

Then, for any y > 0, the probability of consistent learning in (12.80) obeys the
following lower bound:

P.>1- P[\ﬁ(hﬁ) —n(h%)| > y] - P[R(h") >log (1+e ) } (12.85)

Proof. To begin with, we introduce two events that will be useful in the proof:

A {[an )| = 5 (0" ) =0~ @)} (12.86)
Bé{%(nwﬂ) ()) } (12.87)

The following chain of equalities holds, where the notation £° denotes the complement
of event &:

1= P Y 1= P[{y" (") > 5(h)} N {1 (h°) < 7(h")}]
[{ (0" (B) > A7)} 0 (™ (R) < 7(R)) }]
[ (h) <)} U {0 (0) 2 ()} ]
= B[{n" (%) = (k") < 0(k*) — (1)}
U™ (h) = n(h) = (k) = (k)]
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Dpg Y Pans +PlANB], (12.88)
where (a) follows from (12.80); (b) holds because, in view of De Morgan’s law [21], the
complement of the intersection of two sets is the union of the complements of the sets;
(c) follows from the identities

nt (k%) —n(h?) = % (n*(h“) - n*(ho)>, (12.89)
w(0%) = n(h) =~ (n* (0) =0 (1)), (12:90)

which are obtained by using (12.71), (12.73), and (12.74); in step (d) we apply the
definition of absolute value and the definition of A from (12.86); and in (e) we introduce
the event B defined in (12.87) and apply the law of total probability. We now focus on
the two probabilities obtained after step (e) in (12.88). Regarding the first probability,
from (12.86) and (12.87) we obtain the relation

ans = {|nn) - 7n)

> y} (12.91)

which implies
PLANB] < P|n(h") — (k)| > y]. (12.92)

For the second probability on the RHS of (12.88), recalling that the probability of the
intersection of two events cannot be larger than the probability of any of the individual
events, and using the definition of B from (12.87), we can write

PlANB] < P[B] =P E (77+(h") _ n-(m)) < y} . (12.93)
Using (12.92) and (12.93) in (12.88), we get
1= P <[l — )] > ] + B[S (0 ) =) <y] . (299)

To complete the proof of the lemma, we need to focus on the second term on the RHS
of (12.94). Consider the network risk in (12.84), applied to the vector-valued function h
defined by (12.68):

k=1
K

- Z vk, IE log <1 + exp {—Gk,n hk(:’ikn)} )
k=1

() &

> Z vy, log (1 + exp {—]E {Okyn hk((/ikn)j| } )
k=1

b K A

> log <1 + exp {— Z v E [Ok,n hy (ﬁkn)} } )

k=1

9 log (1 +exp {*% (77+(h) - Tf(h)> }) ; (12.95)
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where in (a) and (b) we apply Jensen’s inequality (Theorem C.5) to the convex function
log(1 + €%), specifically, with respect to the expectation operator E in inequality (a),
and with respect to the convex combination with weights {vx} in inequality (b) — see
(C.10). In (c), we compute the expectation by using the assumption of uniform priors
during training and the definitions in (12.73) and (12.73).

Exploiting (12.95) we obtain the following implication:

%(n*(h) - n’(h)) <y = R(h) >log(1+e7"), (12.96)

which, when applied to the optimized functions hjy, implies the following bound:

P E (n+(h°) - n‘(h")) < y] < P[R(h") >log (1+¢7Y) } . (12.97)

Using (12.97) in (12.94) yields the bound in (12.85), which completes the proof of the
lemma.
|

12.B.2 Uniform Laws of Large Numbers

In this section we establish two concentration bounds to quantify the
proximity between the true and empirical risks, as well as the true and
empirical means. Regarding the risks, we consider the following general
form, which includes the binary cross-entropy as a special case:

Ry(hy) = E2 Bk hi(@h.n) ) (12.950)
_ 1 Ek .

Ri(hp)=—S 2 (605, hi(@rn)), 12.98b
) = o 3 2 (B (@) (12.98b)

where 2 : R — R is an Z-Lipschitz loss function. The network true and
empirical risk functions will be, respectively,

K

R(h) =Y vi Ri(hs), (12.99a)
k:[:(l

R(h) =" vk Ri(h). (12.99b)
k=1

The following theorem characterizes the deviations between the empirical
and true risks, and the deviations between the empirical and true means.
In particular, the theorem provides bounds on the probability that these
deviations exceed some threshold.
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Lemma 12.4 (Uniform laws of large numbers). Let Assumptions 5.1, 12.1,
and 12.2 be satisfied. Assume that the loss function 2 : R — R is £ —Lipschitz
and that, for £ = 1,2,..., K, the decision statistic hy : X — R belongs to a
family Hx of bounded functions:

|hk(l‘)| < hk,max Ve € Xk, with 0< hk,max < 0. (12.100)

Let pi be the Rademacher complexity (see Definition G.1) associated with the
family Hp, and let pnet be the network Rademacher complexity defined in (12.49).
Denote by h the vector-valued function defined in (12.68) and by H the resulting
family to which h belongs. Then, we have the following two results:

2
P [sup )R(h) - R(h)‘ > y:| < exp {—Emax (v — 5 22 pret) } (12.101)
heH 2h2. L2

net

for all y > 2% pnet, and

~ FEimax (y 2pnet)2
P | sup [fi(h) = n(h)| > y| < expq - =0 (12.102)
heH net
for all y > 2pnet, where
Enax = max  FE (12.103)
ke{1,2,....K}

and hnet is defined in (12.58).

Proof. We develop the proofs of (12.101) and (12.102) separately.

Bound (12.101). Consider the difference between the network empirical and true risks,

R(h) - R(h Z Z 2 (ok o (@ n)) , (12.104)

where we introduced the auxiliary functional

x(h) = Z v, EZ (@m hi (ik,n)) . (12.105)

k=1

Our focus is on the supremum of the absolute risk deviation taken over the function
family H, namely, on

R(h) — R(h)| = sup

sup
heH

’ ~

x(h Z ZQ (Oknhk(:ck n))‘ (12.106)

In order to bound the probability that this maximum deviation exceeds some threshold,
we will call upon McDiarmid’s inequality — see Theorem C.4. To this end, it is necessary
to choose the random vectors z,, and the function g mentioned in Theorem C.4. The
vectors z, are constructed as follows. First, we stack the features %k,n and the labels

ﬁk,n from across the agents kK = 1,2, ..., K into the vectors

N N K =R =N K
T, 2 col{wkvn} , 0, = col{@k,n} , (12.107)
k=1 k=1
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where n = 1,2, ..., Emax and where, we recall, col{z;}~_, denotes the K x 1 vector
obtained by stacking into a single column its vector entries. Observe that the agents are
allowed to have training sets with different sizes E). Therefore, for a given n, some agents
might have a number of training samples Ey < n. In this case, the vector &, appearing
in (12.107) would not contain the features from these agents. The same argument applies
to /én.

To apply McDiarmid’s inequality, we form the vector z, by stacking the vectors Tn
and 6, into a single vector, namely,

zn 2 col{anﬁn}. (12.108)

Then, we define the function

A
g(Z1,Z27 i '7zEmax) = sup
heH

x(h) — ; %’; Z 2 (@m i (ak,n)) ’ . (12.109)

n=1

Note that, in view of (12.106), we have the following identity:

g(z1, 29, ..., 25, ) = sup ‘ﬁ(h) - R(h)‘ . (12.110)
heH

Accordingly, if we apply McDiarmid’s inequality to the function g we obtain a bound
on the probability that the empirical risk deviates from the true risk (uniformly for all
functions h in the family H). However, to apply McDiarmid’s inequality we need to
verify that the chosen function g meets the bounded-difference condition (C.5). To this
end, we must consider all sequences

{z1,22,- -y Ziy ooy ZBmae } and {z1,22,-+yZiy ooy ZEBmae } (12.111)
that differ only in their respective ith vectors,
i = col{ﬁ:\i, 4/9\,} and Z; = col{EEi7 51} (12.112)

Applying (12.109) to the second sequence in (12.111) we have

g(z1,22, oy Ziy ooy ZEmn)
K Ex

= :25 x(h) — ; Z,—I; [Q (5/61 hk(-\fk,i» + ; 2 (é\kn hk(/x\k,n)) } ‘
K By, .

= sup x(h) — ; %Z Z 2 (@,n hk(’ik,n))

n=1

K
+ Z % |:,@ (ek,z hk(&'\k,z)) -2 (é/k,z hk(i\fk,l)) :l ]I[i < Ek} , (12.113)
k=1

where I denotes, as usual, the indicator function, which appears since the difference
between (Zy i, 0k:) and (¥x,,0k:) is present only if i < FEj, because agent k has Ej
samples in its training set.
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By introducing the functionals

S(h) £ x(h) =Y %’; Z 2 (@c,n hk(/m\k,n)> : (12.114)
k=1 n=1
T(h) & Z %’; |:,@ (é\kz hk(&?kz)) -2 (é/kz hk(fn'kz)):| I[i < Ex], (12.115)

we see that (12.109) and (12.113) can be written as

9(21,22, -, Ziy e oy ZEmn) = sup |S(R)], (12.116)
heH

9(z1,22, .-y Ziye ooy ZEmm) = sup |S(h) + T'(h)|. (12.117)
heH

Applying Lemma 12.5 to the functionals defined in (12.114) and (12.115), from (12.116)
and (12.117) we obtain

‘g(zlv B2y ey RBiyeney ZEmax) - g(zla 22y ey '\Z/h sy ZEmax) S sup ‘T(h)|
heH
K
v ~ ~ ~ o .
= sup Z Efk |:c@ <9k,z hk(mk,z)) — Q (Ok,z hk(wkﬂ)) H[Z S Ek]
her | o= Lok
K
(a) v -~ ~ ~ -
< 5 Sup 2 (ek,i hk(wkz)) -2 (Qk,z’ hk(xkz))‘
P k hp€Hp
o K ~ . . g
< «iﬂz — sup |0k, he(Tr,i) — O,i he(Tr,)
k hieHy
k=1
() al h @) 2hpet L
C Vg Nk, max net
< 2 = 12.1
<22) o T (12.118)

where (a) follows from the subadditivity of the supremum and the fact that the indicator
function is bounded by 1; (b) follows from the Lipschitz property of 2; (c) follows from
the boundedness assumption |hx(x)| < hik,max and the fact that the labels are equal to +1;
and (d) follows from the fact that ex = Emax/FEx and from the definition of hne in (12.58).
The final bound resulting from (12.118) shows that the function g defined by (12.109)
satisfies the bounded difference condition (C.5) with the choice ¢; = 2 hnet-Z / Emax. 1t is
therefore legitimate to apply McDiarmid’s inequality. Specifically, applying (C.8a) and
further recalling (12.106), we get

p ’ﬁh—Rh)—E ’ﬁh—Rh‘z _ 9 Bmax
Lflelqp{ (h) = R(h)| = E sup | R(h) = R(h)| 2 a 212,27

’E
<exp{ @ Zma L (12.119)

holding for any a > 0. On the other hand, Lemma 12.7 allows us to bound the expected
value appearing on the LHS of (12.119) as follows:

E sup )ﬁ(h) - R(h)‘ < 2% pners (12.120)
heH
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with pret being the network Rademacher complexity from (12.49). In view of (12.120)
we can write

sup
heH
— sup ‘fl(h) _ R(h)‘ _E sup ‘ﬁ(h) - R(h)‘ >y 2L poess (12.121)
heH heH
which implies that
P [sup [R(h) — R 2 y
heH
<P |sup ’f%(h) - R(h)’ —E sup ’ﬁ(h) - R(h)’ >y 2$pnet] . (12.122)
heH heH

Considering a value y > 2 .Zpnet and setting a = y — 2.ZLpnet in (12.119), from (12.122)
we obtain

P [sup ‘I/%(h) — R(h)‘ > y} < exp{ (12.123)

_ (y - 2$pnet)2Emax }
heH ’

2h2. L2
and the proof of (12.101) is complete.

Bound (12.102). The proof of (12.102) is similar to the proof of (12.101), and will be
presented in a concise manner. We start by using McDiarmid’s inequality (Theorem C.4)
with z,, = Z, and with the following choice of the function g:

K By,
Vg ~
9(2z1,22,. .., ZEny) = sup |x(h) — — hi(Tr,n)|, (12.124)
where the auxiliary functional x (k) is now defined as
K
X(h) = e Bhy (Zh,n) - (12.125)
k=1

We follow similar steps to those used to prove (12.101), which result in the following

bound:
2
< exp {—“ Eimax } . (12.126)

P [sup (k) — n(h)| - E sup [fi(h) = n(h)] > a

2
heH heH 2h

net

holding for any a > 0. We use again Lemma 12.7 to bound the expected value appearing
on the LHS of (12.126). Specifically, examining the claim of Lemma 12.7, we see that
the function g defined by (12.124) corresponds to the particular setup where the loss
function is the identity function (and, hence, .Z = 1) and the labels are deterministically
equal to 1; with these choices, Eq. (12.167) gives

E sup [7(h) = n(h)| < 2pnet. (12.127)
heH

Using this bound in (12.126) and setting a = y — 2pnet (for y > 2pnet) yields (12.102).
|
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12.C Appendix: Proof of Theorem 12.1
Proof. From Lemma 12.3 we obtain the lower bound in (12.85) for the probability of
consistent learning. Next, we need to examine each of the terms on the RHS of (12.85).

Regarding the first term, by taking the supremum over the family of functions and
then applying the uniform bound provided by (12.102) we can write

P|[a(h) (k)] > ] <P {2‘;2 [i(h) = m(h)| = y}

_ _ 2
< exp { Emax (y 2Pnet) }

2 het
_ _ 2
:exp{ 2 Bmax (y2/2 Pret) } (12.128)
hnet
for any y such that
> pret. (12.129)

2
Next, we examine the second term on the RHS of (12.85). We call upon Lemma 12.6. In
particular the functionals S(h) and T'(h) and the related quantities hs and T appearing
in that lemma are chosen as follows. The functional S(h) is chosen as the network risk
R(h), whereas the functional T'(h) is chosen as the network empirical risk R(h). Since

we have®

h® =argmin R(h),  R% = inf R(h), (12.130)
heH heH

the minimizer hy becomes h® and T becomes the network target risk Ry;. With these
choices, from (12.164) we obtain

R(h?) — Riee < 2sup ’fi(h) - R(h)’ : (12.131)
heH

Choose now the parameter y > 0 in the range of values that satisfy the following
inequality:
log (1+e€7) > R (12.132)

These values certainly exist since Ry; < log 2 by assumption. In view of (12.131) we can
write

P[R(h%) > log (1+e7¥)]
=P [R(ho) — Ret > log (1 + eiy) - Rset]

S log (1 + efy) — Rfet

<P
- - 2

sup ‘ﬁ(h) - R(h)‘

(12.133)

The last probability can be upper bounded by using (12.101). Specifically, the threshold
value y in (12.101) is replaced by the value (log(1+ e ¥) — Rp)/2 and the loss function
is chosen as 2(z) = log(1+¢*) (yielding a Lipschitz constant £ = 1), which corresponds

6Equation (12.130) follows by observing that i) the network risks in (12.99a) and (12.99b) are
linear combinations, with positive weights, of the individual agent risks; and 4¢) the vector-valued
function h is composed of the individual agent functions h.
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to the binary cross-entropy risk adopted in our framework. With these choices, from
(12.101) we get

P |::1€1£ ‘IAZ(h) - R(h)‘ > %(log (1 + €_y) - Rzet)}

2
max log (1 + eiy) - Rget
< _E -2
< exp { 5 h%et ( B Pret

2
2Emax [ log(1+e™Y) =R
= exp {— 02 ( ( ] ) - Pret , (12.134)

net
where the inequality holds for any y such that

log (1 + e_y) — Rt

1 > Pret- (12135)
By introducing the auxiliary functions
2 log(1+e7Y) — Ry, ?
el(y) é (% - pnet) 5 €2(y) é < g( 1 ) et _ pnet) (12136)

and using (12.128) and (12.134) in (12.85), we obtain the following bound on the
probability of consistent learning:

—2 Emax €1 (y) —2 Emax 62(1/)
P, Zl—exp{h2 —eXpy 5

net net

> 1 —2exp { —2 P mi‘giel(y)’ =10k } : (12.137)

net

To find the tightest bound, we can maximize the quantity min{ei(y), e2(y)} over the
parameter y, under constraints (12.129) and (12.135). To this end, observe that under
these constraints the function e;(y) is an increasing function of y, while ez(y) is a
decreasing function of y. Accordingly, if there exists a value y* that satisfies the equality

er(y”) = e2(y”) (12.138)

and meets constraints (12.129) and (12.135), then the maximum of min{ei (y), e2(y)}
computed under these constraints will be equal to e1(y*) = e2(y*). We now show that
such a solution y* exists.
Since the terms within brackets appearing in both e1(y) and e2(y) from (12.136) are
constrained to be positive, Eq. (12.138) corresponds to the equation
+ _ log(1+ eiy*) — Rt

- 12.1
Yy 3 (12.139)

solved under constraints (12.129) and (12.135). Equation (12.139) can be written as

P A ) (12.140)
Therefore, if we set eV = z, we must solve the third-order equation

eRes® — 2 1=0, (12.141)
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exact expression
= O+ approximation

0.10 1
D§
<
0,05

0.00 1
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RO

net
Figure 12.10: Comparison between the exact expression in (12.142) and the approximation in

(12.148).

whose unique real-valued solution z* is available in closed form as

. 2% 33 4 ol/3e R [£(RY,)]/3

12.142
’ AR (12:142)
where 3
F(RS%) = 9eRnet 4 \/3e3Rae (—4 + 27cRe). (12.143)
Recalling that eV = z, we have
2 1/3 21/3 —R{e: f(R 2/3
Y = log 2X 342 e e f(Roe)] (12.144)

6°/3[f(Rer)]'/*

It can be verified that y* > 0 within the range Ry € [0,log2]. As a result, the inequality

*

Pret < % (12.145)
is meaningful, in the sense that there exists a range of values of the network Rademacher
complexity pnet that satisfy (12.145). When (12.145) holds, y* meets constraint (12.129).
Moreover, in view of (12.139), constraint (12.135) is also satisfied under (12.145). Finally,
by defining
2 x 31/% 4 21/8eRia [ (Rpe,)]*/*

SR 2L = Lo

2 ~3l® TR/ (12.146)

and evaluating (12.137) with e1(y*) = e2(y*), we obtain the desired bound:

2
P.>1—2exp {— Zf;max (é"(R‘n’et) — pnet) } , (12.147)
net
holding for pnet < & (Rpet)-

|

A good approximation for the function &'(R?) is the linear fit

ROt

E(Rp mé"O(l— "e), 12.148
(Ree) ~ 6(0) (1- 122 (12.148)
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where

£(0) = 0.1406 (12.149)

is computed from (12.146). Figure 12.10 shows the function &(R?,) from
(12.146), along with the linear fit from (12.148), for R%,, € [0,log2]. We

n
see that the approximation is excellent.

12.D Appendix: Proof of Theorem 12.2

Proof. The proof relies on the bound in (12.57). Recall that this bound was obtained
under the condition ppet < &(Rpe:). Since by assumption we have pr < Cx/v/Ej, from
the definition of pnet in (12.49) we have

Cnet
)
Emax

Pret < (12.150)

where Che: was defined in (12.62). Accordingly, the condition pre < & (Rfe;) is certainly

verified if
Cnet

\ Emax

If condition (12.151) is satisfied, we can apply (12.57) and write

o _ 2
P.>1—2exp {2Emax (@@(R};)Pt) }
net

2
>1—2exp { 252"““ <£(Rﬁet) - %) } , (12.152)
net max

where the last inequality follows from (12.150) and (12.151).
According to the claim of the theorem, we want to guarantee a minimum probability
1 — € of consistent learning, i.e.,

< E(R%). (12.151)

P.>1-c. (12.153)

This condition is guaranteed if we impose that the last lower bound in (12.152) is not
smaller than 1 — ¢, which amounts to requiring

2
pexp {zﬂmax ((gﬂ‘(Rﬁet) . \/CE;> } <e, (12.154)
net max
or
o 2 hﬁet 2
(VB 6 (Ri) = Coer)” = "t log (g) . (12.155)

In the range prescribed by constraint (12.151), the last inequality is satisfied when

2
VEmm &(R%) > Crer + h;t log (g) , (12.156)

and the final result of the theorem is established by squaring both sides of (12.156).
|
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12.E Appendix: Auxiliary Results

The next three lemmas are used in the proofs of Theorem 12.1 and
Lemma 12.4.

Lemma 12.5 (Difference of suprema). Assume that S(h) and T'(h) are func-
tionals of a function h belonging to a family #H, and consider the following
quantities:

s1 = sup |[S(h)|, s2=sup|S(h)+T(h)|. (12.157)
heH heH

Then

[s1 — s2| < sup [T'(h)] (12.158)
heH

Proof. The proof is split into two cases.

Case s3 > s7.

S$1— S2| =82 — 1

= sup |S(h) + T (h)| — sup [S(h)|

heH heH

< sup |S(h)| + sup |T'(h)| — sup |S(h)|
heH heH heH

= sup [T'(h)|, (12.159)
heH

where the inequality follows from the triangle inequality and the subadditivity of the
supremum.
Case s2 < s71.

s1— 82| = 81— S2

= sup |S(h)[ = sup [S(h) + T'(h)|

heH heH
= sup (|S(h)| = s2)
heH

¢ sup (1S(4)| = S(h) + T(1))

< sup | [S(h)| = |S(h) + T(h)|
heH

(b)
< sup [S(h) — S(h) — T(h)|

heH

= sup |T(h)|, (12.160)
heH

where (a) follows because, from the definition of s2, we have —s2 < —|S(h) + T'(h)| for
all h, and (b) follows from the reverse triangle inequality, i.e.,

ja—b >

la| — [b] ( (12.161)
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Grouping (12.159) and (12.160), we obtain the desired result in (12.158).

[ ]
Lemma 12.6 (Useful bound for wrong minimizers). Assume that S(h) and T'(h)
are functionals of a function h belonging to a family H. Let
his = argmin S(h) (12.162)
hEH
be the minimizer of S(h) and let
T* = inf T'(h 12.1
jnf T(h) (12.163)
be the infimum of 7'(h). Then, the error T' (hg) — T, between the functional T’
evaluated at the minimizer of S and the infimum 7, can be related to the error
between S(h) and T'(h) through the following upper bound:
T (hg) — T* < 2sup |S(h) — T(h)|. (12.164)
heH
Proof. We have the following chain of equalities and inequalities:
T(hs) —T* =T(hs) — inf T(h)
heH
=T(hs) — S(hs) + S(hs) — inf T'(h)
heH
= T(h3) — S(h%) + sup (5(5) ~ T(1))
heH
(a) N N
< T(hy) = S(h3) + sup (S(h) = T())
heH
<2sup |S(h) — T(h)|, (12.165)

heH

where (a) follows from the fact that S(hg) < S(h) for all h € H in view of (12.162), and

the proof is complete.
|

Lemma 12.7 (Useful bound for Lipschitz-continuous loss functions). Let As-
sumptions 5.1, 12.1, and 12.2 be satisfied. Let hy : Xy — R be a function
belonging to a family Hjy. Denote by h the vector-valued function defined in
(12.68) and by H the resulting family to which h belongs. Let also 2 : R — R
be an . —Lipschitz function, and introduce the functional

Xk(hk) é Ea@ (b\k,n hk(fc\k,n)> o (124166)
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Then

K

ka [Xk(hk) — Eik z_k: 2 (b\kn hk(akn)>‘|

k=1

E sup < 2L pret, (12.167)

heH

where vy, is the kth entry of the Perron vector and pnet is the network Rademacher
complexity defined by (12.49).

Proof. From the triangle inequality and the subadditivity of the supremum we can write
E sup

K
(he) Q(f)nhmn)
mzk[mk Z km)H
K
SZkESHP
k=1

X (i) — —ZEZ <0knhk(mk n)) : (12.168)

hp €My

Let us focus on the expected values appearing in the summation on the RHS of (12.168).
From definition (12.166), owing to the identical distribution across n, we have the
equality

xw(he) = ZEQ <0knhk($k n)>, (12.169)

which allows us to write

E sup |xx(hr) — = ZQ (0k n hk(wk n)) ‘
hi €My
1 e ’ 1 Zk
> ~1 -~ ~
= Ez,a sup ‘ E ZEI/‘G,Q (G,M hk(ﬂ%,n)) — Fk Z 2 (Ok,n hk(QI!km)) 5
hrp€Hy =1 —
(12.170)
where we introduced a fictitious training set
~ Ey,
T & {%é,n,eé,n} 1T, (12.171)
n=1

with the equality meaning that 7}, shares the same distribution as the original training set
Tr. defined by (12.2). Moreover, we assume that 75 and 7,/ are statistically independent.
From (12.170) we can also write

Ey

E sup |xx(he) — = ZQ (9k n hk(wk n)) ‘

hi €My =1

1 Ek -~/ o~
= Ez)g sup | — EI/’g/ |:Q (0 n hk(’m\/m)) —9 (019’” hk(£k,n)):|
1 k ~1 ~
<E swp |= Y [,,@ (9,m hk(a,;,n)> _ 2 (ek,n hk(ak,n))} (12.172)
i €H, Ek n=1




12.E. Appendix: Auxiliary Results 345

Note that, when necessary, we have used the subscripts z,0 and z’,0’ to distinguish
which random quantities the expectation is taken over. The inequality in (12.172) holds
since the absolute value of the expectation is upper bounded by the expectation of
the absolute value, and the supremum of the expectation is upper bounded by the
expectation of the supremum.

To complete the proof, inspired by the arguments used in [13, 30], we develop the
following symmetrization procedure. Let us focus on the last term in (12.172). We have
the identity

k ~1! ~1 -~ —~
E sup ——EX+Dx[Q(mwhﬂmmﬁ>—3(&mhdmmﬂﬂ
hp€Hy k —1
1
~7 '~
—E sup ——E:GJ)X[Q(&mhﬂiéﬂ>419(ﬁmhﬂih@>}, (12.173)
i €M, Ek n=1

which follows from the fact that the training sets 7% and 7T}, are iid and, hence, exchanging
them is immaterial. Consider now a sequence of iid Rademacher random variables 7,
(i.e., binary variables taking on values +1 with equal probability). Furthermore, assume
that the sequences {rn}fi 1» Tr, and T} are mutually independent. In view of (12.173),
the last term in (12.172) can also be written as

Ey

1 S . R
Ek Z Tn I:a@ (ak,n hk(wlé,n)) -2 (ok,n hk (:Bk,n)):l
n=1

where the expectation is taken over all involved random variables, including the
Rademacher variables r,,.
The quantity appearing in (12.174) can be bounded as follows:

E sup
hpEH

, (12.174)

Ep
E sup i Z"'n |:Q (/B\Ii,n hk(/m\lé,n)) -2 (ak,n hk(gk,n))]
hp€Hy k ne1
1 &
a ~ [~/ ~ ~ [~ ~
DE sup |2 |2 (B @) = 2 (B (@) | ‘
hi€Hy k n=1
Vs LS 5 (8 @) | | 30005 (B i)
su — Ty n b (g p — Tn n Wi (Theyn
> hkegk Ex e k,n kT, Ex 2 k E(Tk
1 <
© 5(a ~
=2E sup |— rn2 (Ok,n hi(xr,n ) . 12.175
A g (@r.n) (12.175)
In (a) we introduced the shifted function
2(2) 2 2(z) — 2(0). (12.176)

We note that 2(0) = 0 and that 2(z) is £-Lipschitz since so is 2(z) and since Lipschitz
continuity is shift-invariant — see (G.5). Step (b) applies the triangle inequality, while
(c) follows from the subadditivity of the supremum and the fact that 7 and T are
identically distributed.
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We now want to upper bound the last term in (12.175) by exploiting the Lipschitz

property of 2(z) associated with the contraction principle of the Rademacher complexity
(Lemma G.1). Specifically, for n = 1,2, ..., Ex, we consider the samples

£, 2 col{am,@m} (12.177)
and the function family G composed of the functions

9(€,) = Orn hie(Frn), (12.178)

where hy spans the family Hy. Applying Lemma G.1 with these choices, we obtain

Ey, Ey,
1 ~ [~ ~ 1 ~
E sup |— Zrn,@ (Ok,n hk(xkn)) =E sup |— Zrne@ (9(&,))
hp€Hy, k 1 hp€Hy k 1
1 & 1 &
<ZE sup |— rng(&,)| =ZLE sup |— Tn §kn hi Eikm . (12.179
S |5 2; (€.) S |5 2; @xn)|. (12.179)

It can be readily verified that the random variables rné,m hi(Zk,n) and 7y, hi(Tg,n)
share the same distribution since 5k,n assumes values £1 with equal probability and 7,
and —7,, are equally distributed and independent of the pairs (Zr», 5kn) Since we also
have independence across n, the equality in distribution holding for the individual n
extends to the whole sequences. Therefore, we can write

Ey

1 ~ ~
oA Zl T Ok, hie(Tie,n)

22K sup
hi €My

Ey,

1 ~
—_— rn hi(Ten
k; k(Tkn)

=2ZE sup =2.Lpk, (12.180)

hp€Hy

where the last equality follows from the definition of the Rademacher complexity
(Definition G.1). Substituting (12.180) into (12.179) and using the resulting bound in
(12.175) yields

Ej

L3, [Q (a,;,n hi, (a,;,n)) ) (Ek,n hik (Ek,n))}

k
n=

E sup <2Zpk. (12.181)

hp €My

Recalling that the LHS of (12.181) is equal to the RHS of (12.172), we conclude that

Ey,
1 ~ —~
Xk (hi) — o Z 2 (Gk,n hk(-’“m))

n=1

E sup <2Zpk. (12.182)

hpeHy

Combining this result with (12.168) and recalling the definition of pnet from (12.49), we
obtain (12.167), which is the claim of the lemma.
|



Chapter 13

Extensions and Conclusions

In this concluding chapter we give an overview of some recent advances on
social learning, which are the subject of ongoing investigations.

13.1 Non-Bayesian Updates

As explained in Chapter 3, in non-Bayesian social learning the agents form
their beliefs by iterating the following procedure. During the self-learning
step, each agent performs an individual Bayesian update and then shares
it with its neighbors. During the combination step, each agent blends the
received beliefs according to some pooling rule. Even if the local updates
are Bayesian, the overall learning scheme is non-Bayesian, since it does
not amount to computing the overall posterior distribution given the data
from all agents.

Let us focus on the objective evidence model described in Section 5.3,
where a true underlying hypothesis 9° exists for all agents. In Chapters 5
and 7 we showed that, despite being non-Bayesian, traditional social learn-
ing schemes learn well, in the sense that the full belief mass is placed on
the true hypothesis as the number of observations grows. This implies
in particular that the probability of choosing the true hypothesis, e.g.,
by selecting the maximum entry of the belief vector, converges to 1 or,
equivalently, that the error probability vanishes as t — co. However, we
do not know whether traditional social learning schemes reach the best
attainable performance, or how they compare with benchmark schemes.
One benchmark scheme to assess the goodness of a social learning strat-
egy is a centralized Bayesian construction that has access to all agents’
data and computes the Bayesian posterior over them. Some fundamental
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questions arise. How much does non-Bayesian learning lose with respect to
the centralized Bayesian scheme? Can we modify traditional non-Bayesian
schemes to attain improved performance?

One meaningful performance index to compare decision-making schemes
is the error probability, which is unfortunately too difficult to compute
for general statistical models. However, in Chapter 6 we characterized the
decay rate to 0 of the error probability for social learning with geometric
averaging. In particular, we proved that, under suitable conditions, the
error probabilities of all agents vanish exponentially fast and we illustrated
a procedure to evaluate the error exponent that rules this decay. In this
section we will use the error exponent as a performance index to compare
different schemes.

The analysis presented in this section stems from the work started
in [23], where the NB? (non-Bayesian learning with non-Bayesian updates)
strategy is introduced. This strategy uses the following update (recall
(2.90)):

Ue(8) a1 (O)7 (@reld), 0 >0, (13.1)
which departs from the Bayesian update used in traditional social learning
(except for v = 1). We will discuss the relevance of this modified update in
the rest of this section. In particular, we will examine the performance of
the centralized Bayesian scheme for the case where the data are independent
across the agents, and for the case where the agents are partitioned into
clusters with data highly dependent within the same cluster. Then, we
will compare the centralized Bayesian scheme against traditional social
learning and the NB? strategy.

13.1.1 Performance Results

In the following analysis, we assume that the conditions used in Theo-
rem 6.3 are verified. Moreover, we stick to the objective evidence model
in Section 5.3, where the observations collected by each agent k are dis-
tributed according to fx(z|9°), for a true underlying hypothesis ¥° € ©
common to all agents.

Centralized Bayesian scheme. Let

Lcen,t =S 001{331,7&, T2ty - axK,t} (13-2)

be the vector collecting all agents’ data at time ¢. Let us further denote
by prcen; the belief vector of the centralized system at time ¢, and by
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¢(x]0) (no subscript k here) the likelihood for the global data @cen¢. Given
the true hypothesis 9¥°, the data are assumed to be drawn from the joint
statistical model ¢(x|9°). Note that the specific form of ¢(z|f) depends on
the statistical dependence across the agents. We will write this likelihood
explicitly for some cases examined next. However, for the results in this
section to hold, we do not need to assume any specific form for it.

Since for the centralized scheme we consider the joint model ¢y rather
than the marginal models ¢}, g, the finiteness of the KL divergences assumed
in (5.37) must be rephrased in terms of this joint model. In other words,
we assume that for all pairs (6,6’),

D(gg‘wg/) < 00. (133)
By exploiting independence and identical distribution over time, we have

that the Bayesian posterior at time ¢ is given by

t
l"’cen,t(e) X Hcen,O(e) H g(aken,fr

=1

0). (13.4)

where we assume that jicen0(6) > 0 for all # € ©. From (13.4) we compute
the centralized log belief ratio

t

Hcen 190 cen /1'90
Hoent(V?) 0 Heeno(0%) S Acenr(0),  (13.5)

a(0) 2o =
Bce ,t( ) g “cen,t(e) Hcen,O(e) =1

where

{(Zcen,r|0°)
U(@cen,r|0)
To quantify the performance, we focus on the large deviation analysis and

Acen,r(8) £ log (13.6)

evaluate the pertinent error exponent. We know from Chapter 6 that we
need to examine the asymptotic behavior of the log belief ratio divided by
t,
e 1 1 Hcen 0(790) 1 ¢
9) & = 0) =—-log———= + — Acen.r(0). 13.7
ﬁcen,t( ) tﬂcen,t( ) t 0og Mcen,O(e) + n Z cen, ( ) ( )
It can be verified that the vanishing term that depends on the initial state is
immaterial to the evaluation of the error exponent.! Therefore, neglecting
this term, the RHS of (13.7) is an empirical average of iid variables, which is
the traditional case addressed by Theorem E.1. Applying this theorem, we

1One easy way to show that the term depending on the initial state is immaterial is to call
upon Theorem E.2.
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conclude in particular that the error probability P[B,+(f) < 0] vanishes
exponentially fast as t — oo, and that the error exponent ruling this
convergence is computed as follows. First, we introduce the LMGF of

Acen,t(e)y

Acen(5;0) £ log E exp {s )\cen,t(ﬁ)}. (13.8)
Then, we introduce the Fenchel-Legendre transform of Acen(s;6),
Alen(y;0) = sup (sy — Acen(s;0)). (13.9)
seR

Finally, the error exponent corresponds to this Fenchel-Legendre transform
evaluated at the decision threshold y = 0:

Seen(0,9°) = A2, (0;0) = — igﬂg Acen(s;0). (13.10)

Note that in these calculations there is an implicit dependence on the
true hypothesis ¥° (since expectations are computed relative to the true
distribution defined by ¥°). This dependence is now made explicit by the
notation &een(6,9°).

Using (13.6) in (13.8), we can further represent the LMGF of the log
likelihood ratio as

Acen(5:0) = log E KW) ] , (13.11)

where we recall that the expectation is computed under the true hypothesis
¥°. Substituting (13.11) into (13.10), the error exponent can be rewritten
as

E(mcen,t |9)

which, as was seen in Example 6.4, is referred to as the Chernoff information
between £(x|9°) and £(x|0) [59, 60]. The exponent &en(d,9°) characterizes
the decay rate, as t — oo, of the probability of choosing @ in place of ¥°:

gcen(07ﬁ0> = Aien(();e) - = iIGIIEIOgE l<w> ] ) (13'12)

P[Been,s(60) < 0] = e Peen(@I)E, (13.13)

The probability of error given ¥° is dominated by the worst-case (i.e.,
minimum) Chernoff information across the hypotheses 6 # 1¥°:

. - i (gocen(eaﬁo)t
P |92 # argmax preen 1 (0) | = € 0200 . (13.14)
0co
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Finally, the total error probability, (i.e., the probability averaged over all
true hypotheses ¥° by using the prior ficenp), is ruled by the minimum
Chernoff information across all pairs of hypotheses:

— min min &en(0,9°)t

> Heeno(9°) P |8 # arg max peen ()| e 77 0 . (13.15)
9ocO 0cO ’

It is well known that the MAP rule (which in this case amounts to choosing
the hypothesis that maximizes the centralized Bayesian posterior) attains
the best (i.e., the smallest) total error probability. In view of (13.15), this
implies that the best (i.e., the largest) attainable error exponent for the
total error probability is given by the minimum Chernoff information, and
is also attained with the centralized Bayesian posterior [107].

Traditional social learning. We have seen in Chapter 6 that the per-

formance of traditional social learning with geometric averaging can be
characterized, for large ¢, in terms of the network random variables

K
Anet,t(e) = Z Uk)\k,t(g)' (13.16)
k=1

More specifically, the large deviation performance obtained in Theorem 6.3
reveals that the error exponent is given by

Enet(0,09°) & — igﬂg Anet(s; ), (13.17)
where
Anet(s;6) = log E exp {s Anet’t(G)} (13.18)

is the LMGF of Apett. Therefore, the random variable Anet(6) is all we
need to evaluate the error exponent &pet(6, 9°). Likewise, for the centralized
Bayesian scheme we need the random variable Acen(6) defined by (13.6).
The variable Acen:(6) is a log likelihood ratio pertaining to the optimal
centralized Bayesian scheme. Therefore, its specific form depends on the
joint distribution of the data across the agents. In comparison, we see
from (13.16) that Anet:(f) is a linear combination of the log likelihood
ratios of the individual agents. This is a direct consequence of the fact
that the combination step in listing (3.16) is a geometric-averaging rule,
amounting to a linear combination in the log domain. Furthermore, the
linear combination in (13.16) is weighted by the entries of the Perron
vector. In other words, the network topology plays a role in the learning
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behavior. In contrast, the optimal Bayesian scheme being centralized, there
is no topology influence on it.

It is now legitimate to ask what is the performance loss introduced by
the constrained structure of Apet(6), and if there are alternative schemes
to suitably modify this structure. To answer, we start by introducing the
NB? strategy from [23].

NB? strategy. In the context of distributed Bayesian filtering, it has been
observed that modifying the Bayesian update by raising the likelihoods to
some constant power (equal for all agents) can reduce the error in tracking
the centralized Bayesian posterior [92, 99]. Starting from this observation,
in [23] a social learning scheme with non-Bayesian updates is introduced.
This non-Bayesian learning scheme with non-Bayesian updates (NB?) is
summarized in listing (13.19). The combination step is the geometric-
averaging rule. The fundamental modification lies in the update step,
where the likelihood of each agent k is raised to some positive constant .
Differently from what was proposed in [92, 99], the constant -y is allowed
to be agent-dependent, a property that will be shown to be critical in the
sequel.

NB*: Social learning with non-Bayesian updates

start from the prior belief vectors py,o for k =1,2,..., K
choose the update parameters v, > 0 for k =1,2,..., K
fort=1,2,...
for k=1,2,..., K
agent k observes xj
for 6=1,2,....H
bra(0) = pore,e—1(0) )" (ka,tW) (self-learning)
Ze/e@ fre,t—1(0") 0% (x,6107)
end (13.19)
end

for k=1,2,...,K
for 0=1,2,....H
P § E CHC)
Mk, - aip
T Yhce [en [ 0]
end

end
end

(cooperation)

Unfolding the recursion arising from the algorithm described in listing
(13.19), it is readily seen that the only modification with respect to the
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recursion obtained from traditional social learning is that the log likelihood
ratios Aj; in (6.27) are now multiplied by the update constants 7;. This
implies that in the NB? case the relevant network variable is

K

Ang2 4 (0) £ > ok Ae e (0) (13.20)
k=1

and that the error exponents can be evaluated by computing the LMGF
Ayg2(5;0) £ logE exp {s ANBQJ(G)} (13.21)

and then, for the NB? strategy, the error exponent relative to hypotheses
0 and ¥° is
Sng2(0,9°) & — inf Aygz(s; 6)- (13.22)
sE

13.1.2 Independent Agents

In this section we examine the case where the data are independent across
the agents. Accordingly, the log likelihood ratio of the optimal centralized
Bayesian scheme becomes

K
Acen,t(e) = Z }‘k‘,t(e)' (13'23)
k=1

We start by comparing traditional social learning against the centralized
Bayesian scheme.

Consider first what happens when the combination matrix is doubly
stochastic, which implies that vy, = 1/K, yielding, in view of (13.20),

1 K
Anet,t(0) = 2= > As(6). (13.24)
k=1

Comparing (13.24) against (13.23), we see that, for doubly stochastic
matrices, Anett(6) and Acent(0) differ by a scaling constant K, which
suggests that in this case the decentralized and centralized schemes should
behave similarly in terms of decision performance. We now show that
this is the case by examining the error exponents. In view of (13.24) and
(13.23), the LMGEFs of Apet +(0) and Acen¢(0) are related as follows:

Anet(s;0) = log E exp {s )\net,t(Q)}

= logE exp {s Acent(0) /K} = Acen(s/ K 0). (13.25)
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Using (13.25) along with (13.17) and (13.10), we have
@@net(‘ga 790) = - ;2£ Anet<3§ 6) = - ;QIE Acen(S/K§ 9)
=— irelﬂg Acen(s;6) = Ecen(0,0°), (13.26)

which shows that, when the data are statistically independent across the
agents, traditional social learning with a doubly stochastic combination
matrix achieves the same error exponents, for all pairs (0, 9°) with 6 # 9°,
as the centralized Bayesian scheme.

Consider next the setting where the combination matrix is not doubly
stochastic (recall that it must be left stochastic). This setting plays an
important role in several applications, especially over directed graphs, where
it can be difficult to construct a doubly stochastic combination matrix.
When the matrix is not doubly stochastic, the Perron vector v cannot
have uniform entries.? Therefore, the equivalence between Anet,t(0) and
Acen,t(0) is lost, and, hence, the equivalence between the distributed and
centralized scheme is lost. This happens because an agent with a higher
Perron vector entry gives more credit to its own likelihood with respect to
agents with lower entries. However, giving uneven degree of importance
to the likelihoods is not supported from a statistical viewpoint, since the
optimal Bayesian scheme would assign equal weights to the likelihoods —
see (13.23). Notably, this lack of optimality was already proved for the
case of adaptive social learning [94, 95].

We now show how the NB? strategy from listing (13.19) can overcome
the limitations of traditional social learning thanks to the insertion of
non-Bayesian updates into the social learning loop. In fact, the update
parameters {7} can be used to compensate for the unequal assignment of
importance across the agents’ likelihoods. Specifically, the choice

1
Vg = — (13.28)

Uk,
leads to Aygz ;(0) = Acen,t(0), and, hence, the NB? strategy achieves the
same error exponent as the centralized Bayesian scheme, even with left

stochastic combination matrices. Note that the Perron vector need not

2The columns of A add up to 1 since A is left stochastic by assumption. If vy = 1/K for all

k, from (4.5) we have
1 1
A— == = Al=1, (13.27)
K K
which implies that the rows of A also add up to 1. Therefore, if v has uniform entries, A must
be doubly stochastic.
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be known beforehand by the agents. It can be estimated by means of a
standard distributed consensus protocol [58], as explained in [23].

Example 13.1 (Independent agents). Consider the following social learning problem
with statistically independent data across the agents. The network topology is displayed
in the left panel of Figure 13.1. It is a strong undirected graph (all nodes have a self-loop,
not shown in the figure). On top of it, we construct a left stochastic combination matrix
through the uniform-averaging rule — see Table 4.1. Regarding the agents’ data, consider
the following family of Laplace probability density functions with three different means
and unit scale parameter, namely,

gn(z) = %e‘*z‘“'l”', n=1,23. (13.29)

The distributions of the agents are chosen from among these Laplace densities, in the
specific way reported in Table 13.1. We observe that this assignment results in a globally
identifiable problem for any choice of 9°.

Table 13.1: Identifiability setup for the learning problem in Example 13.1.

Agent k Likelihood model: ¢ (z|6)
=1 0=2 0=3
1-3 91(x) 91 () g3(x)
4-6 91 () g3(x) g3(x)
7-10 g1(x) g2(x) 91(x)

We run all algorithms by assuming that the initial beliefs are uniform. Accordingly,
the overall error probability (13.15), corresponding to the centralized system, becomes

ﬁt = i Z Pyo ¥° # argmax fee, t(e) . (1330)
H oeo 7

Likewise, for the distributed strategies (i.e., the NB? strategy and traditional social
learning), to obtain a compact performance descriptor we further average the error
probabilities of all agents. The overall error probability p; in this case is defined as

K
_ 1 o
Pe= o E E Pygo {19 # ar%égax um(@)] . (13.31)

k=19°€0O

Figure 13.1 shows the evolution over time of this average error probability for: 7) the
NB? strategy from listing (13.19) with the update parameters {y4} chosen according
to (13.28); 44) traditional social learning (SL) from listing (3.16); and i) the central-
ized Bayesian posterior in (13.4). We see that the NB? strategy outperforms traditional
social learning, and attains the same error exponent as the centralized Bayesian posterior.
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Figure 13.1: (Left) Network topology used in Example 13.1. The graph is undirected and
all agents are assumed to have a self-loop (not shown in the figure). (Right) Average error
probability (Egs. (13.30) and (13.31)) as a function of time, for the independent data case and
a left stochastic matrix. We compare: i) the NB2 strategy from listing (13.19) with the update
parameters {7} chosen according to (13.28); i) traditional social learning (SL) from listing
(3.16); and 4iz) the centralized Bayesian posterior in (13.4).

13.1.3 Clusters of Highly Dependent Agents

Interestingly, the NB? strategy can achieve the optimal Bayesian exponent
and outperform traditional social learning even in some scenarios with
high statistical dependence across the agents. This is shown in [23] for the
limiting case where the network is divided into clusters wherein agents
have the same data (i.e., they have maximal statistical dependence). Let
us now examine this case in greater detail.

Specifically, the network is partitioned into M clusters or groups, de-
noted by G1,Ga,...,Gy. The cluster to which agent k belongs will be
denoted by Ci. For example, if we have 3 agents and M = 2 clusters, with

G ={12}, G.={3}, (13.32)
then the clusters to which the individual agents belong are
C1 = Gu, Co = G, C3 = Go. (13.33)

We assume that the agents within the same cluster observe the same data,
i.e., if j and k belong to the same cluster,

Ljt = Tl t- (1334)

In this scenario, traditional non-Bayesian social learning ends up counting
multiple times the same data arising from agents belonging to the same
cluster. In contrast, a centralized Bayesian posterior taking into account
the statistical dependence would discard all redundant data and compute
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the product only between the remaining likelihoods. In other words, the
centralized problem can be reformulated as an equivalent problem with
only M independent data samples at each time ¢t. Assume that, given the
mth cluster, the centralized system picks from this cluster only the data
from a single agent in the cluster, denoted by j,,. Accordingly, the optimal
log likelihood ratio would be the sum of the log likelihood ratios for these
independent data samples, namely,

M
)\cen,t = Z )\jm,t- (1335)
m=1

Note that we can also represent the log likelihood ratio in (13.35) by
including the log likelihood ratios from all agents, by writing

cent Z ‘C ‘ k:t (1336)

In fact, in (13.36) the log likelihood ratio of each agent k is divided by the
cardinality of the cluster to which agent k belongs. Since the log likelihood
ratios corresponding to the same cluster are identical, the representation in
(13.36) is equivalent to including a single log likelihood ratio per cluster.

Consider now the NB? strategy. In order to achieve the same exponent
as the centralized Bayesian scheme, we need to match (13.20) with (13.36).
This is easily obtained by setting

1

= 13.37
Gl (13.37)

For example, if one cluster is made of 2 agents, say j and k, we have
IC;| = |Ck| = 2, and rule (13.37) (apart from compensating for the Perron
vector entries, as explained in the previous section) discounts the log
likelihood by a factor 1/2 to split its contribution equally between the two
agents in the cluster. In contrast, traditional non-Bayesian social learning
neglects the dependence and simply treats the data in the cluster as if they
were independent. As a consequence, in traditional non-Bayesian social
learning the data in the cluster are given more relevance than what they
would deserve according to the optimal Bayesian processing.

Example 13.2 (Clusters of highly dependent agents). Consider the same network
topology used in Example 13.1. To explore the potential benefits of the NB? strategy
with dependent data, for the experiments in Figure 13.2 we consider the following setup.
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Figure 13.2: (Left) Network topology used in Example 13.2. The shaded areas represent the
clusters of agents. The graph is undirected and all agents are assumed to have a self-loop (not
shown in the figure). (Right) Average error probability (Egs. (13.30) and (13.31)) as a function
of time, for the highly dependent data case and a doubly stochastic matrix. We compare: i) the
NB? strategy from listing (13.19) with the update parameters {7} chosen according to (13.37);
i) traditional social learning (SL) from listing (3.16); and i) the centralized Bayesian posterior
in (13.4), computed by assuming perfect correlation among the data within the same cluster.

The data samples of agent 1 originate from a unit-scale Laplace distribution with mean
equal to 0.1; the data samples of all other agents originate from a unit-scale Laplace
distribution with mean equal to 0.05, and these agents (i.e., from 2 to 10) form a cluster
with dependent data. The two groups of agents, G1 = {1} and G> = {2,3,...,10}, are
highlighted in the network topology depicted in the left panel of Figure 13.2. For the
dependence enforced within G2, we consider the following scenarios: the limiting case
where all data within the cluster are the same (corresponding to a Pearson correlation
coefficient equal to 1); the more practical case where we first generate the same data
samples for all the agents within G2, and then add to these samples independent Gaussian
variables with zero mean and unit variance. In this way, the observations of agents
2,3,...,10 are highly correlated but not equal (specifically, they feature a Pearson
correlation coefficient equal to 2/3).

In this example we want to emphasize the role of the dependence among the agents,
rather than of the asymmetries arising from unequal Perron vector entries. Therefore,
we choose a doubly stochastic combination matrix (specifically, a Metropolis matrix —
see Table 4.1), which implies that the Perron vector has uniform entries, i.e., vy = 1/K
for k =1,2,..., K. According to (13.37), the update constants for the NB? strategy are
set as K

Yk i (13.38)
We remember that this design choice has been obtained for a model where the data
within the same cluster are ezactly the same. Observe that this model holds for the
considered case with Pearson correlation coefficient equal to 1, while it does not hold for
the case with Pearson correlation coefficient equal to 2/3. Remarkably, in Figure 13.2
we see that the NB? strategy significantly outperforms traditional social learning for
both the considered values of the correlation coefficient, i.e., also in the more practical
case where the data within the same cluster are different.

In Figure 13.2 we also show the performance of the centralized Bayesian posterior
that assumes perfect correlation among the data within the same cluster. Remarkably,
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the error exponent attained by the NB? strategy, for both the considered values of the
correlation coefficient, is close to the error exponent attained by this Bayesian posterior.

13.1.4 More General Update Rules

The update rule (13.1) was already obtained in Chapter 2 — see (2.90). In
particular, we showed there that, from an information-theoretic viewpoint,
this modified rule arises when one modifies the free energy by weighting the
KL divergence term by 1/v;. From a stochastic-optimization viewpoint, the
parameter 7y plays the role of the step-size of a stochastic mirror descent
algorithm. Rule (13.1) is not the only possibility for deriving posterior
beliefs based on specific constraints [174]. As also discussed in the last
paragraph of Chapter 2, different update rules would arise by considering
variations of the cost functions in (2.61), (2.70), or (2.72), by scaling the
individual terms with different weights, so as to unbalance the relative
importance of past information (encoded in the prior) and fresh data
(encoded in the likelihood). We have seen other instances of this general
approach in Chapter 8 when we introduced the adaptive update rule

V,t(0) o M;lg;il(e)fk(fﬁk,tw- (13.39)

Comparing (13.39) with (13.1) we see that in the adaptive rule (13.39) the
belief, rather than the likelihood, is raised to some power. Note also that
in the adaptive case we did not consider an agent-dependent parameter
0, even if this choice is possible. The reason why an agent-independent
parameter 0 works is that, to infuse adaptation, we do not need to differ-
entiate among the agents. What we need to do is to reduce the importance
of past data in comparison with new data. To this end, we reduced the
importance of the previous-lag belief with respect to the likelihood. In
contrast, as we explained in the previous section, in the NB? update (13.1)
what matters is to assign different degrees of importance to the likelihoods
of different agents, for example, to compensate for different Perron entries
or to avoid redundancy in the case of dependent data. That is why in
(13.1) we consider an agent-dependent parameter .

Another interesting aspect concerns the intrinsic non-Bayesian nature
of the update in (13.1). As we showed in Section 8.2.3, Eq. (13.39) can
be interpreted as a Bayesian update with respect to a flattened belief
g t—1(6) o M}C;il(e). In contrast, Eq. (13.1) cannot be interpreted as a
Bayesian update, since if we try to normalize £}* (z},;|6) to get a probability
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(mass or density) function, we get a normalization constant that depends
on #, and we lose the Bayesian-update structure.

The above discussion suggests that we can also consider a more general
update rule in the form

Vi (0) o g1 OV (2a416), (13.40)

where we raise to suitable powers both the belief and the likelihood. In this
way, we can design social learning algorithms that are at the same time
adaptive (thanks to the adaptation parameter §) and able to control the
discrepancies among the agents so as to optimize the performance (thanks
to the update constants {74}).

13.1.5 Bayesian or Non-Bayesian?

The local Bayesian update employed in traditional social learning is moti-
vated by observing that, when given a prior p—1 and a new observation
Tpt, an agent k acting rationally would build the updated belief py ; via
Bayes’ rule. Since agent k has all the necessary knowledge to perform such
update locally, then it makes sense to assume that the local update step is
Bayesian. Then, traditional social learning becomes globally non-Bayesian
due to the combination step, which aggregates the marginal agents’ like-
lihoods without implementing Bayes’ rule globally, i.e., at the network
level.

We have shown that in some useful cases the NB? strategy attains the
same asymptotic performance as the optimal centralized Bayesian scheme,
while traditional social learning does not. Intriguingly, the NB? strategy
achieves this improvement by adding a further non-Bayesian layer, since
the update step is no longer Bayesian. Therefore, we obtain a curious
result: Two non-Bayesian steps lead to a Bayesian behavior! This might be
regarded as an instance of the double-negation case where two negatives
cancel each other out.

One explanation for this behavior is that the local Bayesian update is a
greedy choice, since it is optimal only locally. In making this greedy choice,
the agent is not considering that this local step is one part of a global
learning process, which involves cooperation with other agents. Therefore,
it is legitimate that a rational agent modifies its local behavior to reach
improved global performance.

In practice, establishing whether in a social learning algorithm the
local updates must be Bayesian or non-Bayesian is an open question.
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From a behavioral viewpoint, social learning models attempt to mimic the
behavior of real-world social groups. Useful theories developed in social
and cognitive sciences support the thesis that agents act individually
in a Bayesian manner. It would be interesting to explore whether these
behavioral theories can incorporate models that depart from the assumption
of local Bayesian updates. In this perspective, a non-Bayesian update
scheme like the one implemented by the NB? strategy can be interpreted
as a more powerful notion of rationality. The agents are cognizant of
belonging to a social system and accordingly modify their updates (from
Bayesian to non-Bayesian) to optimize the social, rather than the individual,
performance. However, from an experimental viewpoint, it is not known
whether the non-Bayesian updates would match well the effective cognitive
mechanism observed in real-world groups.

From an engineering design perspective, we have shown that a social
learning algorithm using the non-Bayesian update rule (13.1) can lead to
superior performance in some scenarios. For this to be true, each agent
k should incorporate (through the parameter 7) into its own update
some information regarding the social aspects. For example, the Perron
vector that is related to the graph of social interactions, or the statistical
dependence across the agents. However, when this knowledge regarding
the distributed network features is not available, or in scenarios different
from the ones considered in [23], the NB? strategy could be outperformed
by a scheme with Bayesian updates.

We could sum up by saying that a local Bayesian update is a more
general-purpose rule motivated by assuming local rationality of the agents,
which does not need any information regarding the distributed network
setting. In comparison, the NB? strategy is a more focused strategy that
can outperform traditional social learning in some cases, by incorporating
ad-hoc information regarding the distributed scenario.

13.2 Censored Beliefs

The ASL strategy introduced in Chapter 8 enables adaptation in social
learning by modifying the Bayesian update rule (3.10a) into the adap-
tive update rule (8.6). We next illustrate another possibility to enable
adaptation in social learning. Referring back to the social learning scheme
(3.10a)—(3.10b), as done for the ASL strategy, we continue to use geomet-
ric averaging for the cooperation step (3.10b) and focus instead on the
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modification of the self-learning step (3.10a), namely, on the computation
of the intermediate belief vector vy, ;.

The basic idea is to avoid that the agents become too “extreme” in
their convictions. To this end, we should avoid that the beliefs about the
discarded hypotheses become too small. Therefore, while we want i) an
intermediate belief vector 1, ; close to the Bayesian update ,u,'i‘;, we also
want i) that the entries of 4, do not fall below some minimum value
Ymin > 0. In this way, these entries will remain bounded away from 0.
These two requirements can be translated into the following optimization
problem:

Yy, = argmin D (p||,u,?‘2) , subject to p() > Ymin >0 VO € O.

PEAH
(13.41)
Note that the minimum admissible belief must fulfill the condition
1
Ymin < 27 (13.42)

otherwise the vector p would have all entries larger than 1/H. Then
the sum of its entries will exceed 1, and p could not be a probability
vector. Preliminarily, we observe that problem (8.1) is feasible under
(13.42) because there exists at least one feasible point, namely, the uniform
solution p(f) = 1/H for all 0 € O.

We now show how to solve (13.41) by using the Karush-Kuhn-Tucker
(KKT) conditions [33, 155]. In order to state these conditions, it is first
necessary to rewrite (13.41) as a convex problem in standard form. To this
end, we introduce the following notation:

J(p) £ D(pllpit),  peRY, (13.43)

f(p) £ > p6) -1, (13.44)
0cO

g0(p) £ Ymin — p(0), 0 €O, (13.45)

which allows us to rewrite the problem in (13.41) as

Y = argmin J(p), subject to f(p) =0 and go(p) <0 Vb € O,
pERf
(13.46)
where R is the set of positive real numbers. Note that the cost function is
strictly convex in its argument p, the equality constraint is affine, and the
inequality constraints are convex. Therefore, we have a convex optimization
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problem, which is feasible since we showed that there exists at least one
feasible point.
We continue by introducing the Lagrangian

L(p.¢,v) 2 J(p) +vf(p) + > Cogolp (13.47)
6co

where v € R is the Lagrange multiplier associated with the equality
constraint, and ¢ = [(p] is the vector collecting the nonnegative Lagrange
multipliers associated with the inequality constraints.

Under differentiability and convexity, it is known that a point p is a
solution to (13.41) if, and only if, it fulfills the KKT conditions, which are
the following [33, 155]:

f(p) =0, (13.48)
go(p) <0, (13.49)
¢ >0, (13.50)
Cogo(p) =0, (13.51)
V,L(p,(,v) =0, (13.52)

where the conditions relative to # are intended to hold for all 8§ € ©, and
where V,, denotes the gradient computed with respect to p.

Let us start by evaluating the #th entry of the gradient in (13.52),
which, by exploiting (13.43)—(13.45), can be evaluated as

oL Cv) _ 0I) OFp) | Dgo(v)
ap(6) ap(©) " op(6) > op(6)
0
=1+v+log MEE@()Q) — (p. (13.53)

Imposing condition (13.52), we find that the sought-after solution 1y, +(6) =
p(0) must satisfy

ra(0) = X 1) €, (13.54)
where we introduced the scaling constant y = e~ (). Accounting for
(13.51), we conclude that

Wmin it ¢p > 0,

Vit (0) = _ (13.55)
X lu’k:,t(e) lf C@ = 0)

which, defining the set S = {# : (s > 0}, can be rewritten as

Ymin if 6 € S,
Yr(0) = B ‘ (13.56)
X ppg(0) if 0 €SS
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where §¢ denotes the complement of S§. Imposing the equality constraint
(13.48), we have

1-— S min
1= S Ga(0) = [Sboin - x 3 p23(0) — = L SVmin

- . (13.57)
B (
0co fese eéc 1 (0)

The solution in (13.56) is not yet determined since we have not specified
how to determine the set S. Moreover, since we must guarantee that
Y1,£(0) > Ymin for all 0, in view of (13.56), when 6 € S we must impose
the condition
XNE,L;(Q) > I/Jmina (1358)

which depends on the constant x and, hence, is also affected by S.

The set S can be obtained by implementing the straightforward algo-
rithmic procedure shown in listing (13.59).

Adaptive update with censored beliefs

initialize ¥, = u%f‘t, S ={0: Yr,:(0) < Ymin}
while ¥y +(60) < min for some 0

for each § € ©

X = 1- |$|wmin
> g 0) (13.59)
6esc
min lf 0 c S
pra@) =40 IS
xugi(6) if6es

end

S = S0 €S : tne(0) < Ymin}

end

In the algorithm (see also Figure 13.3 for a graphical illustration), we
start by collecting into a set S the hypotheses 6 for which the initial beliefs
/JJ,?;(Q) are smaller than or equal to ¥mi,. Then we replace with mi, all
the entries that are smaller than t¢mi,. The additional mass necessary
to fill the gap between these entries and ¥m;, is taken from the beliefs
,u,'i‘;(@) that exceed 1min, which correspond to 8 € S€. Specifically, this
mass is redistributed by applying (13.57) and setting 1y, +(0) = x ME; (9)
for 6 € §¢. If the resulting vector v, ; continues to violate the inequality
constraints, we update the set S, saturate the entries smaller than min,
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Figure 13.3: An example illustrating the algorithm in listing (13.59). (Left) Bayesian update
u%“t. (Center/Right) Beliefs computed by the algorithm in the two iterations necessary to
converge.

and apply again (13.57). The procedure is repeated until the vector vy,
is feasible, i.e., until it fulfills the constraints 1y ¢(6) > ¥min for all 6 € ©.
Note that the algorithm can perform at most H — 1 iterations and that
it must necessarily find an admissible solution. To see why, observe that
at each iteration the algorithm adds at least one new entry equal to ¥min.
Accordingly, if the algorithm has run for H — 1 iterations, the current
belief has H — 1 entries equal to ¥min. However, since at each iteration the
algorithm produces a valid pmf by construction, and since min < 1/H,
we have two cases. If ¥min = 1/H, to obtain a pmf the remaining entry
must be equal to 1/H. This means that the updated S¢ is empty, and
the algorithm terminates with a uniform belief. If instead min < 1/H,
the remaining entry cannot be smaller than i, (otherwise we would not
have a pmf) and, hence, the algorithm terminates. We conclude that the
algorithm finds always an admissible solution in at most H — 1 iterations.

In summary, we arrive at an algorithmic procedure that implements a
belief update with censored beliefs. As a result of keeping the belief-vector
entries away from zero, we infuse the resulting social learning algorithm
with adaptation capabilities. To understand why, it is useful to consider the
simplified setting with a single agent (we accordingly drop the subscript k
in the following). Consider the sequential Bayesian updates seen in (2.21):

pe(0) o< g1 (0)E(:|0), (13.60)
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which lead to the relation

p(6) pi—1(0)
log =log———~= + log
i (0) i1 (0) {(4]0")

(13.61)

As shown in Lemma 2.2, under correct likelihood models, the belief about
the true hypothesis tends to 1 as time elapses. This result follows from
the fact that the log belief ratio between the true and a wrong hypothesis
diverges asymptotically (as shown in (2.42)). For instance, if the true state
is 0, the log belief ratio in (13.61) diverges to co.

Assume now that the true state is # until a given time instant 7' > 1,
and then the true state changes from 6 to #’. To examine the learning
behavior under this new condition, it is useful to write the following relation
fort > T

e (0)
tog e (0')

— 1o pr(9) : o {(z|0)
=1 B )+ > lgi(% (13.62)

|

0’ T=T+1 ’9,)

If T is large, we have ur(0) ~ 1 (hence, ur(0') = 0). Thus, the first term
on the RHS of (13.62) is large. As observed, this is a desired behavior to
learn the hypothesis 6 that is in force until 7. On the other hand, under the
new true hypothesis ¢, the log belief ratio in (13.62) should invert its trend
and diverge to —oo, thus resulting in a belief that is correctly maximized
at 6. However, it is virtually impossible to achieve correct learning within
a short time period, due to the almost infinite initial condition at ¢ = T.
To mitigate this effect, we can censor the beliefs in such a way that they
remain sufficiently away from zero, which would guarantee the boundedness
of the first term on the RHS of (13.62).

The shape of the resulting intermediate beliefs in (13.56) has an inter-
esting interpretation. Depending on the values of the traditional Bayesian
update u,i‘;, some entries of 9y, ; are censored and set to the minimum
admissible credibility ©min. The other entries of v, ; are a scaled version of
the traditional Bayesian update. In a nutshell, we could say that v, ; follows
as much as possible the shape of the Bayesian update, while remaining
compatible with the minimum credibility constraint. It is useful to make
some analogies and distinctions with respect to the adaptive social learning
(ASL) strategy introduced in Chapter 8.
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e We have already seen that the ASL strategy leads to a linear com-
bination of log likelihood ratios — see, e.g., (9.1). In contrast, when
applied in a social learning context, the censored-belief approach
entails repeated nonlinear steps related to the censoring operation.
While it is still true that, with the geometric combination rule, the log

ratios log lf/)jj’_tt%*)) are linearly combined, this combination takes place

after a censoring operation that destroys the overall linear structure
of the recursion.

o The censoring strategy implemented by (13.56) is reminiscent of
the philosophy underlying traditional change detection or quickest
detection procedures, such as Page’s CUSUM test [14, 141, 163, 176].
For a single-agent, binary change-detection problem, it is well known
that censoring the decision statistic is beneficial from the quickest
detection viewpoint. In particular, in the single-agent binary detection
case with true distribution corresponding either to ¢(x|1) or ¢(x|2),
and with data generated from a hypothesis that suddenly varies at
some instant, Page’s rule optimizes in a suitable mathematical sense
the trade-off between false alarms and time to detect the change [133,
142]. It would be interesting to explore whether this trade-off is
also optimized by the belief-censoring strategy adopted in the social
learning setting. It would also be interesting to compare the ASL
strategy against the strategy with censored beliefs. This type of
comparison is akin to the classic comparison existing in the literature
between EWMA and CUSUM control charts [114] for single-agent
binary detection problems.

e Another aspect is the impact of censoring on the wvalue itself of the
belief, rather than on the decision made by the agents. The belief
value plays an important role in opinion formation and contains more
information than the decision. It provides the degree of confidence
assigned by the agents to each hypothesis, and, in particular, reveals
how confident an agent is about a particular decision. For example,
consider the case where sufficient evidence has been collected in
support of the target hypothesis, so that the belief corresponding
to the wrong hypotheses has reached the minimum value ¥ni,. This
means that the belief corresponding to the target hypothesis has
reached the maximum value tolerated by the censored strategy, which
i8S Ymax = 1 — (H — 1)¥min. Assume now that the data distribution
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changes by providing more evidence in support of the currently chosen
hypothesis. The censored strategy is not able to translate this increase
of evidence into an increase of belief, since the maximum value ¥max
has already been reached. In contrast, the ASL strategy will reflect
the change by fluctuating around a higher belief. This is because the
ASL strategy inherently tracks an analog decision statistic, whereas
the censored strategy can track only until censoring takes place.

o We observed in Chapter 5 that traditional social learning allows the

belief about the target hypothesis to reach values astronomically
close to 1, making the agents reluctant to change their mind in the
presence of drifting conditions. One might ask whether such an endless
improvement makes sense in practice and which mechanisms can be
implemented to contrast it. In this connection, both the ASL and
the censored strategies prevent the belief about the target hypothesis
to approach indefinitely the value 1, albeit in two very different
manners. For the ASL strategy, the belief “collapse” is avoided by
preserving some degree of uncertainty in the beliefs, which keep on
fluctuating randomly as time elapses. The censored strategy operates
more “abruptly”; it forces the beliefs to stay always above a minimum
credibility, which implies that the belief about the target hypothesis
stays bounded away from 1.

The comparison of different adaptation mechanisms is particularly
interesting from a behavioral perspective, where numerous questions
arise. For example, which adaptation mechanism would represent more
faithfully the behavior observed in a certain distributed cognitive
process? Are different categories of individuals represented by different
adaptation mechanisms?

13.3 Learning the Social Graph

We have explained in the previous chapters that the network graph plays

a critical role in the social learning performance. For example, we saw
in Chapter 5 how diverse learning modes are observed over connected
or weak graphs. In social learning applications, there is however another

important learning problem that we should consider, namely, the inverse

problem of learning the underlying graph structure from the observation
of the beliefs. In other words, instead of focusing on what the agents learn
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through their social learning algorithm (which is the goal of the direct
learning problem), we can focus on the dual problem that deals with how
the nodes learn (i.e., on discovering the hidden interconnections that drive
the social learning process). Figure 13.4 summarizes this scenario. In the
direct problem, we start from a topology, run the social learning algorithm,
and examine its performance (e.g., the convergence of the agents’ beliefs or
the probability of misclassifying the target hypothesis) and the dependence
of this performance on the graph. Conversely, in the dual problem we
collect the streams of beliefs v, ; publicly exchanged by the agents, and
focus on discovering the underlying graph.

dual problem
direct problem (graph learning)

(social learning)

probed nodes shared beliefs estimated graph

Figure 13.4: Illustration of the social graph learning problem. The agents of a network run a
social learning algorithm to construct their beliefs about some hypotheses of interest (the direct
learning problem). The network graph influences the way each agent shares its opinions with
its neighbors. An inferential engine can probe the subset of agents {j, k,I,m} and collect the
pertinent beliefs shared over the network. Based on these beliefs, the goal of the dual learning
problem is to estimate the subgraph of connections between nodes j, k, 1, m.

The general problem of learning a graph topology from measurements
collected at the nodes arises across several disciplines. It is therefore not
surprising that this problem is referred to in multiple ways, including: graph
learning, topology inference, network tomography, graph reconstruction,
graph estimation. The graph learning problem can provide answers to
many interesting questions. For example, by observing the evolution of
the nodes’ signals, can one establish which nodes are sharing information
with each other? How is privacy reflected in these interactions? Can one
discover which nodes have a magnified influence on the overall network
behavior? Numerous applications would benefit from such answers: tracing
the relationships between the users in a social network to capture the
opinion formation mechanism or to locate the source of fake news [115, 118,
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140, 160]; discovering clandestine information flows over the Internet [116,
168]; learning the synchronized cognitive behavior of a school of fish evading
predators [51, 138]; investigating the interaction between structural and
functional connectivity in the brain [112]; characterizing the evolution of
urban traffic [61]; discovering hidden relationships in financial data [86];
estimating gene regulatory networks from gene expression data [75].

Owing to several forms of physical limitations, the difficulty in address-
ing the graph learning problem is compounded by the fact that usually
only a limited fraction of the nodes can be probed. This is especially true
over large-scale networks. A second important question arises: Despite
the presence of latent, unobserved nodes, can partial observations still be
sufficient to discover the graph linking the probed nodes? For example,
in probing signals from the brain, only certain regions of the brain are
examined. Likewise, in probing signal flows over a social network with
millions of members, only a limited number of observations may be avail-
able. Under this regime, which is referred to as the partial observability
regime, graph learning becomes more complicated than usual, since the
signals collected at the probed nodes are subject to the influence (through
information diffusion) of the unobserved nodes. Interestingly, recent works
show that, despite the influence of the latent nodes, the graph linking the
probed nodes can be estimated faithfully under suitable conditions [47,
121, 122, 124, 150].

There exist some useful survey articles related to the topic of graph
learning [63, 81, 117, 121]. Since the focus of this book is on social learning,
it is useful to mention two recent works that deal with the graph learning
problem in the context of the social learning models that we have introduced
and examined in the previous chapters.

The first work is [118], which addresses the topology inference problem
for a social learning algorithm ruled by a weak graph — see Section 4.5.
Specifically, given the beliefs collected by probing a node belonging to a
receiving network, the goal is to discover the global influence that any
sending network might have exerted on that node. This problem is also
referred to as macroscopic topology learning in [118]. This global influence
is measured by the sum of the limiting combination weights from all nodes
in a given sending network to the node under consideration. The limiting
combination weights automatically embody the effect of multi-hop paths
from the agents in the sending networks to the agents in the receiving
networks — see (4.55). The following strong interplay between social
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and topology learning is discovered in [118]: Given H hypotheses and S
sending networks, for macroscopic topology learning to be feasible it is
necessary that the number of sending networks is smaller than or equal
to the number of hypotheses, i.e., that S < H. This is only a necessary
condition. For example, by exploiting the theory of Euclidean distance
matrices, it is shown in [118] that if the data within the sending networks
follow a very structured Gaussian model (see details in [118]), macroscopic
topology inference is feasible only for S = 2. However, and remarkably,
one fundamental result from [118] is that macroscopic topology inference
becomes feasible whenever S < H (that is, the condition S < H becomes
also sufficient) provided that a certain degree of diversity exists in the
statistical models of the sending networks.

The second work that we would like to mention is [160], which addresses
the problem of estimating, from the beliefs publicly exchanged by the agents,
the entire combination matrix underlying the social learning algorithm. A
graph learning algorithm is proposed, whose analytical characterization
reveals that it is possible: i) to estimate faithfully the combination matrix,
which allows to learn the underlying topology and quantify the pairwise
influences between agents; i) to identify the influence that each individual
agent has on the objective of truth learning and accordingly quantify its
degree of informativeness, further allowing to identify the influencers and
the influenced agents. The proposed algorithm works under nonstationary
environments where either the true state of nature or the graph topology
are allowed to drift over time. The operation of the algorithm is illustrated
by applying it to different subnetworks of Twitter users to identify the
most influential users by using the text contained in their public tweets.
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Appendix A

Convex Functions

In this book we use some properties of convex functions. For this reason, we
collect in this appendix minimal elements about convex functions that are
directly applied in our proofs. For a broader treatment see, e.g., [33, 155].
Here and in the forthcoming appendices, most classic results are stated
without proof; for these results, we provide references where the interested
reader can find the necessary technical background and derivations.

We start with the definition of convex sets.

Definition A.1 (Convex sets). A set S C R? is convex when, for all pairs of
distinct points z,y € S and all p € (0, 1), the point z = pz + (1 — p)y belongs to
S.

Geometrically, a convex function is U-shaped: Given two points x and
y, the line segment (chord) connecting f(x) to f(y) lies above or on the
function evaluated along the line segment that connects = to y.

Definition A.2 (Convex functions). A function f : R? — R is convex when its
domain dom(f) is convex and

flpz+ (1 —ply) <pf(x) + (1 —p)fly) Ve,y€dom(f), Vpe[0,1]. (A.1)

The function is called strictly convex if the inequality is strict whenever x # y
and 0 < p < 1.

When the function is differentiable, convexity can be defined in terms
of the gradient.
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Lemma A.1 (First-order condition for convexity [33]). Let f : RY — R be
defined in an open domain dom(f) and differentiable on it. Then, convexity is
equivalent to the condition

f@) = f@) > [Vf@)] (y—=) Yo,y € dom(f), (A2)

and strict convexity holds when the inequality is strict for all x # y.

In particular, when 0 € dom(f) and f(0) = 0, we have the following
two relations that are useful in some of our proofs:

fly) > [Vf(0)]"y vy € dom(f), (A.3a)
Vf@)Tz> f(z) Ve dom(f). (A.3b)

Equation (A.3a) is obtained by setting z = 0 in (A.2), whereas Eq. (A.3b)
is obtained by setting y = 0.

When the function is twice differentiable, convexity can be directly
expressed in terms of the Hessian matrix.

Lemma A.2 (Second-order condition for convexity [33]). Let f : RY — R be
defined in an open domain dom(f) and twice differentiable on it. Then, f is
convex if, and only if, the Hessian matrix V2 f(x) is positive semidefinite (i.e.,
all its eigenvalues are nonnegative) for all x € dom(f). Strict convexity holds
when the matrix is positive definite (i.e., all its eigenvalues are positive).

Convexity is especially useful in optimization problems, because it
provides information about the existence and/or uniqueness of minima.
Consider an open domain dom(f). Recall that, regardless of convexity, if
x° is a minimum (even local) of a differentiable function f, then we must
have V f(z°) = 0. Convexity implies that annihilation of the gradient is
also a sufficient condition for a minimum to exist. Moreover, for convex
functions this minimum is always a global minimum, but there might be
multiple global minima. For strictly convex functions, this is not possible,
and when a minimum exists, it is the unique global minimum.



Appendix B

Entropy and KL Divergence

This appendix collects some information-theoretic quantities that are useful
in our treatment. For more details see, for example, [52].

In the forthcoming definitions we adopt the following conventions (based
on continuity arguments):

1 0 a 0
Olog - =0log0 =0log—- =0 log — = o0 log— = —o0, (B.1
g5 g g5 =0, gy = o o , (B.1)

for a > 0. We start by presenting the definition of Shannon’s entropy for
discrete random variables, which quantifies the uncertainty associated with
a probability mass function.

Definition B.1 (Shannon’s entropy). Let y be a discrete random variable defined
on a set Y and having pmf p(y). The entropy of y or, equivalently, the entropy
of the pmf p(y), is

1 1
H(p) = ) p(y)log —— =Elog —. (B-2)
g; p(y) p(y)

Next, we define the conditional entropy of a random variable z given
another random variable y, which quantifies the residual uncertainty con-
tained in z once ¥y is observed.

Definition B.2 (Conditional entropy). Let y and z be two discrete random
variables defined on sets Y and Z, respectively, and having joint pmf p(y, z).
The entropy of z given an observed value y is the entropy of the conditional pmf
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p(zly),

> plzly) log ﬁ. (B.3)

zZEZ
The conditional entropy of z given y is the expectation of the above quantity
taken over the distribution of y,

1
Hay(9) 23 D p(0,2) o8 ops = Elog ms. (B-4)

YyeY 2€2

In the following definition we introduce the cross-entropy between a
reference pmf p(y) (which is assumed to be the actual pmf of the random
variable y) and another pmf ¢(y).

Definition B.3 (Cross-entropy). Let y be a discrete random variable defined on
a set ) and having pmf p(y). Let ¢(y) be another pmf defined on the same set.
The cross-entropy between p(y) and q(y) is

Zp log =Elog % (B.5)
vy qQ\y

We continue by defining a quantity related to the cross-entropy, called
Kullback-Leibler (KL) divergence or relative entropy, which is useful to
measure the dissimilarity between a reference pmf p(y) and another pmf

q(y)-

Definition B.4 (KL divergence). Let y be a discrete random variable defined on
a set Y and having pmf p(y). Let ¢(y) be another pmf defined on the same set.
The KL divergence between p(y) and ¢(y) is

D(plla) £ "y Yog 3 PU) _ g 1og 2Y). (B.6)
= q(y) q(y)

Since log(p(y)/q(y)) = logp(y) — log q(y), by using Definitions B.1 and B.3 we
get the following representation:

D(pllqg) = H(p,q) — H(p)- (B.7)

Moreover, the KL divergence is always nonnegative, and is equal to 0 if, and
only if, p = gq.
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The KL divergence can also be introduced for two pdfs p(y) and ¢(y)
defined on R%:

B ) N e )
D(pllg) = Elog W /de(y)l & 4(y) dy, (B.8)

and it can be extended to more general probability measures by appealing
to the concept of the Radon-Nikodym derivative [54].

Similarly to what was done in Definition B.2, we can introduce the
conditional cross-entropy as follows.

Definition B.5 (Conditional cross-entropy). Let y and z be two discrete random
variables defined on sets ) and Z, respectively, and having joint pmf p(y, z). Let
q(z|y) be a conditional pmf defined for y € Y and z € Z. Given an observed
value y, the cross-entropy between the conditional pmfs p(z|y) and ¢(z|y) is

> p(zly) log s | 7 (B.9)

The conditional cross-entropy H.,(p, q) is the expectation of the above quantity
taken over the distribution of v,

1
H,(p,q ZZ}) (y, 2 |y) =Elog —— PEMmE (B.10)

YeEY 2€Z

Likewise, we define the conditional KL divergence as follows.

Definition B.6 (Conditional KL divergence). Let y and z be two discrete random
variables defined on sets Y and Z, respectively, and having joint pmf p(y, z). Let
q(z|y) be a conditional pmf defined for y € Y and z € Z. Given an observed
value y, the KL divergence between the conditional pmfs p(z|y) and ¢(z|y) is

Zp Iy)log H (B.11)

The conditional KL divergence D, |,(p||q) is the expectation of the above quantity
taken over the distribution of y,

D.y(plla) 2> p(y,2) log :

YyeY 2€2

\/

= Elog z(z‘y). (B.12)

\_/

Since log(p(z|y)/q(z|ly)) = logp(zly) — logq(z|y), by using Definitions B.2
and B.5 we get the following representation:

D.1y(pllg) = Ha1y(p,q) — Hz1y(p)- (B.13)






Appendix C

Probabilistic Inequalities

We start by introducing three famous inequalities that are employed to
obtain concentration bounds. These bounds are useful to estimate the
probability that a random variable exceeds some threshold or deviates
from expected behavior.

The first inequality relates the probability that a nonnegative random
variable exceeds a threshold to the expectation of the random variable.

Theorem C.1 (Markov’s inequality [21, 85]). If z is a nonnegative random
variable and a > 0, then

Ez

Plz>a) < — (C.1)

The second inequality can be obtained as a corollary of Markov’s
inequality, and establishes a connection between the variance of a random

variable and the probability that the random variable deviates from its
expectation.

Theorem C.2 (Chebyshev’s inequality [85]). If z is a random variable and a > 0,

then
E [(z - Ez)Q]

Pllz—Ez| >a] < =

(C.2)

The third inequality can also be obtained from Markov’s inequality, and

provides an exponential bound on the probability that a random variable
exceeds a threshold.
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Theorem C.3 (Chernoff’s bound [31]). If z is a random variable, a € R, and
s > 0, then

Plz > a] < 2¢

— - esa ’

(C.3)

Another concentration bound that is useful in our treatment is the inde-
pendent bounded differences inequality, which is also known as McDiarmid’s
inequality [125, 155].

Theorem C.4 (McDiarmid’s inequality [125, 155]). Consider N independent
random vectors

21621,Z2€ZQ7...,ZN€ZN7 (0‘4)
and a function g : Z1 X Z5 X - -+ X Zny +— R that satisfies, for : = 1,2,..., N, the
condition

lg(z1,22,. ., 25y 2n) — g(21, 22, oy Ziy ooy 28)| < @ (C.5)

for some constants ¢; and for all sequences
{z1,22,. .., Ziy..., 2N} and {z1,22,...,Zi,..., 2N} (C.6)

that differ only in their respective ith vectors. Then, letting

N
e= Zc?, (C.7)
i=1

for all a > 0 we have the following concentration bounds:

P{g(zl,z%...,z]\r) —Eg(z1,22,...,2n) > a} < 672(12/67 (C.8a)

]P’[g(zl,zQ,...,zN) —Eg(z1,22,...,2n) <fa} < 672‘12/6. (C.8b)

The next statement introduces a fundamental inequality concerning
the interplay between random variables and convex functions.

Theorem C.5 (Jensen’s inequality [7]). Let g(z) be a convex function from I
to R, where I C R is an open interval. Let z be a finite-mean random variable
such that P[z € I] = 1. Then

g(IEz) < Eg(z). (C.9)
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Theorem C.5 has the following immediate implication. Assume that
g(z) is a convex function from an open interval I to R. Given a collection
of points {z,}_; belonging to I, and a collection of convex weights (i.e.,
nonnegative scalars that add up to 1) {a,}"_;, then we have

N N
g (; an Zn) < ;ang(zn)~ (C]_O)

This result follows readily from Theorem C.5 because the sequence of
weights can be interpreted as a probability vector.

The next inequality is an essential tool in the theory of measure and
integration. We state it directly in the probabilistic form used in our
treatment. This form relates the joint moment of two random variables to
their individual moments of specific orders.

Theorem C.6 (Holder’s inequality [145]). Given two random variables z; and
zg, for any r1,rs € [1,00) with 1/r1 +1/rp =1,

iR 1
E|z122| < (E|z1|™) ™ (E|z2|™) 72 . (C.11)

We remark that, for r; = ro = 2, Holder’s inequality coincides with the
Cauchy-Schwarz inequality for expected values.

We conclude the appendix with a useful inequality that relates the KL
divergence to the so-called total variation distance, which is defined as
follows.

Definition C.1 (Total variation distance). The total variation distance between
two pmfs p(z) and ¢(z) defined on a set Z is

Drv(p,a) = 5 3 Ip(=) — a(2)]. (C.12)

Likewise, the total variation distance between two pdfs p(z) and ¢(z) defined on
R is
1
Drvina) =3 [ 19(e) = a(o)a (©13)
R4

Note that the total variation distance is basically an L; distance [145]
(but for a constant factor). Technically, there exists a more general definition
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of total variation between probability measures, but the definition provided
here is sufficient for our purposes.

The inequality connecting the KL divergence to the total variation
distance is the following.

Theorem C.7 (Pinsker’s inequality [139, 155, 165]). Given two pmfs or pdfs p
and g,

D(pllq) > %D-Qrv(p, q). (C.14)

Actually, Pinsker proved the inequality with a constant larger than
1/2 [139]. The inequality in the form (C.14) was derived independently by
Csiszéar, Kemperman, and Kullback — see [165].



Appendix D

Stochastic Convergence

In this appendix we focus on the convergence of infinite sequences of
random vectors,

21,29, ., with z, € R? Vn e N. (D.1)

To denote the sequence, we will compactly write {z,}, implicitly implying
that n € N.

D.1 Types of Stochastic Convergence

Consider a sequence {z,} of random vectors in R, defined on a common
probability space identified by the triple (2,.%,P). We recall that, in this
triple, 2 denotes the sample space that collects the possible outcomes of the
random experiment under consideration. The realization of the sequence
associated with a particular outcome w is denoted by

z1(w), z2(w), ... (D.2)

We also recall that the symbol .% denotes a o-field of subsets of 2, called
events, and P is a probability measure defined on %.

There are different types of stochastic convergence. The simplest type is
the following immediate generalization of the standard concept of the limit
of a deterministic sequence: We require that, for every w € €2, the sequence
in (D.2) converges to a limiting value z(w). In this case, we would say that
the sequence {z,} converges surely to the random vector z.

However, in probability theory, the strong requirement of convergence for
every outcome is more conveniently replaced by requiring convergence for
almost all realizations, i.e., possibly excluding a set of outcomes occurring
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with probability 0. This leads to the concept of almost-sure convergence,
a.k.a. convergence with probability 1.

Definition D.1 (Almost-sure convergence). Let {z,} be a sequence of random
vectors in R%. We say that {2, } converges almost surely (or with probability 1)
to a random vector z when

P [ lim z, = z} = I (D.3)
n—oo
That is, when the set of outcomes

{w €NQ: lim z,(w) = z(w)} (D.4)

n— oo

has probability 1. Our notation for almost-sure convergence is

Zn =2 2. (D.5)

n—oo

A weaker notion of convergence is convergence in probability. In this
case, instead of requiring that z, converges to z for almost all realizations,
we require that the probability that z, deviates from z vanishes as n — oo.
In the following, the symbol || - || denotes the Euclidean norm.

Definition D.2 (Convergence in probability). Let {z,} be a sequence of random
vectors in R?. We say that {zn} converges in probability to a random vector
z € R? when, for all € > 0, we have

lim u»[uzn RS g} — (D.6)
n—oo
Our notation for convergence in probability is

2y —— 2. (D.7)

n— 00

Another useful notion is convergence in the mean. Here we require that
the expected value of the absolute deviation of z, from z vanishes. In
particular, we can consider convergence in the rth mean by taking the
rth absolute moment. Before introducing this type of convergence, it is
necessary to define the L, norm of a vector. Given a vector = = [z;] € RY,

its L, norm is
d 1/r

[ T (D.8)
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Definition D.3 (Convergence in the rth mean). Let {z,} be a sequence of
random vectors in R and let 7 > 0. We say that {z,} converges in the rth
mean (or in the L, norm) to a random vector z when

lim E [||zn - z||§} —o0. (D.9)
n— oo
Our notation for convergence in the rth mean is

PR (D.10)

n—oo

It is possible to show that, for » > 1, convergence in the rth mean is
implied by convergence with respect to higher-order moments, i.e.,

Zn n%oo z =z ni%oo z (D.11)
for all s > r.

Finally, we introduce the notion of convergence in distribution, a.k.a.
weak convergence or convergence n law. Here we require that the cumu-
lative distribution function (cdf) of z,, converges to some limiting cdf. In
the following, int(S) and cl(S) denote the interior and the closure of a set
S, respectively, and 9§ = cl(S)\int(S) denotes the boundary of S.

Definition D.4 (Convergence in distribution). Let {z,} be a sequence of random
vectors in R? and z a random vector in R%. Let F,,(z) and F(z) be the cdfs
of the random vectors z, and z, respectively. We say that the sequence {z,}
converges in distribution (or weakly, or in law) to z when

lim F,(z) = F(z) (D.12)

n— o0
for any z that is a continuity point of F'(z). Our notation for convergence in
distribution is 4

Zn — 2. (D.13)

n—oo
An equivalent definition that is useful in our treatment is the following. The
sequence {z,} converges in distribution to z when

lim Pz, € S] =Pz € S (D.14)

for all sets S C R? that satisfy the condition
Plz € 0S] = 0. (D.15)

In other words, convergence in distribution takes place when the probability that
zn, belongs to S converges to the probability that the limiting variable z belongs
to S, for all sets S that have a boundary where z lies with zero probability.
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Note that for convergence with probability 1, in probability, or in the
rth mean, we need to compare the actual values of the random vectors z,
and z. For example, for convergence in probability we have to evaluate
the deviation ||z, — z||. This implies that these variables must be defined
on the same probability space. In contrast, convergence in distribution
requires that the cdf of z,, converges to the cdf of z, without requiring a
direct comparison in terms of random vectors. As a result, for convergence
in distribution, the random vectors z,, and z, as well as the random vectors
in the sequence {z,}, need not be defined on the same probability space.

There exist some useful connections between the different types of
stochastic convergence. Applying the pertinent definitions, it is readily
verified that almost-sure convergence implies convergence in probability,
which in turn implies convergence in distribution:

a.s. P d
Zp —— 2 = Zy—— 2z =  Z, —— Z. (D.16)
n—o0 n—o0 n—oo

Likewise, convergence in the rth mean is stronger than convergence in
probability, namely,

Ly
Zn —L 2z = oz, —— z, (D.17)
n—oo n—oo

as can be verified by applying Markov’s inequality (Theorem C.1). Note that
there is no implication involving almost-sure convergence and convergence
in the rth mean. In fact, in general, almost-sure convergence does not
imply, nor is implied by convergence in the rth mean. Additional conditions
(like uniform integrability) are needed to establish a link between these
two types of convergence — see, e.g., [159].

D.2 Fundamental Asymptotic Results

This section collects some classic results that we call upon during our
treatment.

We start with a theorem that is very useful when one needs to prove
convergence in distribution. The theorem establishes a strong link between
convergence in distribution and the behavior of the characteristic function.

Theorem D.1 (Lévy-Cramér continuity theorem [159, Thm. 1.9]). Let {z,} be
a sequence of random vectors in R?, and consider the associated sequence of
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characteristic functions

on(s) 2Ee *,  seRY (D.18)

where ¢« = \/—1 is the imaginary unit. Then, the sequence {z,} converges in
distribution to a random vector z if, and only if, the sequence of characteristic
functions {¢n(s)}nen converges to the characteristic function of z, namely, to

o(s) 2Ee”* *,  seR% (D.19)

In other words, we have the following double implication:

Zn —2 5z = lim ©n(s) = o(s) Vs eR% (D.20)

n—00 n—r00

One useful consequence of the Lévy-Cramér continuity theorem is the
following result, which is often referred to as the Cramér-Wold device.
The result establishes that convergence in distribution of a sequence of
random vectors is equivalent to convergence in distribution of all linear
combinations of the entries of the vectors.

Theorem D.2 (Cramér-Wold device [159, Thm. 1.9]). Let {z,} be a sequence
of random vectors in R?. Then, the sequence {z,} converges in distribution to a
random vector z € R? if, and only if,

" zn —2— ¢z for all deterministic vectors ¢ € R?. (D.21)
n—o0

The next theorem examines what happens, in terms of convergence,
when the random vectors in a sequence are transformed by a continuous
mapping. Loosely speaking, the theorem ascertains that the limit of the
mapping is equal to the mapping of the limit for three types of conver-
gence, namely, almost-sure convergence, convergence in probability, and
convergence in distribution.

Theorem D.3 (Continuous mapping theorem [65, Thm. 3.2.10]). Let {z,} be
a sequence of random vectors in R? and z a random vector in R%. Let

g:R*—R™ (D.22)

be a mapping continuous at every point of a set .4 such that P[z € A] = 1. Then
we have the following implications:
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Zn — 2z = g(za) — g(2). (D.23)
n—oo n—o0
ii)
Zn——2z = g(zn) — g(2). (D.24)
n—oo n—oo
iii)
sz = 9(zn) 4, g(2). (D.25)
n—o0o n—00

In our proofs, we often exploit the following properties of stochastic
convergence.

Lemma D.1 (Useful properties of stochastic convergence [166]). Let {y, } and
{zn} be sequences of random vectors in R<.

P1) If y,, converges in probability to y and z, converges in probability to z,
then
Y, +2n —— y+ 2. (D.26)

n—00

P2) z, converges in probability to z if, and only if, all its entries converge in
probability to the corresponding entries of z.

P3) If y,, converges in distribution to a deterministic constant ¢, then y,,
converges in probability to c.

The next lemma shows a sufficient condition for the product of random
sequences to vanish in probability. This lemma is perhaps less known, and
for this reason, it is stated with proof.

Lemma D.2 (Product of random sequences). Let z, = wyy,,, where {w,} and

{y,,} are two sequences of nonnegative random variables satisfying the following
conditions:

i)

w, —— 0. (D.27)

n—o0

ii) For sufficiently large values y > 0,
Ply, >yl < g(y), (D.28)
where g(y) is a nonnegative function such that

lim g(y) = 0. (D.29)

Yy—>r00
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Then,
iy —— ) (D.30)

n— o0

Proof. For any two positive values y and z,

{wn < z/y} ﬂ {yn < y} — {wnyn < z} (D.31)

Now, for any two events A and B, the statement A = B is equivalent to the statement
B¢ = A° (the notation A° denotes the complement of A). Therefore, Eq. (D.31) is
equivalent to

{wnyn < z}c = ({w < Z/y} ﬂ {yn < y})c7 (D.32)

which is in turn equivalent to

{wnyn > z} = {wn > z/y} U {yn > y}, (D.33)

because, in view of De Morgan’s law [21], the complement of the intersection of two sets
is the union of the complements of the sets. Moreover, since the condition A — B
implies that P[A] < P[B], from (D.33) and using the union bound, we conclude that

Plzn > 2] < Plwn > z/y] +Ply,, >yl (D.34)

Now, let us fix a value € > 0 and choose y sufficiently large to use the upper bound in
(D.28) and to ensure that g(y) < /2 (the latter choice is possible thanks to (D.29)).
Therefore, for such a y, Eq. (D.34) implies

Plz, > z] < Plw, > z/y] + 9(y) < Plw, > z/y] + /2. (D.35)

On the other hand, since by assumption w,, converges to 0 in probability, for given
values of y and z there exists a sufficiently large no such that, for all n > ng, the
quantity Plw, > z/y] is also strictly upper bounded by &/2. Using this result in (D.35)
we conclude that

Plzn > z] <& Vn > no, (D.36)

which means that the limit of P[z, > z] is 0 for all choices of z > 0. Since z, is
nonnegative, this conclusion corresponds to the statement that z, converges to 0 in
probability, and the claim of the lemma is proved.

|

The next theorem is a classic result that is useful to examine the
convergence in distribution of sums or products of two random sequences,
one converging in distribution, the other converging to a deterministic
value in probability.
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Theorem D.4 (Slutsky’s theorem [159, Thm. 1.11]). Let {z,} be a sequence of
random variables converging in distribution to a random variable z. Let {c.} be
another sequence of random variables converging in probability to a deterministic
value c. Then

Znten —2 s 2t c, (D.37)
n—oo

CnZn —— 2. (D.38)
n—oo

Note that with Slutsky’s theorem we are able to draw useful conclusions
about sums or products of random variables without knowing the joint
characterization of these random variables. We also remark that Slutsky’s
theorem can be generalized to handle random vectors [166]. In particular,
if {z,} and {c,} are sequences of random vectors in R¢, then

d d
zn —— 2z and ¢, L = zZn+ec, —— z+c. (D.39)
n—oo n—o0 n—o0

Example D.1 (Stochastic convergence with continuous parameter). When dealing with
adaptive social learning in Chapters 8, 9, and 10, we are faced with questions related
to stochastic convergence when a certain continuous parameter § approaches zero. We
can easily restate the definitions of stochastic convergence in terms of a continuous
parameter §, as opposed to a discrete index n. We explain in this example how the
theorems listed before can be adapted to the continuous-parameter case — see [145,
p. 213] for more discussion on how to move from countable sequences to continuous
parameters. The adjustment is achieved by resorting to the sequential property of the
limit, which states that, given a deterministic function f(4), we have [144, Thm. 4.2]

lim f(8) = ¢ (D.40)

6—0

if, and only if,

lim f(dn) = £ for all sequences {4, } such that 6, # 0 and lim §, = 0. (D.41)
n— oo n—oo
If desired, the limiting point 0 can be replaced by any arbitrary value &, also foo.
Assume now that we want to apply, for example, Theorem D.4 to a family of random
variables {zs} indexed by the continuous parameter §. The hypotheses of Slutsky’s
theorem for a continuous parameter become

zs LN z, cs 2 c. (D.42)

6—0 6—0
Let us denote by Fs(z) and F(z) the cdfs of zs and z, respectively. According to
Definition D.4, the convergence of zs to z in (D.42) means that lims_ F5(z) = F(z)
for all continuity points of F(z). Using the sequential property of the limit, (specifically,
considering that (D.40) implies (D.41)), we deduce that, for any sequence {d,} such
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that §, # 0 and limy,— e 0, = 0, the extracted sequence of functions Fs, (z) converges
to F(z) (for all continuity points of F(z)), which means that

Zs, 42 (D.43)

n—o0

A similar argument applies to the convergence of ¢5 to ¢ in (D.42). In summary, if
we extract the following n—indexed sequences {z,} and {e¢.} from {zs} and {cs},
respectively:

A A
Zn = Zép Cn = Cs,, 5 (D44)
we can write
d p
Zn —— %, cn — ¢, (D.45)
n—oo n— oo

which means that the sequences {z,} and {¢,} fulfill the hypotheses of Theorem D.4.
This implies that (D.37) and (D.38) hold for any sequence {d,} such that d, # 0 and
limp— 00 0n = 0. Applying again the sequential property of the limit (this time in the
reverse direction, i.e., from (D.41) to (D.40)), we deduce that (D.37) and (D.38) hold
when we replace z, with zs and ¢, with ¢s, and let 6 — 0, which is the continuous
version of Slutsky’s theorem that we wanted to obtain.

We conclude this section with two fundamental results in measure
theory and probability theory, which concern the interchange of limits and
expectations. The first result is Fatou’s lemma, which establishes a useful
inequality relating the limit inferior and the expectation for a sequence of
random variables.

Theorem D.5 (Fatou’s lemma [65, Thm. 1.6.5]). If {z,} is a sequence of
nonnegative random variables, then

liminfEz, > E [lim inf zn] . (D.46)

n—00 n—00

If all random variables in the sequence are bounded by a random variable
with finite mean, the conclusion from Fatou’s lemma can be strengthened
in two directions, namely, by allowing for random variables of arbitrary
sign, and by establishing an exact convergence.

Theorem D.6 (Dominated convergence theorem [65, Thm. 1.6.7]). Let {z,}
be a sequence of random variables, and y a random variable with finite mean
such that (almost surely) |z,| < y for all n. If z, converges almost surely to a
random variable z, then

lim Ez, =Ez, (D.47)

n— oo

i.e., the order of the limit and expectation operations can be interchanged.
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D.3 Convergence of Sums and Recursions

This section collects some results on the stochastic convergence of sequences
that arise from sums or recursions involving random variables or vectors.
The first result is the famous law of large numbers. In particular, we focus
on its strong version, known as the strong law of large numbers. This law
establishes that, for a sequence of iid random variables with finite statistical
mean, the empirical average (i.e., the arithmetic mean) converges almost
surely to the statistical mean.

Theorem D.7 (Strong law of large numbers [35, Thm. 3.30]). Let {y, } be a
sequence of iid random variables with finite mean y = Ey,,. Then, the sequence
of empirical averages

1 n
n=— . D.48
Zn = E_l Y; (D.48)
converges almost surely to 4:
Zn —2 s (D.49)
n—oo

The next theorem is another pillar of asymptotic statistics, whose
centrality is highlighted by the name itself: the central limit theorem
(CLT). The theorem establishes that the distribution of a sum of n iid
random vectors, centered by subtracting the mean and divided by +/n,
converges to a zero-mean multivariate Gaussian distribution with the
covariance matrix of the individual vectors.

Theorem D.8 (Central limit theorem [35, Thm. 11.10]). Let {y,, } be a sequence
of iid random vectors in R¢, with finite mean § = Evy,, and covariance matrix
>=E [(yn -9y, — gj)T] with finite entries. Let 4(0,X) denote a random
vector having a zero-mean multivariate Gaussian distribution with covariance
matrix ¥. Then, the sequence {z,} defined by

o= 2= > Wi~ D) (D.50)

converges in distribution to a zero-mean Gaussian vector with covariance matrix
hIF
zZn —4 9(0,%). (D.51)

n— o0
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We also state (a particular case of) the Lindeberg-Feller central limit
theorem [166], which handles independent but not identically distributed
random vectors, and turns out to be useful to prove the asymptotic nor-
mality results in Chapters 6 and 9.

Theorem D.9 (CLT under the Lindeberg condition [166, Prop. 2.27]). Let {y,,}
be a sequence of independent random vectors in R¢, possessing the following
three properties. First,
Ey,, = 0. (D.52)
Second,
1 T

lim — Elyy, | =% D.

lim ; [vivi] =%, (D.53)
where ¥ has finite entries. Third, the following condition (called the Lindeberg
condition) is satisfied:

. 1 — 2 2 ]
1 1 E 2T . =0 V 0. D.54
Jm =3 Rl E [l > <] - 50

Then, the sequence {z,} defined by

1 n
2, = — Zy (D.55)
\/ﬁ i=1

converges in distribution to a zero-mean Gaussian vector with covariance matrix
DR 4
zn —— 9(0,%). (D.56)

n—r00

We conclude the section with a lemma characterizing a vector recursion
that is repeatedly encountered in our treatment.

Lemma D.3 (Useful vector recursion). Let {y,,} be a sequence of iid random
vectors in R? with finite mean g. Consider the sequence {z,} formed by the
vectors defined through the following recursion, for n € N:

Zn = A" (Zno1+Y,), (D.57)

where zo is an initial deterministic vector, and A is a d X d deterministic
left stochastic matrix. Since all left stochastic matrices are Cesaro-summable
(Theorem 4.4), there exists a limiting matrix A® such that

. 1 - i °
Jim Z;A =A°. (D.58)
Then 1
Zzn =25 (AT g (D.59)

n n—o0o
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Proof. Unfolding the recursion in (D.57) we get

zn = (A" 20+ Y (A Y- (D.60)

i=1

Once scaled by 1/n, the first term on the RHS vanishes as n — oo in view of the
properties of A. We focus on the second term. It is useful to rewrite the summation in
(D.60) as follows:

n n

A i = SN T S A (g, - 7). (D.61)

i=1 i=1

The first term on the RHS converges to (A*)T  as n — oo in view of (D.58). As a result,
the claim of the lemma will be proved if we establish that the second term on the RHS
of (D.61) vanishes almost surely as n — co. To show that this is the case, observe that
this term is a vector and consider its kth entry:

NS Ak (Ui~ ) (D.62)

i=1 j=1

where [A"];x denotes the (j, k) entry of A*, while Y; ., and ; denote the jth entries of
y,, and g, respectively. Interchanging the summations and rearranging the summands in
the summation running over ¢, the quantity in (D.62) can be rewritten as

n

d
) % DA e (g0 - ) - (D.63)

i=1
Let us focus on a single term of the outer summation, i.e., a fixed value of j. By setting
bns = [An_i+l]jk7 & £ Y, — Ui (D.64)

the jth term of the outer summation in (D.63) becomes
1 n
- ; & (D.65)

where b,,; defines a triangular array® with nonnegative entries bounded by 1, and the
random variables &, are zero-mean and iid. Therefore, the random variable in (D.65) is
a weighted sum of independent random variables, where the weights form a triangular

ILet n € N and define, for each n, a sequence of real values y,;, with i = 1,2,...,n. Then
we say that these values form a triangular array. The term stems from the following visual
representation:

Y11
n=2 Y21, Y22
n=3 Y31, Y32 Y33

(D.66)
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array with bounded entries. Under these conditions, a strong law of large numbers holds,
specifically, we have that [45]

1 as.
- ni S; 5 D.
n;b £~ 0 (D.67)

which concludes the proof.

D.4 Martingales

In some proofs related to the convergence of social learning algorithms (see
Chapters 7 and 11), we rely on the concept of martingales. Preliminarily,
we introduce the definition of filtrations.

Definition D.5 (Filtrations). Let (€2,.7,P) be a probability space. A filtration
{Fn} is an increasing sequence of sub-o-fields of .Z:

Fi1CFaC... (D68)

We can now define martingales, submartingales, and supermartingales.

Definition D.6 (Martingales). Let {z,} be a sequence of finite-mean random
variables defined on a probability space (2,.%#,P), and let {F,} be a filtration
according to Definition D.5. Then, {z,} is said to be a martingale relative to
{Fn} when, for all n > 1,

E[zn|Frn-1] = Zn-1 almost surely. (D.69)
Likewise, it is said to be a submartingale when

Elzn|Fn=1] > zn-1 almost surely, (D.70)
and a supermartingale when

Elzn|Fn-1] < 2Zn-1 almost surely. (D.71)

The next example helps illustrate what a martingale can be.

Example D.2 (Random walk). Consider a sequence {y, } of iid zero-mean random
variables, and define the so-called random walk

zZo=Y y, neN (D.72)
i=1
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We now show that {z,} is a martingale.
Observe that we can write

n—1
=Y, + D> U (D.73)
1=1

and consider the filtration over past variables,

Fn-1 :U(y17y2>"‘7yn—1)7 (D74)
where the notation signifies that 7, _; is the o-field generated by the random variables
Y1,Ys, .-, Y,_1. The conditional expectation of z, given Fn_1 is

n—1
E[zn|Fn-1] = E[y,|Fa-1] + E Zyml]
i=1
n—1
=%+Zyi = Zao1, (D.75)

—0 =1
where in the first term on the RHS we remove the conditioning since y,, is independent
from the past, whereas in the second term the summation is “frozen” given the filtration
since it is a deterministic function of y,,y,,...,y,_;. Equation (D.75) (along with the
fact that z, has finite mean for all n) shows that {z,} is a martingale.

The next theorem is a fundamental convergence result in the theory of
martingales.

Theorem D.10 (Martingale convergence theorem [35, Thm. 5.14]). Let {z,}
be a submartingale satisfying the condition

limsupE|z,| < oco. (D.76)

n— 00

Then, there exists a finite-mean random variable z such that

Zn =2 2. (D.77)

n—oo

Similar claims hold for martingales (since a martingale is also a sub-
martingale) and supermartingales (since if z,, is a supermartingale, then
—Zzy, is a submartingale). The next corollary is useful in our treatment.

Corollary D.1 (Nonpositive submartingales). Let {z,} be a nonpositive sub-
martingale, i.e., a submartingale satisfying (almost surely) the condition z, < 0
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for all n. Then
0>Ez, >Ez, 1>...>Ez;. (D.78)

Since z, is nonpositive, Eq. (D.78) implies condition (D.76), which, in view of
Theorem D.10, implies the existence of a finite-mean random variable z such
that

Zn —2 2. (D.79)

n— 00






Appendix E

Large Deviations

In this appendix we collect some fundamental results from the theory of
large deviations. The main concepts of this theory are well described by
considering the case of the empirical average of independent and identically
distributed observations, and by examining the probability that this average
deviates from the statistical mean of the observations. This problem is
illustrated in the next section, which culminates with one of the earliest
results on large deviations, known as Cramér’s theorem [53]. Then, in
Section E.2, we consider a more general setting by enunciating the large
deviation principle and by addressing the case of dependent observations
through the Gértner-Ellis theorem [68, 78].

E.1 Empirical Averages

Consider a sequence {y,, } of iid random variables with mean y = Ey,, and
variance o2, and define the empirical average

1
nia

The strong law of large numbers in Theorem D.7 establishes that y,,
converges almost surely to y. Recalling that almost-sure convergence implies
convergence in probability, in view of Definition D.2 the probability that
y,, deviates from y by any arbitrary amount vanishes as n — oco. This
implies in particular that

lim Plg, >3] =0 Vy>q, (E.20)
lim Ply, <y]=0 Vy<uy. (E.2b)

n—oo
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The aim of a large deviation analysis it to characterize the rate at which
these probabilities converge to 0.

Example E.1 (Gaussian variables). Assume that, for all n € N, the variable y,, is
Gaussian, with mean ¢ and variance o2. In this case, the empirical average (E.1) will
also be Gaussian, with mean § and variance o /n. Accordingly, the probabilities in
(E.2a) and (E.2b) can be evaluated as

Pz =Q(vall), Pm.<y-@(vilY).,  E3)

where we use the Q-function

A 1 o z2
Qy) = \/ﬁ/y exp {—2} de, (E.4)

which is the complementary cumulative distribution function of a standard (i.e., with
zero mean and unit variance) Gaussian variable. Applying to (E.3) the approximation

2
—y}, y >0, (E.5)

we get, for y > 4,

on-1/2 2
Ply, >y~ oI {—n(y D) }

Vor(y —g 202
y-9)?° 1 o
=e —-n — —logn + lo . E.6
Xp{ 202 2 T ARy — ) (50

We see that the probability of exceeding the mean decays exponentially with n, but
for higher-order corrections, namely, the term varying logarithmically with n and the
constant term. From (E.6) we can compute the leading exponent as
1 2
lim —logPly, >y| = —u, y >y (E.7)

n—oo N 202

Using similar arguments we can also show that

(y—19)° . (E.8)

1 _
lim —logP[y, <y]=— y <4y

n—oo N 202 ’
We remark that (E.7) and (E.8) can be obtained rigorously, i.e., without resorting to
the approximation of the Q-function. This can be done by using classic lower and upper
bounds on the Q-function, or by using L’Hoépital’s rule [144] to establish the limit

2

lim l1ogc2(\/ﬁy) =Y
n—oo M

T y#O (E.9)
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The exponential decay shown in Example E.1 is not observed only for
Gaussian variables. In fact, under suitable regularity conditions on the tail
of the probability distribution of y,, (which, as seen later, are expressed
in terms of the moment generating function of y,,), the probability of
deviating from gy would continue to vanish exponentially with the number
of samples n. Focusing for brevity on the regime y > ¥, this condition can
be written generically as

~ lim ~logP (g, > ] = I(y) (E10)

n—00 N

for some function I(y) or, equivalently, as
Ply, >y =e W@y > g (E.11)

where the notation o(1) refers to a quantity that vanishes as n — oo — see
Table 1.1. Therefore, relation (E.11) means that the leading exponential
decay is given by the linear term nl(y). We will say in this case that the
probability in (E.11) vanishes at rate n and with rate function I(y). The
quantity n x o(1) collects higher-order corrections to the leading term.
Note that these corrections can diverge with n. For example, on the RHS
of (E.6), we have

1
nxo(l) = —§logn + log (E.12)

o
V2 (y —7)
The rate function I(y) provides the main exponent ruling the exponential
decay to 0 of the probability of exceeding the mean ¢ by an amount y — ¥.
This exponent is a function of y. For instance, for the Gaussian case in
Example E.1, Eq. (E.7) reveals that the rate function is

I(y) = M [Gaussian case]. (E.13)

202

As expected, the larger the deviation from the mean is, the larger the
exponent will become, and the faster the convergence to 0 will be. An
alternative and common notation to represent (E.11) is to write [52]

Ply, >y] =e ™MW, y >, (E.14)

which masks the higher-order corrections. We hasten to add that one cannot
use the expression e ™ W) to approzimate the probability P [y,, > y|. This
is because a large deviation analysis provides only the leading exponent
I(y). For example, the two probabilities e=™#) and 100e~"!/(¥) share the
same exponent, but they differ by two orders of magnitude!
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A famous theorem proved by Cramér [53] establishes the shape of the
rate function I(y). Before stating this theorem, it is necessary to introduce
and characterize some relevant tools, which are illustrated in the next two
sections.

E.1.1 Fenchel-Legendre Transform

Given a function
f:R— (—o0,00], (E.15)
we introduce its Fenchel-Legendre transform, a.k.a. the conver conjugate
of f(y),
f(y) 2 sup (sy— f()), yeR (E-16)
seR

Note that the function f*(y) can be equal to co for some .
It is immediate to verify that f*(y) is convex. Indeed, for any o € (0,1)
and any pair of points y1,y2 € R,

[ layr + (1 — a)yz)

= igg (S(Ozy1 + (1 —a)y) — f(s))

= sup (s(ays + (1 — a)y2) — af(s) = (1—a)f(s))

seR

< asup (sy1 — f(s)) + (1 — o) sup (SyQ - f(3)>

seR seR
= af(y) + (1 —a)f"(y2), (E.17)
where the inequality holds because the supremum of the sum of functions
is upper bounded by the sum of the suprema of the functions. A second
property of the Fenchel-Legendre transform is lower semicontinuity, which
means that, for all yy € R,
liminf f*(y) = f*(y0)- (E.18)
This is in fact true since we can write, for all s € R,

liminf /*(y) > lminf (sy — £(5)) = syo — £(s). (E.19)
Accordingly, we have
liminf f*(y) = sup (sv0 — £(5)) = F*(w0), (E.20)

which shows that f*(y) is lower semicontinuous. Lower semicontinuity
plays a role in the following, when we characterize the general shape that
any rate function must have.
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E.1.2 Generating Functions

The moment generating function (MGF) of a random variable y is defined
as
M(s) £ Ee®, s €R. (E.21)

The function M(s) is allowed to be equal to oo for some s. The effective
domain of M(s) is

Dy = {s€R: M(s) < oo} (E.22)

We verify that Djp; must be an interval. To this end, we recall that a subset
S of the real line is an interval if, and only if, given two points s1, so in
S, any point s € (s1, s2) also belongs to S. Observe that we have 0 € Dy,
since M (0) = 1. Moreover, if there exists a positive value sg such that
M (so) < oo, then it is readily seen that M(s) < oo in the interval [0, s¢).
Likewise, if there exists a negative value —sg such that M (—sg) < oo, then
it is also seen that M (s) < oo for all s € (—sp,0]. As a result, if for two
points s1 and sy we have M(s1) < oo and M(s2) < oo, then M (s) < oo for
all s € (s1,s2). We conclude that the effective domain D)y is an interval,
which can be open or closed depending on the particular random variable.
Note that we can also have Dy; = {0}, that is, M (s) = oo for all s # 0.
This happens, e.g., for the Cauchy pdf

pYy) = ——s, (E.23)
7'[ —
o . (y m)
o
defined for m € R and o > 0. Moreover, if Dy, is a nondegenerate interval
(i.e., if Dpr # {0}), from the properties of the exponential function it is

possible to show that M (s) is infinitely differentiable on int(Djs) (the
interior of Dyy), and that its derivatives can be computed by interchanging

the differentiation and integration operators, which yields [21]
MO(s) = B [y"e] (E.24)

where we denote by M (™ (s) the nth derivative of M(s). Therefore, we see
that if M(s) is finite in a neighborhood of the origin s = 0, then we have
the identity, for all n € N,

M™(0) = Ey", (E.25)

which justifies the name “moment generating function.”
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Of particular interest for the theory of large deviations is the logarithmic
moment generating function (LMGF), a.k.a. cumulant generating function,

A(s) £ log M (s). (E.26)

One important property of A(s) is convexity, which follows from Hoélder’s
inequality — see Theorem C.6. In fact, for any « € (0,1) and any pair of
points s1,s2 € R, we can write

A(asy + (1 — a)sg) = log Eelasit(l—a)s2)y
=logE [(esly)a (e”y)l_a]
< log ((Ee"¥)™ (Be¥)' ™)
= alogEe®¥ + (1 — a) log Ee®?Y

= al(s1) + (1 — a)A(s2), (E.27)
where the inequality follows by making the following choices in (C.11):
z1= (Y)Y, zo= (Y)Y, = 1 ro = ! (E.28)
Y Y Q ) 1 —« )

Since M (s) # 0, we see that —oo < A(s) < oo, and is equal to co when
M (s) = co. Thus, the effective domain Dy of A(s) is equal to the effective
domain of M(s). Moreover, from the rules of differentiation, when M (s) is
infinitely differentiable so is A(s). Accordingly, when D, is a nondegenerate
interval, we can compute the first two derivatives of A(s) for any s belonging
to the interior of Dy, namely,

M'(s) _ Elye™]

N(s) = %logM(s) = M (s) = “Eo¥ (E.29)

and
dElye]  E[y®e¥]M(s) — M'(s)E[y e*]

M) = o M(s) M2(s)

E [y2-2 B[y 1Y E.30
=2 [v5709) - (2 [rar]) (E.30)
We remark that A(s) is called the cumulant generating function because,
under the aforementioned assumption of finiteness in a neighborhood of

the origin, the quantity A(”)(O), for n € N, is equal to the nth cumulant of
y. For example, by evaluating (E.29) and (E.30) at s = 0 we obtain the

identities
A/(O) = ]Eyv A//(O) = Ey2 - (Ey)2a (E31)
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which are consistent with the term “cumulant generating function,” since
the first cumulant is equal to the mean, while the second cumulant is equal
to the variance.

It is now useful to introduce the concept of exponential tilting. Let P(dy)
denote the probability measure associated with the random variable y,
and consider the exponentially tilted measure

M(s)

B (dy) = ~———P(dy) = e~ B(dy). (E32)

Note that Ps(dy) is a probability measure as well, since we have

/R P, (dy) = /R ]\;Z)}P’(dy) - Ea(; ~1. (E.33)

Expectation under the tilted distribution will be denoted by E,. Using this
notation, Eqs. (E.29) and (E.30) become, respectively,

AN(s) =Esy (E.34)
and
A'(s) = E.y® — (Esy)27 (E.35)

where the last difference is the variance of y computed under the tilted
distribution. Note that when vy is not deterministic, P(dy) does not place
all the probability mass on a single value. We see from (E.32) that in this
case, even Pg(dy) does not place all the probability mass on a single value.
As a result, for nondeterministic variables, the variance computed under
the tilted distribution is positive. In view of (E.35), this implies

A'(s) >0 Vs € int(Dy), (E.36)

which means that A(s) is strictly convex on int(Dy) — see Lemma A.2.

E.1.3 Cramér’'s Theorem

We state next Cramér’s theorem.

Theorem E.1 (Cramér’s theorem [53] [60, Thm. 1.4]). Let {y,,} be a sequence
of iid random variables with LMGF A(s) satisfying

A(s) < o0 Vs € R. (E.37)
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Let .
1
== Y, E.38
Y= 3 Y (E.38)
Then, for all y > y,
1
lim —logP[y, >y] = —A"(y). (E.39)
n—oo T

That is, the rate function is given by the Fenchel-Legendre transform of A(s).

Cramér’s theorem establishes that, under the regularity condition (E.37)
for the LMGF, the probability that the empirical average deviates from the
mean vanishes exponentially with the number of samples, and that the rate
function ruling this decay is given by the Fenchel-Legendre transform of
the LMGEF. It is useful to remark that Cramér’s theorem can be proved in a
more general setting, for example, with reference to random vectors y,, € R
and/or by relaxing condition (E.37) — see [59, 60] for a comprehensive
treatment.

Example E.2 (Gaussian variables, revisited). Let us apply Cramér’s theorem to the
Gaussian case considered in Example E.1. The LMGF of a Gaussian variable with mean
¢ and variance o is given by [159)

o?s?

A(s) = sy + 5 (E.40)
Accordingly, the Fenchel-Legendre transform in (E.16) can be computed by maximizing

over s € R the function

_ 252 _ o%s?

J)=sy—sy———=(y—-9s—— (E.41)
Taking the derivative of J(s) and equating it to 0 yields

d _ 2 y—y

gJ(s):(y—y)—Us=0:>5= Pt (E.42)
Substituting into (E.41) we get

e _w-9)?°
A (y) = max J(s) = 552 (E.43)

In view of Cramér’s theorem, A*(y) is the desired rate function, which is displayed
in Figure E.1. Note that the result agrees with what we obtained in Example E.1 in
expression (E.7) by direct evaluation of the probability P[y,, > y]. However, a direct
approach was possible in the Gaussian case since the distribution of the empirical average
was known. In general, it is not possible to compute this distribution in closed form,
and the theory of large deviations (here, more specifically, Cramér’s theorem) allows us
to compute the rate function from the knowledge of the LMGF.
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A*(y)

NS

Figure E.1: Rate function for the Gaussian case considered in Example E.2.

Example E.3 (Bernoulli variables). We move away from the Gaussian case and consider
an application of Cramér’s theorem to Bernoulli random variables. Let

Ply,=1=p=1-Ply, =0], 0<p<l1. (E.44)
The LMGF of a Bernoulli variable is immediately seen to be
A(s) = logEe®¥ = log (pe® + (1 — p)). (E.45)

The Fenchel-Legendre transform in (E.16) is then computed by taking the supremum
over s € R of the function

J(s) = sy — log (pes +(1- p)) (E.46)
Note that, for all s > 0,
log (pes +(1 —p)) < log (pe5 +(1- p)es) =loge’® = s. (E.47)
Therefore, for y > 1 we have that

A*(y) = sup J(s) > sup J(s) > sups(y — 1) = oo. (E.48)
seR s>0 s>0

Likewise we can show that
A (y) = 0 Yy < 0. (E.49)

Note that this conclusion is convincing since the probability that the empirical average
is below 0 or above 1 is zero, and, hence, we must have

1 1
lim —logP[y,, >y] = lim —log0=—-co Vy>1, (E.50a)
n—oo N n—oo N

lim 1 logPly,, <y] = lim 1 log0 = —o00 Vy <O0. (E.50D)
n—oo N n—oo N
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Let us now evaluate the Fenchel-Legendre transform at y = 1. We have

A" (1) = sgg (s — log (peS +(1- p))) (E.51)
Observe that
lim (s —log (pes +(1- p)))

S§—> 00

lim (log e’ — log (pes +(1- p)))

S— 00
s

e 1
= lim log ——— =log —. E.52
s—oo o pes+ (1 —p) P ( )

Since, for 0 < p < 1, the function s — log (peS +(1- p)) is strictly increasing in s (this

can be readily verified, e.g., by showing that the first derivative of s —log (pes +(1— p))
is strictly positive for 0 < p < 1), Eq. (E.52) yields

A"(1) = sup (s —log (pes +(1- p))) = log % (E.53)

seR

It can be shown similarly that

A"(0) = log (E.54)

1—-p
We finally focus on the interval 0 < y < 1. Computing the derivative of J(s) and equating
it to 0, we get

d pe’ 1

—J)=y-——" =y ——F——~— =0, (E.55)
ds pe +(1_p) 1+(1_p)6—s
p
which, after some straightforward algebra, yields the solution
(1-py
s =log ——=. E.56
(I—yp (EL.56)
Substituting this solution into (E.46) we obtain
. (1-p)y (1-py
AN(y)=ylog—= —log [ p—=+(1—p
®) (I—y)p (I—yp (1-7)
(I-ply 1—p
=ylo —
YR =y l-y
Y -y
=ylog = 1—y)l
ylog +(1—y)log —
= Dy(yllp), (E.57)

where Dy (y||p) is the shortcut for the binary KL divergence introduced in (6.98), which
means that Dy (y||p) denotes the KL divergence between the pmfs [y, 1 —y] and [p, 1 —p].
It follows that

- Dy (yllp ifo<y<1,
A ) = § I . (B.58)
00 otherwise,
where, for y = 0 and y = 1, we mean that we compute the limits
1 1
lim D =1 , lim D = log —. E.59
Jim, Do(yllp) =log 7—, lim Dy(yllp) = log - (E.59)

The rate function A*(y) is illustrated in Figure E.2.
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A (y)

Figure E.2: Rate function for the Bernoulli case considered in Example E.3.

The rate functions found in the last two examples have some char-
acteristic shape. They are nonnegative strictly convex functions inside
the domain delimited by the infimum and supremum of the support of
the random variables vy,,, and they are equal to co outside this domain.
Moreover, they are minimized at y = y. Actually, these properties do
not arise only in these two examples, but are typical of all rate functions
appearing in Cramér’s theorem.

Before illustrating the properties of the rate function, it is useful to
introduce a formal definition for the support of a probability distribution.

Definition E.1 (Support of a probability distribution). The support of the
probability distribution of a random variable y, also referred to as support of
y and denoted by supp,, is the closure of the set that contains all points such
that any neighborhood of these points has nonzero probability, formally,

supp, £ cl(S), (E.60)

where
S:{yOER:V5>O, P[ye(yo—z?,yo+€)]>0}. (E.61)

For example, from Definition E.1 we have that the support of a Gaussian
random variable is R, the support of a random variable uniform in [0, 1] is
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the closed interval [0, 1], and the support of a Bernoulli random variable is
the discrete finite set {0, 1}.

The following lemma collects the relevant properties that identify the
general shape of the rate function.

Lemma E.1 (Properties of the rate function). Assume that the random variable
y is not deterministic (if it is deterministic, the rate function can be examined
trivially), and that

A(s) =logEe™ < oo VseR. (E.62)
Introduce the expected value § = Ey and the extremes of the support of the
probability distribution associated with y (see Definition E.1),

Yint = inf (suppy) Ysup = SUP (suppy)- (E.63)

Consider then the Fenchel-Legendre transform

A*(y) = sup (sy - A(s)) (E.64)

seR

and define its effective domain as
Da ={y € R: A"(y) < oo} (E.65)
We have the following properties:

P1) Nonnegativity. 0 < A*(y) < oo for all y € R, and A*(7) = 0.

P2) Alternative expressions:

A (y) = 5210) (sy — A(s)) for y > 7, (E.66a)
A (y) = sglg (sy — A(s)) for y < y. (E.66Db)

P3) Interior of the effective domain: int(Dax) = (Yinf, Ysup)-

P4) Smoothness and strict convexity. A*(y) is infinitely differentiable and
strictly convex on (Yinf, Ysup)- Thus, in view of P1, A*(y) attains its unique
minimum at ¥.

P5) Values at the boundary of the effective domain:

if yinf = —00, lim A*(y) = oo, (E.67a)
Y= Yinf

if Ying > —o00, A" (yinf) = —10g Py = Yint], (E.67b)

if Ysup < 00, A (ysup) = —10g Ply = ysup], (E.67¢)

if Youp = 00, lim A*(y) = oo, (E.67d)
Y—>Ysup

where the expressions in the form — log p should be read as co when p = 0.
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Proof. It is convenient to prove the different properties separately.

Proof of P1. Since by definition A(0) = logE[1] = 0, we have

A*(y) = sup(sy — A(s)) = 0 x y — A(0) = 0 (E.68)
s€eR
and, hence, A*(y) is nonnegative, and it can be equal to co since the supremum in the
definition of the Fenchel-Legendre transform can be infinite. Moreover, in view of the
convexity of the exponential function, we can call upon Jensen’s inequality (Theorem C.5)
to obtain

A(s) =logEe® > Eloge®™ = sy (E.69)
and, hence,
A*(y) = sup (s@ - A(s)) <0, (E.70)
sER

< 0 from (E.69)

which implies
A (G) =0, (E.71)

since we know from (E.68) that A*(y) is nonnegative. Thus, P1 is proved.
Proof of P2. For all y > y and all s < 0 we can write

sy — A(s) < sy — A(s) < sup (sgj - A(s)) =A"(y)=0. (E.72)

seR
Since from property P1 we know that the supremum of sy — A(s) is nonnegative, the fact

that sy — A(s) <0 for all s < 0 implies (E.66a). Equation (E.66b) is obtained similarly.

Proof of P3. Let us introduce the function

J(s)=sy—A(s) = A*(y) =supJ(s). (E.73)

seR

Since A(s) is strictly convex and infinitely differentiable on R, the function J(s) is strictly
concave and infinitely differentiable on R, with

J'(s) =y — N (s). (E.74)

Accordingly, strict concavity of J(s) implies that its supremum appearing in (E.73) will
be in fact the unique maximum of J(s) if the equation J'(s) = 0 has a solution, i.e., if

N(s)=y (E.75)

has a solution. Since we know from (E.36) that A’(s) is strictly increasing, it makes
sense to define the following limits:

lim A'(s) = Ay, lim A'(s) = Alp, (E.76)

S—>—00 S§—> 00

and we conclude that Eq. (E.75) will have a unique solution s(y) for each y € (Ajy, Ayp)-
This solution is the maximizer of J(s). Therefore, we have the identity sup,cp J(s) =
J( s(y) ), which, when substituted into (E.73), yields

A (y) =s(y)y—A(s(y)) < oo. (B.77)
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If Afyy = —oo and A{,, = oo, Eq. (E.77) holds for all y € R, which means that in this
case the effective domain of A*(y) is Dy~ = R.

Consider instead the case where Aj,, < co. We now show that in this case A*(y) is
infinite for y > Ag,,. In fact, by applying the first-order condition for convexity from
(A.2) to the strictly convex function A(s) (exploiting the fact that A(0) = 0 and using
in particular (A.3b)), we can write, for s # 0,

A (s)s > A(s), (E.78)

which implies
J(s) =sy—A(s) > s (y — A'(s)) Vs # 0. (E.79)

When y > Ag,,, the term on the RHS diverges to co as s — 0o, which means that in
this case

A" (y) = sup J(s) = co. (E.80)

seR

Likewise, if Al > —oo and y < Ay, the term on the RHS of (E.79) diverges to
0o as s — —oo, implying that A*(y) = co. We have thus shown that, when one or
both boundary points Al and Af,, are finite, A*(y) will be equal to co outside these
boundaries. On the other hand, we have shown before that A*(y) is finite for any
Y € (Mg, Adyp), which implies that the interior of the effective domain is

int(Dax) = (Aing, Asup)- (E.81)

The behavior of A*(y) at the boundary points is still undetermined. We will address
this point when proving property P6. To complete the proof of property P3, we need to
show that Af; and A{,, coincide with the extremes of the support of y. We will focus on
the right boundary Ag,,. The proof for the left boundary can be obtained similarly.?
Consider a point yo such that yinf < Yo < Ysup, Where yins and ysup are, respectively, the
infimum and the supremum of the support of y, defined by (E.63). Using (E.34) we can
write

A/(s) =Esy =yo + Es(y — y0)
=yo +E; {(y —yo)ly < yo]} +Es {(y —yo)I[y > yo]

> g0+ E. [(y — yo)lly < wol ], (E82)

where E; denotes the expectation computed under the exponentially tilted measure
defined by (E.32). We now show that the last term vanishes as s — oo. To this end,
observing that this term is nonpositive, let us change its sign and make explicit the
definition of the expectation under the tilted measure to obtain

E [(yo —y)eI[y < yo]]

=E [(yo —y)e Iy < ?JO]]

E. (w0 — 9)lly < ]| =

=W AR [(yo —y)e Ty < yo]} , (E83)

11t is actually not necessary to repeat the proof for the left boundary. In fact, if we consider
the random variable z = —y, the LMGF of z is equal to A(—s), and the roles of ysup and yinf
are interchanged.
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where we further used the definition A(s) = log M (s). Now, by exploiting Chernoff’s
bound (Theorem C.3), for all nonnegative s we have

sy

Ply > yo] < o = M(s)e™*¥0 = A=W, (E.84)

esYo

Accordingly, observing that Ply > yo] > 0 since yinf < Yo < Ysup, and using (E.84) in
(E.83), we obtain

E [(yo —y)e* W)y < yo]

E, [(yo —y)ly < yo}} < (E.85)

Ply > o]
Note that
lim e*¥7¥)][y < yo] = 0. (E.86)
S§—00
Since for all s > 0 we have the bound
e[y < yo] < 1, (E.87)

and since the random variable y has finite mean, from the dominated convergence
theorem (Theorem D.6) we conclude that

lim E [(yo — y)e" Iy < yo]] =0, (E.88)

85— 00

which, in view of (E.82) and (E.85), implies that
liminf A'(s) > yo. (E.89)

5—00

Since yo can be any point such that yin < Yo < Ysup, if Ysup = 00 the value of yo can be
chosen arbitrarily large, and Eq. (E.89) implies that the limit inferior of A’(s) is equal
to oo, which in turn implies Af,, = ysup. If instead ysup < 00, We can choose yo = Ysup — €
for a small € > 0, and conclude from the arbitrariness of ¢ that

liminf A" () > Ysup- (E.90)

S—00

On the other hand, from the definition of ys,, we have
Elye®¥] < EeY

/\l = 7~ Ysup = Ysup, E.91
(S) M(S) — M(S) Ysup Ysup ( 9 )

which, when combined with (E.90), gives
lim A'(8) = Ysup, (E.92)

8§—»00

and the proof of P3 is complete.

Proof of P4. In the proof of P3 we have established that, for all ¥ € (Yinf, Ysup), Eq.
(E.75) implicitly defines a function s(y) through the equation

A/(s(y) ) =y. (E.93)
The theorem about differentiation of the inverse function [144, p. 114] allows us to
conclude that the derivative of the function s(y) can be computed as
1

S(?J)Zm

>0 (E.94)
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and that s(y) is infinitely differentiable on (Yinf, Ysup). Then, from (E.77) we can write

LN @) =) +y5' )~ N (s)) 5') = s, (B.95)
Y ——
=y from (E.93)
and ) 590
N =5 =0, (E.96)

which shows that A*(y) is strictly convex on (¥inf, Ysup) in view of Lemma A.2. We already
know from property P1 that the point g is a global minimizer for A*(y). From strict
convexity, it is actually the unique minimizer, with A*(y) being strictly decreasing for
y < ¥ and strictly increasing for y > .

Proof of P5. We focus on ysup, with the proof for yins being similar. We must accordingly
establish (E.67c) and (E.67d). The fact that A*(y) — oo when ysup = 00, i.e., relation
(E.67d), is readily established by taking a point yo > y and applying the first-order
condition for convexity (Lemma A.1), which yields

d .
AW (=) (E.97)
Y Yy=y0
Observing that the function A*(y) is strictly increasing for y > g, its derivative at yo is
positive, and we conclude from (E.97) that A*(y) — co as y — 0.
Consider next the case where ysyp is finite, corresponding to (E.67c). We must prove
that

A (y) > A (yo) +

A* (ySUP) = - IOgP[y = ysup}, (E98)
which should be read as A* (ysup) = 00 if P[y = ysup] = 0. To prove (E.98), observe that

A" (ysup) = sup (sysup — A(s)) = sup (sysup —log Eesy)

seR seR

s R eSysup
= sup (loge Y JogEe y) = sup (log IEeiSy)

sER sER
— 1 — : S(y_ysup)
= sup (log m) — — inf log Ec , (E.99)

where the first two equalities follow from the definitions of the Fenchel-Legendre transform
and the LMGF, respectively. The last equality follows from the properties of the infimum
and supremum, whereas the remaining equalities result from straightforward algebraic
manipulations. We now want to evaluate the infimum appearing in (E.99). Due to the
monotonicity of the logarithm, it is sufficient to evaluate the infimum of Ee>®¥sw),
From the definition of the expected value, this quantity can be represented as

Ees¥—Ysuw) Ply = yeup] + E [es(yfysup)ﬂ [y < ysup]] . (E.100)

The first term on the RHS of (E.100) does not depend on s. The second term vanishes
as § — o0, in view of the dominated convergence theorem (Theorem D.6). However,
since this term is nonnegative,? the fact that it vanishes implies that its infimum is zero.
Accordingly, from (E.100) we conclude that

inf Ee* V%) = Ply = yq,), (E.101)

seR

2Actually, it is strictly positive since y < ysyp With nonzero probability. This follows from
the fact that ysup is the supremum of the support of ¥ and y is not deterministic.
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which, from the monotonicity of the logarithm, implies

inf log Ee*¥™¥) = log Py = yeup), (E.102)
sE

with the understanding that the expression is equal to —oco when Ply = ysup] = 0. Using
(E.102) in (E.99) proves (E.98). This completes the proof of P5 and, hence, of the lemma.
[ |

The next lemma generalizes the previous one by characterizing the
Fenchel-Legendre transform of a special function that is useful to character-
ize the large deviations of random sums examined later in Appendix F, and
ultimately to characterize the error exponent for adaptive social learning
in Chapter 9.

Lemma E.2 (Properties of a useful function). Let A(s) be the LMGF of a
nondeterministic random variable y (the conclusions for the deterministic case
are trivial), with A(s) < oo for all s € R, and introduce the function

o(s) 2 / @dg. (E.103)

Then we have the following property:

Q0) Smoothness and strict convexity of ¢(s). The function ¢(s) is infinitely
differentiable on R and, for all r € N,

67 (s) = — / A (6)s" ds, (E.104)
ST‘
0
where, for s = 0, the above equation should be read as
1 [° _ AM (0
¢ (0) = lim — / A (e 1o = 27O (E.105)
s—0 8" 0 r

In particular, we have that

¢//(S) _ A/(S) 882_ A(S)

with ¢ (0) = lima_so ¢ (s) = A”(0)/2.

>0 VseR, (E.106)

Let us further introduce the expected value y = Ey and the extremes of the
support of the probability distribution associated with y (see Definition E.1),

Yinf = inf (suppy), Ysup = SUD (suppy). (E.107)

Consider then the Fenchel-Legendre transform

¢*(y) = sup (sy - ¢(s)) (E.108)

sER
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and define its effective domain as
Dy ={y € R: ¢"(y) < oo} (E.109)
We have the following properties:

Q1) Nonnegativity. 0 < ¢*(y) < oo for all y € R, and ¢*(y) = 0.

Q2) Alternative expressions:

¢ (y) = Sl>113 (sy — ¢(s)) for y > vy, (E.110a)
¢"(y) = sup (sy - ¢(8)) for y < 3. (E.110b)
s<0

Q3) Interior of the effective domain. The interior of the effective domain of
" (y) is the open interval int(Dg=) = (Yinf, Ysup)-

Q4) Smoothness and strict convexity. ¢*(y) is infinitely differentiable and
strictly convex on (Yinf, Ysup)- Thus, in view of Q1, ¢*(y) attains its unique
minimum at ¥.

Q5) Values at the boundary of the effective domain. If ys,, < oo, then
& (Yysup) = 00, and, likewise, if yinf > —00, then ¢*(yinf) = co. Thus, the
effective domain is the open interval (Yinf, Ysup), i.€., we have Dg+ = int(Dg=).
Moreover,

lim ¢*(y) = oo, lim ¢*(y) = oo. (E.111)

y—yh Y= Ysup

A typical shape of ¢*(y) is illustrated in Figure E.3.

Proof. It is convenient to prove the different properties separately.

Proof of Q0. The function ¢(s) defined in (E.103) shares some properties with the
LMGF A(s), and for this reason the proof will be similar to that of Lemma E.1.
Preliminarily, we observe that the function A(s)/s is continuous over the entire real axis,
once we evaluate its value at s = 0 using

lim Als)

s—0 S

=A'(0) =9, (E.112)

where the equality follows from the first relation in (E.31).

Let us start by establishing (E.104) for the case s # 0; we proceed by induction.
Relation (E.104) trivially holds for r = 1. We show that if (E.104) holds for r, then it
must hold for r + 1. Indeed,

¢<r+1>(8):%¢<r>(8):i (1 /SA(”(c)c“ldg). (E.113)

s
dsso

Applying the rule of integration by parts we have

s (7) s
1 / A ()" = ATs) i / AT ()" ds. (E.114)
0

T
S ‘s rSs 0
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Figure E.3: Typical shape of the function ¢*(y) defined in Lemma E.2.

Differentiating the above expression yields

(r+1) (r+1) s
s (g = AT AT 1 / AT (e e, (E.115)
0

r r sTtl

which corresponds to (E.104) for r + 1. This completes the proof by induction, and the
identity in Eq. (E.104) is proved for the case s # 0. To get (E.105), observe that when
the limit of ¢(")(s) as s — 0 exists and is finite, then ¢(" (0) exists and is equal to this
limit.®> By applying L’Hépital’s rule to (E.104), we obtain

s T
$7(0) = lim 6)(5) = lim = / A Ggede = AP0 gy
s—0 s—=0 8 0 r

Specializing (E.104) to the case r = 2 we get (E.106), where the inequality for s # 0
follows from (E.78), whereas for s = 0 we have ¢"(0) = lims_o ¢" (s) = A”(0)/2, which
is positive because A”(0) is the variance of the nondeterministic random variable y —
see (E.31).

The proof of QO is complete. We focus next on the regularity properties of the
Fenchel-Legendre transform ¢*(y).

3To see that this property holds, let g be a function defined on an interval I. = (—¢,¢),
for some £ > 0, and differentiable on I.\{0}. Assume that lim;_0¢'(z) = I. We want to
show that ¢g’(0) exists and is equal to . From the mean-value theorem [144, Thm. 5.9] we
have ¢'(z) = (g(z) — g(0))/z for some Z € (0,z). Moreover, from the squeeze theorem [144,
Thm. 3.19] it follows that £ — 0 as  — 0. Then we can write

g'(0) = lim 9@) =90 _ g @) =1, (E.116)

T— 00 x I—00

where the first equality is the definition of the derivative of g in 0.
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Proof of Q1. Property Q1 is proved similarly to property P1 in Lemma E.1. First, we
note that ¢(0) = 0, and, hence, Eq. (E.68) can be obtained with ¢*(y) and ¢(s) in place
of A(s) and A*(y), respectively. In other words, we have 0 < ¢(y) < oo for all y € R.
Second, using (E.69) we can write, for all s > 0,

o(s) = /S @dg > /S yds = sy. (E.118)

Likewise, for all s < 0 it holds that (observe that for negative s we have the identity

s = —|s|)
—Isl 0 0
b(s) = / A g = —/ A ge > —/ yds = sy. (E.119)

S S

—lsl —Isl

Therefore, we established the inequality ¢(s) > sy for all s € R, namely, we proved
(E.69) with ¢(s) in place of A(s). Now, combining the two results: 7) 0 < ¢(y) < oo for
all y € R; and 4) ¢(s) > sy for all s € R, property Q1 follows from the same arguments
used in the proof of property P1.

Proof of Q2. Q2 is obtained from Q1 in the same manner as P2 is obtained from P1
in Lemma E.1.

Proof of Q3. We can follow the same argument used to establish property P3 in
Lemma E.1. To prove P3 we relied on the strict convexity of A(s), and observed that
int(Dx+) is the open interval with boundaries given by the limiting values of A’(s) as
s — +oo. Since ¢(s) is also strictly convex, the same argument applies and we conclude
that

int(Dy+) = ( lim ¢'(s), lim qs’(s)) . (E.120)
S§—>—00 §— 00
Recalling that
§(s) = 2, (E.121)
E
we want to show that
lim = Yinf, lim Als) = Ysup- (E.122)
8——00 S 8—00 S

Actually, we now prove the limit relative to the right boundary ysup, with the proof for
the left boundary yins being similar.

Let us consider a point yo such that yinf < Yo < Ysup, Where yinsr and ysup are,
respectively, the infimum and the supremum of the support of y, defined by (E.107).
Using (E.84) we can write, for s > 0,

A(s)
s

>
> yo + w. (E.123)

We remark that Ply > yo] > 0 since yinf < Yo < Ysup. From (E.123) we get

A

lim inf Als) > yo. (E.124)
5—00 S

If ysup = 00 the result is proved due to the arbitrariness of yo. If ysup < 00, we can choose

Yo = Ysup — €, and conclude that the limit inferior in (E.124) is equal to ysup. The fact that

the corresponding limit superior is equal to ys,p follows by observing that for all s > 0
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the quantity A(s)/s is upper bounded by ysup since A(s) = logEe®¥ < logEe™¥* = s ysyp.
We have in fact established that
lim inf Als) = limsup Als) = Ysup = lim A(s)7 (E.125)

s§—00 S S—00 S s—00 S

as desired.

Proof of Q4. To prove P4 in Lemma E.1 we relied on the smoothness and the strict
convexity of A(s). We can therefore prove Q4 as done for P4, by exploiting the smooth-
ness and the strict convexity of ¢(s) established in property QO of the present lemma.

Proof of Q5. Finally, we characterize the behavior of ¢*(y) at the boundaries of
int(Dg+). We focus again on the right boundary ysup, with the proof for yins being similar.
When ysup = 00, it suffices to notice that the rate function ¢*(y) is strictly convex on
int(Dy+) and is strictly increasing for y > y (see Figure E.3) to conclude that the rate
function diverges to co as y — ysup. Technically, this conclusion can be obtained from
the first-order condition for convexity as done for A*(y) in (E.97).

We next examine the case ysup < 00. Consider a point yo < ysup and let ¢ = Ply > yo].
We can write, for all s > 0,

AGs) = log (B [e1ly < ol + & [e1ly = o))

< log ((1 — e + qesys”")

= syaup + log (1 — q)e™*Wwr7v0) 4 ¢ . (E.126)
Since Yo < Ysup,
lim e (W —v0) — g, (E.127)
S§— 00

This implies that, for any € > 0, there exists so > 0 such that
(1 —q)e *Wr=v0) <o Vs > 5. (E.128)
Combining (E.126) and (E.128), we obtain
A(8) < syap +1log ((1+€)g) Vs > so, (E.129)

which, when used in (E.103), gives

o= [y [ M, [0,

< 600+ s -+ [ 2BL0EN)

s0 N

ds
S
= &(50) + Ysup(s — s0) + log ( 1+ E)q) log . (E.130)
Performing straightforward algebraic manipulations, we conclude that

SYsup — P(8) > —d(50) + S0 Ysup + log (

1 s
——— log — E.131
1+¢)g o8 S0 ( )
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for all s > sg. Using this result in (E.108) yields

P" (Ysup) > sup [sysup — @(8)] > —¢(80) + S0 Ysup

s$>so

sup log ~ = 0o, (E.132)

1
1 - -
o (1 + E)q s>s0 S0

where we assume ¢ small enough to ensure that (1 + €)g < 1. Finally, in view of (E.108)
we can write, for a generic s € R,

liminf ¢*(y) > liminf[sy — ¢(s)] = sysup — P(5), (E.133)

Y—Ysup Y—>Ysup

which, due to the arbitrariness of s, also implies that

liminf ¢* (y) > sup[sysup — P(s)] = o0, (E.134)
Y—Ysup sER
where the equality follows from (E.132). We conclude that ¢*(y) — 0o as y — ysup, and
the proof is complete.
|

Example E.4 (Why does the Fenchel-Legendre transform appear in large deviation
analysis?). Consider the same setting used in Cramér’s theorem and focus on the
probability Py, > y] for y > 3. By applying Chernoff’s bound (Theorem C.3) to the
empirical average, for all s > 0 we can write

B Eens'gn
Ply, >yl < — (E.135)
On the other hand, we have the identities
n b n
i=1 =1

where M (s) and A(s) denote the MGF and the LMGF of y,, respectively. In step (a) we
apply the relation ny,, = Z;:I y,; step (b) holds because the random variables y, are
independent; and step (c¢) holds because they are identically distributed. Using (E.136)

in (E.135) we get
nA(s)
Blg, > 9] < & = ¢ (vh), (E.137)

On the other hand, since s is an arbitrary nonnegative value, we can also write

ensy

Py, >y < igf e*n(sy*A(S)) — ¢ SUPs>0 (Sy*A(S)) _ e—n/\*(l/)7 (E.138)
>0

where A*(y) is the Fenchel-Legendre transform of A(s) — see (E.66a). We remark that,
in the evaluation of the Fenchel-Legendre transform, the supremum is taken only for
s > 0, which is legitimate in view or (E.110a), since we are considering the case y > .
Equation (E.138) highlights the relevance of the Fenchel-Legendre transform A*(y) in
evaluating the deviation of the empirical average from the statistical average. Note that
this result does not prove Cramér’s theorem, since it establishes only an upper bound.
The derivation of a lower bound that allows to establish Cramér’s theorem is provided
in [59, 60].
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Example E.5 (Why cannot the CLT be used to evaluate large deviations?). Just like
Cramér’s theorem, the central limit theorem (Theorem D.8) is a useful concentration
result that sharpens the law of large numbers by providing information about the
deviation of the empirical average from the statistical average. In terms of the empirical
average

1 n
y = — E ) E.139
Yn =17, - Y; ( )

of iid random variables y, with mean y and variance o2, the convergence in distribution
in (D.51) corresponds to the statement

Vi (g, —§) —— %(0,0%). (E.140)

n— oo

Applying the definition of convergence in distribution seen in (D.12), we conclude from
(E.140) that, for all v € R,

lim P [vn (g, —¥) =7] = Q(v/0). (E.141)

n—r00

By straightforward manipulations, Eq. (E.141) becomes

lim P

n—00

b, >+ ]ﬁ] — Q(/o). (E.142)

Consider, for example, a value v > 0. Equation (E.142) reveals that, for large n, the
probability that g,, deviates from g by a small positive amount /+/n is close to Q(v/o).
Now, recalling (E.2a), we can write

lim Py, >y]= lim Ply, > g+ (y—9)]=0 Yy>y. (E.143)

n—o0 n—oo
It is useful to compare (E.142) against (E.143). In (E.142), the deviation from the mean
¥ is quantified by the term ~y/y/n, which vanishes as n — co. A vanishing deviation of
this form is usually referred to as moderate or normal [59, 60]. In contrast, in (E.143)
the deviation (y —y) is called a large deviation, since it does not converge to 0 as n — oo.
We see from (E.143) that the probability of a large deviation converges to 0. In contrast,
Eq. (E.142) reveals that the probability of a moderate deviation converges to a nonzero
value Q(v/0).

This behavior can be explained as follows. As n increases, the law of large numbers
asserts that the distribution of the empirical average will be concentrated on 3. The
CLT reveals that this distribution assumes a Gaussian shape, with a variance converging
to 0 as 1/n. This is the reason why variations on the order of 1/+/n correspond to a
constant limiting probability. For example, if we focus on the body of the distribution of
y,, containing approximately 95% of the probability mass, we will need to consider a
range around the mean corresponding to twice the standard deviation, 20 /+/n, yielding,
for large n,

Plly, — 7 <2-2| ~1-2Q(2) ~ 0.9545. (E.144)
N

This situation is illustrated in Figure E.4, where we display four histograms of the
empirical average y,, of iid Bernoulli random variables with success probability p = 0.1.
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Figure E.4: Histograms computed from 10 independent realizations of the empirical average
y,, of iid Bernoulli random variables with success probability p = 0.1. The four panels correspond
to n = 10, 50, 200, 300. The numerical value inside each panel is the empirical probability of
belonging to the interval in (E.145). The pink area in the plots refers to this interval.

The four panels correspond to n = 10, 50,200, 300. We see that the histograms approach
a Gaussian shape as n increases. The area highlighted in pink corresponds to the range

g o
g2 E.145
NG g+ Tn ( )

and the numerical value in each panel is the empirical probability of belonging to such
interval. We see that, as n increases, this probability approaches the value 1 —2Q(2) ~
0.9545 predicted by the CLT. The main message of this analysis is that, as n increases,
the region that contains most of the probability mass shrinks, becoming progressively
concentrated on the mean. This is evident in Figure E.4, where the histograms approach
a Dirac-d shape as n increases. For this reason, if we consider intervals that shrink
appropriately as n — oo, the probability of belonging to these intervals converge to
a constant nonzero value, and the CLT is able to predict well this value through a
Gaussian approximation. In other words, the effective body of the distribution is well
approximated by a Gaussian distribution.

Consider now the large deviation perspective, where we are interested in evaluating
the probability that the empirical average exceeds a threshold y # g that is constant
with n — see (E.11). For example, let y = 0.2. Examining again the panels in Figure E.4,
we see that, as n — oo, the value 0.2 becomes progressively farther from the body of the
distribution, and this explains why, as predicted by Eq. (E.143), the probability that the
empirical average exceeds this value converges to 0 as n — oo. In other words, the large
deviation regime focuses on the tails of the distribution of y,,, rather than on the body.

y—2
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~ ——empirical
~ = = large deviations
- = CLT

n

Figure E.5: Probability that the empirical average of iid Bernoulli variables with success
probability p = 0.1 exceeds the value y = 0.2, displayed as a function of the number of samples n.
The empirical probability (black) is estimated from 106 Monte Carlo runs. The red curve shows
the Gaussian approximation in (E.146). The blue curve corresponds to the function e_”A*(O‘Q)7
where A*(y) is the rate function given by (E.58).

In particular, under some regularity conditions on the tails, the probability of observing
a large deviation vanishes at an exponential rate, and is accordingly characterized by
evaluating the exponent that rules this decay — see (E.39). Note that, since the CLT
is asymptotically exact for moderate (i.e., not large) deviations, it is not possible to
use the CLT to evaluate the exponent. To give a concrete example, in Figure E.5 we
consider the probability Py, > y], for y = 0.2 and several values of n, with reference to
the same example considered before, i.e., iid Bernoulli variables with success probability
p = 0.1. The black curve is obtained empirically by means of 10® Monte Carlo runs. The
red curve corresponds to the Gaussian approximation

Ply, >yl ~Q (g/_\/%) , (E.146)

where § = p and 02 = p(1 — p). We see that the CLT approximation fails to reproduce
the correct behavior. Regarding the large deviation analysis, we depict in blue the curve
e ™02 where A* (y) is the rate function given by (E.58). As already remarked, this
curve is not intended to be an approximation for P[y,, > y|, but only to represent the
exponential decay. We see that this curve captures well the exponent exhibited by the
black curve.
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E.1.4 Probability of Belonging to Arbitrary Sets

Cramér’s theorem focuses on the probability that the empirical average
stays above or below the statistical average, and reveals that the exponential
decay of this probability is well characterized through the rate function.
It is therefore legitimate to ask whether the rate function can be useful
to characterize the probability of belonging to arbitrary sets. To examine
this question, it is useful to start with the following case:

Ply,, € S], S=(—o0,y U [y o), v <y<y’.  (E.147)
We can write
Ply, € S] > Py, <y'], (E.148a)
Ply, € S| > Ply, >y"], (E.148D)
Ply, € S]<P[y, <y | +P[y, >y"], (E.148c¢)

where the lower bounds hold since the probability of the union of events
is not smaller than the probability of the individual events, while the
upper bound follows from the union bound. From Cramér’s theorem
(Theorem E.1) we know that

P[Qn S y/] : efn/\*(y/)7 ]P)[Qn 2 y//] : ean*(yu)' (E.149)

Using these relations in (E.148a)—(E.148c), it is immediate to conclude
that
Py, € S] = ¢ ™A (), AW} (E.150)

In this case we see that the exponent is not given by the rate function
itself, but by the minimum value between A*(y') and A*(y”). From the
general properties of the rate function (see Lemma E.1), this minimum is
in fact the infimum of A*(y) over the set S — see Figure E.6 for a visual
illustration. Note that the infimum corresponds to the smallest exponent.
This behavior has the following useful interpretation.

On one hand, we know that the probability Ply,, € S| converges to 0 as
n — oco. This means that {y,, € S} is a rare event for large n. On the other
hand, we know that P[y,, € S] vanishes at an exponential rate. The smaller
the exponent, the rarer the event will be. We have seen that the exponent
is determined by the infimum of the rate function over the set S. This
principle is nicely summarized in [60] by saying that “any large deviation
is done in the least unlikely of all the unlikely ways! ” It is now legitimate
to ask whether this principle can be extended to sets S more general than
the one in (E.147). We answer this question in the next section.
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+00 +00

Figure E.6: Illustration of how to compute the exponent for the probability Ply,, € S] in
(E.147). The rate function A*(y) corresponds to Example E.3, and is given by (E.58). The part
of the curve corresponding to y € S is highlighted in red. The blue star denotes the value of the
exponent, obtained as the infimum of A*(y) over S.

E.2 Large Deviation Principle

The analysis in the previous sections focused only on the deviation of the
empirical average of iid random variables from their statistical average.
The theory of large deviations, however, is more general in several respects.
First, it applies to more general families of random variables or vectors,
and is not limited to empirical averages of iid samples. Second, the theory
covers the probability of belonging to arbitrary sets.

The core concept is the large deviation principle (LDP). Although this
principle can be formulated with reference to random vectors in R% or
general topological spaces, it is sufficient for our purposes to consider the
simplest case of random variables. We recall that int(S) and cl(S) denote
the interior and the closure of a set S, respectively. Moreover, the infimum
over an empty set is taken as oo.

Definition E.2 (Large deviation principle). A family of random variables {y_}
indexed by a (possibly continuous) parameter ¢ is said to satisfy the LDP with
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rate 1/e and with rate function I(y) when, for all sets S C R,

— inf I(y) <liminfelogPly, € S]
y€E€int(S) e—0

<limsupelogPly. € S] < — inf I(y), (E.151)
e—0 y€ecl(S)

where the function I : R — [0, co] must be lower semicontinuous, which means
that for any z € [0, 00), the level set

{yeR:I(y) <z} (E.152)
is a closed subset of R or, equivalently, that

liminf I(y) > I(yo) Vyo € R. (E.153)

Y—Y0

Examining the LDP definition, one might wonder about the need for the
lower semicontinuity restriction on the family of rate functions. Likewise,
one might ask why the LDP is defined in terms of the limit inferior (resp.,
superior) relative to the interior (resp., the closure) of S, rather than simply
by a limit relative to S. Regarding lower semicontinuity, this property
is useful to guarantee the uniqueness of the rate function — see [60,
Thm. IT1.8] or [59, Lemma 4.1.4].

Regarding the second question, observe that whenever

inf I(y)= inf I(y), E.154
ot () Jonts (v) ( )

relation (E.151) implies the existence of the limit
ii_r)r%)eloglp[ys €S| =- ;relg I(y). (E.155)

Sets fulfilling (E.154) are called I-continuity sets. There is no doubt that
(E.155) is more direct and easier to deal with than (E.151). However,
requiring (E.155) for all sets S can be too restrictive, and would exclude
important classes of random variables.

To see why, assume that y, is a family of continuous random variables,
and consider first the singleton S = {yo}. Then, since Ply, € S] = Py, =
yo] = 0, by applying (E.155) we would get

11_1)1%)510gIP’[yE =1yo] = —oco = —1I(yo) VYyo € R. (E.156)
3

Let us now consider another choice for the set §, namely, S = R. Since
Ply. € R] =1, by applying (E.155) we would conclude that

il_{r(l)elog Ply. e R]=0= —;rel& I(y), (E.157)
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which is not compatible with (E.157). This reveals that, if the LDP were
formulated by requiring (E.155) for all sets, continuous random variables
would be excluded.

We are now ready to state the famous Gértner-Ellis theorem, which
generalizes Cramér’s theorem to deal with sequences of random variables
more general than empirical averages of iid samples.

Theorem E.2 (Gartner-Ellis theorem [68, 78] [60, Thm. V.6] [59, Thm. 2.3.6]).
Let {y.} be a family of random variables indexed by a (possibly continuous)
parameter €, and let

Ac(s) = logEe®Ye (E.158)

be the LMGF of y,. If, for all s € R,

li_1>1(1)5A5(s/€) = A(s) < oo, (E.159)

with A(s) being differentiable on R, then the family of random variables {y_}
satisfies the LDP with rate 1/e and with rate function I(y) = A™(y). Furthermore,
A*(y) has compact level sets.*

To become familiar with the statement of the Géartner-Ellis theorem, it
is instructive to apply it to the empirical average of iid random variables,
and verify whether we recover Cramér’s theorem.

Example E.6 (Cramér’s theorem from the Gartner-Ellis theorem). Consider the setting
of Cramér’s theorem (Theorem E.1), where we have a sequence {y,,} of iid random
variables, whose LMGF A(s) satisfies the condition A(s) < oo for all s € R. Consider
then the empirical average

1 n
g o= - A E.160
Yn = 2_1 Y ( )

whose LMGF can be computed in terms of the LMGF A(s) of the individual variable
y,, by using (E.136), which yields

logEe®¥n = nA(s/n). (E.161)

Performing the change of variable € = 1/n and denoting by A.(s) the LMGF of y,,, we
can write

Ad(s) = éA(s 5), (E.162)

which in turn implies
eAc(s/e) = A(s). (E.163)

4Some authors [59] use the term “good rate function” when the rate function has compact
level sets. Other authors [60] embody directly the “goodness” of the rate functions in their
definitions, i.e., they require that all rate functions must be “good” by definition.
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Accordingly, condition (E.159) is verified with the limiting LMGF equal to the LMGF
of the individual variable y,,. Calling upon the Gartner-Ellis theorem we conclude that
the LDP is satisfied with rate 1/e = n and with rate function I(y) = A*(y).

Now, let ¥ < z < ysup and consider the set

S = [z,00). (E.164)
Property P4 in Lemma E.1 ensures that

inf A"(y)= inf A"(y)=A"(2), E.165

nf ()= it A = A() (.165)

i.e., Sisa A*-continuity set (see (E.154)) and the infima in (E.165) are in fact a minimum
equal to A*(z). Thus, in this case the LDP from (E.151) corresponds to the statement

lim L log Py, > 2] = —A*(2), (E.166)
n—oo N

which in turn corresponds to the claim of Cramér’s theorem.

Reasoning in a similar manner it is possible to verify that when ys,p, < 00, the set
[ysup; 00) is mot a A*-continuity set (see, e.g., Figure E.2). This particular case, which
is covered by Cramér’s theorem, is not directly obtained from the statement of the
Gértner-Ellis theorem.

Owing to its generality, the Gértner-Ellis theorem is a powerful tool
that allows to cover numerous cases of practical relevance. In our treatment,
it is used to characterize the error probability associated with traditional
(Chapter 6) and adaptive (Chapter 9) social learning.



Appendix F

Random Sums and Series

This appendix focuses on the stochastic convergence of random sums.
Section F.1 contains some classic results on convergent random series.
Sections F.2 and F.3 focus instead on certain random sums that are
relevant to the adaptive social learning paradigm considered in Chapters 8,
9, and 10; the results presented in these sections are either novel or borrowed
from [25, 119, 120].

F.1 Convergent Random Series

We adopt the following standard terminology. Given a sequence of numbers
{yn} and the partial sum Y ' ; y;, when the sequence of partial sums
converges as n — oo we say that the series > 52, y; is convergent. Moreover,
we say that the series Y ;2 y; is absolutely convergent when the series
Y21 |yil is convergent. Note that absolute convergence implies convergence.

The next lemma provides a sufficient condition for the almost-sure
convergence of random series.

Lemma F.1 (Convergence of random series [113, Lemma 3.6’]). Let {y,,} be
a sequence of independent random variables. If the series of expected values of
|y,,| is convergent, i.e., if

> Ely,| < oo, (F.1)
i=1

then Zzl y, is almost surely an absolutely convergent series.

We remark that the limiting value > 52, y; is in general random. For
the characterization of a random series employed to characterize adaptive
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social learning in Chapter 9 (see footnote 2 in that chapter) it is useful
to know that, if the summands y; are not deterministic from some index

1

onward, then the series > 72, y; will be a continuous’ random variable.

This property is guaranteed by the following result.

Lemma F.2 (Continuous nature of random series [111, Thm. XIII]). Let {y,,}
be a sequence of independent random variables satisfying the condition

o0
> Ely;| < oo. (F.2)
=1

If the random variables in the sequence are not deterministic from some index
no onward, then the series ) ° ¥, is a continuous random variable.

F.2 Random Sums Relevant to Adaptive Social Learning

In this section we derive some properties for a particular random sum that
arises in the study of the adaptive social learning algorithms in Chapters 8,
9, and 10.

Definition F.1 (Useful random sums). Let {y,,} be a sequence of iid random
variables with finite mean y. Let also 0 < § < 1 and consider the following
partial sums:

n
2 (6) 26 (1-0)" "y, (F.3)
i=1
where 0 < «; < 1, with «a; converging exponentially to some value o > 0 and
obeying the following upper bound for all 7 € N:
|l — o] < K€, (F.4)

for some constants k > 0 and € € (0, 1).

We will first study the convergence, as n — oo, of the partial sums
in (F.3), and then characterize their behavior in the limit as 6 — 0. To
facilitate the presentation, the relevant properties are collected in a series
of lemmas.

IWe recall that a continuous random variable does not necessarily have a pdf, since it could
be continuous but singular [21]. In the context of random series, one notable example that
can exhibit this behavior is given by Bernoulli convolutions, which are sums of iid Bernoulli
variables. For some values of the success probability, it has been shown that these sums converge
to continuous but singular limiting variables [69].
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Lemma F.3 (Useful random series). Consider the setting described in Defini-
tion F.1. Then, irrespective of condition (F.4), the partial sums in (F.3) converge
almost surely as n — oo, namely, we can define the following random variable

oo
2(0) 25 (1-0) "oy, (F.5)
i=1
In particular, the series on the RHS is almost-surely absolutely convergent.

Proof. We start by establishing the convergence of the series of expectations

oo

§Y (1=06) "By, =56 > (1-6)""a, (F.6)

i=1 i=1

where 7 = E|y,|. Note that 5 < oo because the random variables y, have finite
mean. The series on the RHS of (F.6) is convergent for the following reason. Since
0 < a; <1 in view of Definition F.1, we have

D=0ty 1= <Yy -6t
=1 i=1 ) =1

1
:71—(1—6):5<007 (F?)

where in the first equality we compute the known value of the geometric series. Observe
that the partial sums

n
> -0 a (F.8)
i=1

consist of nonnegative terms; this implies that these sums form a monotone (nondecreas-

ing) sequence. As a result, their limit

(oo}

lim Z(l — &) = 2(1 — 8 (F.9)

i=1

exists. In principle, the limit can be equal to co. However, this is not the case since, by
letting n — oo on the LHS of (F.7), we get

oo

> -6 < oo (F.10)

=1

This proves that the series of expectations in (F.6) converges.

In view of Lemma F.1, convergence of the series of expectations in (F.6) implies that
the random series z(d) in (F.5) is almost-surely absolutely convergent, and the lemma
is proved.

|
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Lemma F.4 (First moment). Consider the setting described in Definition F'.1,
and let

oo

2(8) 25 (1-0) "y, (F.11)

Then,
Ez(0) =58 ) (1-08)'os = ag+0(9), (F.12)
=1

where O(d) is a quantity such that the ratio O(d)/d remains bounded as § — 0
— see Table 1.1.

Proof. Since, in view of (F.6) and (F.7), the series

§) (1-06)"" i Ely,| (F.13)
i=1
is convergent, so is the series
-6 By, =5 (1-6) " (F.14)
i=1 i=1

The equality is obtained by using the definition § = Ey,. On the other hand, from the
triangle inequality we have the following upper bound for the random sum z,(d) in
(F.3):

2a(0)] <6 (1=6)auly,| <8Y _(1-08)""auly,l, (F.15)
=1 =1

zabs((;)

where the convergence of the series defined by 2°"(8) is guaranteed by Lemma F.3
(because the series z(d) converges absolutely). In view of Beppo Levi’s monotone conver-
gence theorem [65, Thm. 1.5.7], the expectation of the almost-sure limit 2°*(8) is equal
to the series of expectations, namely,

Ez**(5) =0 (1-6) ' Ely,| < oo, (F.16)

i=1

where the inequality holds because of (F.7). From (F.15) and (F.16) we conclude that
|z (9)] is upper bounded, for all n, by a random variable with finite mean. Therefore,
the dominated convergence theorem (Theorem D.6) implies that the expectation of the
almost-sure limit z(d) is equal to the convergent series of expectations (F.14), and the
first equality in (F.12) follows. For the second equality, observe that

5271:(1 -8y = 526(1 —0)" (i —a) + oz5§n:(1 —8) (F.17)
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Reasoning as done to establish the convergence of (F.7), we can see that both partial
sums on the RHS converge and, hence, we can write

(oo}

5y (1-0)"" aﬁaz o —a +a621— (F.18)

i=1

=1

In view of (F.4), the absolute value of the first summation on the RHS of (F.18) is
dominated by

R3S EA—0) T =res Y [e1-0)]t = #515—5) —0().  (F19)

We conclude from (F.14), (F.18), and (F.19) that the second equality in (F.12) holds.
|

Lemma F.5 (Weak law of small §). Consider the setting described in Defini-
tion F.1, and let

z(8) & 52.0:(1 —0) asy,. (F.20)

Then, the series z(d) converges to a g in probability as § — 0, namely, for all
>0,
Fisp P[|z(5) _agl> s] — 0. (F.21)
5—0

Proof. If we assume finiteness of the second moment of z(d), the proof of this lemma is
immediately obtained as an application of Chebyshev’s inequality — see Theorem C.2.
However, finiteness of the second moment is not required, and thus we proceed with a
more technical proof that works without that assumption. Let

G=0(1-6)""oy (F.22)
and consider the following centered variables:
2(0) = 2(6) —~E2(8), ¥, =y, —Ey,. (F.23)

In view of Lemmas F.3 and F.4, the centered partial sums
zn(6) —Ezn(d Z ¢y, (F.24)

converge almost surely (hence, in distribution) to z(§) as n — oo. From the Lévy-
Cramér continuity theorem (Theorem D.1) the characteristic function of z, —Ez,(9)
must converge to the characteristic function of z(§). Exploiting (F.24) and the fact that
the random variables y, are iid, the latter characteristic function can be represented as

p:(s) = [T estcio), (F.25)

~
Il
—

.:18
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where ©g(s) denotes the characteristic function of the centered variable y,.

The claim of the lemma is that z(d) — oy converges in probability to 0 as § — 0.
In view of (F.12) and property P1 from Lemma D.1, it is enough to prove that z(4) in
(F.23) converges in probability to 0 as § — 0. Furthermore, property P3 from Lemma D.1
allows us to conclude that it suffices to establish that z(8) converges to 0 in distribution.
To this end, we resort again to the Lévy-Cramér continuity theorem (and use it this
time to examine the convergence for § — 0). Since the characteristic function of a
deterministic variable equal to 0 is identically 1 for all s € R, we need to show that ¢z (s)
converges to 1 as & — 0. Using (F.25) we can write®

lpz(s) =11 <D lpglGis) — 11. (F.27)

Consider a positive s (the proof for s < 0 is similar, whereas for s = 0 it is trivial). Since
the random variables y, have finite mean, it is known that the first derivative of the
characteristic function, ¢j(s), is a continuous function [70], and from the mean-value
theorem [144, Thm. 5.9] we can write (since in particular Ey; = 0)

05(Ci8) = 1+ (s ©(sm) for some sy, € (0,¢;8). (F.28)
Accordingly, we have

log(Cis) — 1| = Gis |y (sm)| < Gis Jax o3 (o)1, (F.29)

where the inequality holds because sm, € (0,(;s) and ¢; < 6 — see (F.22). Applying
(F.29) to (F.27) we get

S(s)—1| < i F.30
o= (s) |_s§g[13§<5]|wy(€)lz;c (F.30)
N——"
<1

On the other hand, since ¢}(0) = Ey, = 0, from the continuity of ¢j(s) it follows that
lim max |¢5(s)| =0, (F.31)

5—0€[0,55]

which, in view of (F.30), proves that ¢:(s) converges to 1 as § — 0. From the Lévy-
Cramér continuity theorem, this implies that z(d) converges to Ez(d) in distribution as
§ — 0, and the proof is complete.

|

F.3 Vector Case for Network Behavior

In this section we extend Definition F.1 to examine the case where y,, is
a vector. Actually, when we examine networks of agents in Chapters 8,

2The following inequality is known for complex numbers x;, y;, with |=;| < 1 and |y;| < 1 [70]:

n

Hﬁi*ﬁyi Sim*yﬂ (F.26)
=1 =1

i=1
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9, and 10, we always deal with this vector case (with the vector entries
referring to distinct agents). In fact, the results proved for the scalar case in
the previous sections can be readily applied to the vector case. However, for
the results that we are going to prove in this section, an analysis specialized
to the vector setting is necessary to account for the possible statistical
dependence across the agents.

Definition F.2 (Random sums with random vectors). Let {y, } be a sequence of
iid random vectors in R¥, whose entries have finite mean, and define

Yn = [yl,'rw y2,n7 e 7yK,n]7 g = ]Eyn (F32)

Let also 0 < § < 1, and consider the following (scalar) partial sums:

z(6) =0 (1-0)"aly,, (F.33)
i=1
where
An = [Oély’"«v Q2.ny ..y aK,n} (F34)

is a deterministic vector with nonnegative entries bounded by 1, i.e.,
0<apn<1 fork=1,2,...,K and for all n € N. (F.35)
Moreover, assume that a, converges to some vector
a=la1,a,...,0K] (F.36)
with the following exponential law:
lak,n — ak] < KE™ (F.37)

for all k£ and n, and for some constants x > 0 and £ € (0,1). To avoid trivial
cases, we assume that a has at least one nonzero entry.

Note that Lemma F.3 implies the convergence as n — oo of the partial
sums in (F.33), allowing us to define the series

z(0) = 5%(1 —0) o]y, (F.38)
i=1

Our main goal is to characterize the asymptotic behavior of z(4) as § — 0.
In particular, we will show that this behavior is ruled by the average
variable

K
Yaven £ aTyn = Z CLYn- (FSQ)
k=1
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For later use, we also introduce the mean and variance of this average
variable, namely,

Yave £ IEyave,n =E [O‘Tyn} = aTg (F'40)
and
026 2 VAR [Yye ] = VAR 0Ty, |. (F.41)

Next, we examine the behavior of the second moment of z(9).

Lemma F.6 (Second moment). Consider the setting described in Definition F.2,
and assume that y,, has finite second moment. Then, the variance of z(4) in
(F.38) is
VAR 2 = 2(i—1) T 1, 2
[2(8)] =62 (1-9) VAR[a]y;] = 5026 +O(6%). (F.42)

g=il

Proof. Let us introduce, for i € N, the centered, zero-mean vectors

Yi =Y — Y (F.43)
and their expected squared norm
oy = Elgl*. (F.44)
Observe that, in view of the Cauchy-Schwarz inequality, we have
VAR|aly,| =E [(aT5,)°] < lasl*Ellg|1 < Ko, (F.45)

where in the last inequality we use definition (F.44) and the fact that the K entries
of a; are all bounded by 1. Since the scalar variables oziTyi are independent, from the
definition of z,(9) in (F.33) we have

VAR[z,,(5)] = 6° Zn:u — 6’ Y VAR [a] y,]

i=1
n

< Koyd®y (1-6)207Y, (F.46)
i=1
where the inequality follows from (F.45). Note that both partial sums in (F.46) admit

limits since they consist of nonnegative terms. In particular, the limit of the partial sum
on the RHS is finite since it is given by a convergent geometric series, and we can write

. 2 5\2(i—1) T,
lim VAR[z,(9)] =& ;(1 5) VAR [a] y,]
<Kops®y (1-6)"07Y < oo, (F.47)

i=1
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Consider now the centered and squared variables

(zn(é) - Ezn(6)>2 _ 52 (zn:(l _ 5y tal g) . (F.48)

i=1

In view of Lemmas F.3 and F.4, the quantity on the LHS converges almost surely, as
n — oo, to

2

(2(5) - Ez(5)) . (F.49)

Therefore, we can apply Fatou’s lemma (Theorem D.5) to the variables (2, (8) —Ez,(8))?,
yielding

lim VAR[z,(8)] > VAR[2(6)]. (F.50)

n—o0
In view of (F.47), this implies that the limiting variable z(9) has finite variance. But
since the limiting variable z(d) can be written as

2(0) =za(0)+5 > (1-08) "oy, (F.51)

i=n+1

with the two quantities on the RHS being statistically independent, for any n the
variance of z(J) cannot be smaller than the variance of z,(9), implying that

VAR[2(5)] > lim VAR[2.(5)]. (F.52)

Combining (F.50) with (F.52) we see that the variance of the almost-sure limit z(9) is
equal to the convergent series of variances, which is the first equality in (F.42).
In order to prove the second equality in (F.42) we write

oo

VAR[2(6)] = 5* Y (1 - 6)¢"VE [(aj’gi)Q] : (F.53)

=1

The expected values appearing in the last summation can be manipulated as follows:

E [(oJ 5)1 =E {(aT Ui+ (i —a) §)1
- K {(aT §1>2} +E {((ai —a)' @)2} +2E [(oei —a)’ 'q]iaTﬂi]

=0 +E [((ai —a)' f'L) 2] +2E [(s — )" g,0'y,] (F.54)

where, in the last step, we used (F.41) and (F.43). Substituting (F.54) into (F.53) we
obtain

VAR [2(8)] = 05,e 0% Y (1 —5)*¢ Y
=1

oo

g Z(l _ )2V |:((06i _a)ryvi)ﬂ

i=1
o

+28°) (1= 0" VE [(ai — a) 9,075, ] - (F.55)

i=1
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By evaluating the geometric series, the first term in (F.55) is equal to

1) 62,6
2 9 _ Zae® 2 - _ =
Taney 5T o +U“e5(2—5 2

+ e (F.56)

1 1) _ 02,60 02,62
T2 2(2—6)

and we see that the last term is O(62). Therefore, the proof will be complete if we show
that the last two terms on the RHS of (F.55) are O(5?).
To this end, we apply the Cauchy-Schwarz inequality to obtain the bound

E {((ai ~a)T 5)} <llai = al’E[lyl"] < Kw?¢¥ o, (F50)

where the second inequality follows from (F.37) and (F.44). Likewise, by applying the
Cauchy-Schwarz inequality for expected values (see Theorem C.6 for r1 = ro = 2), we
can write

\E (00— )75, 075

: (E [(@ - a)T@)Q] . [(O‘T 5)} )1/2 < VKo, omer. (F.58)

< K w2 g2 0'5 from (F.57) =02,

Using the bounds (F.57) and (F.58), in the second and third term on the RHS of (F.55),
respectively, and computing the pertinent geometric series, it is readily seen that both
these terms are O(§?). This proves the second equality in (F.42), thus completing the

proof.
|

The next lemma establishes that, when properly shifted and scaled,
z(9) is asymptotically normal as § — 0.

Lemma F.7 (Asymptotic normality). Consider the setting described in Defi-
nition F.2, and assume that y,, has finite second moment. Recall from (F.40)
and (F.41) that gave and 02, denote the mean and variance, respectively, of the
average variable vy, ,, defined by (F.39). Consider the following shifted and
scaled version of the random variable z(§) in (F.38):

Z(6) — Yave
Ve o

where we remark that z(d) is shifted by subtracting the mean gave of the average
variable y,,. ,. Then, (2() — Fave)/ V/8 converges in distribution to a zero-mean

Gaussian variable with variance equal to half the variance o2, of the average
variable ¥, ,,:

(F.59)

2(6) _'gave d ( 1 2 )
7\/8 ?:O—)g 0;2Jave . (FGO)
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Proof. The claim in (F.60) is equivalent to stating that the random variable

2(9) = Yave

F.61
6O'a2ve/2 ( )

converges in distribution to a standard Gaussian variable. Now, note that we can write
2(0) — Yave _ 2(0) —Ez(9) n Ez(8) — Gave

\/002e/2 B \/002.e/2 \/002.e/2 .

Since the second term in (F.62) converges to 0 in view of (F.12),® from Slutsky’s theorem
(see Theorem D.4) it suffices to show that the random variable

z(0) — Ez(9)
502./2

(F.62)

(F.64)

converges in distribution to a standard Gaussian variable. To this end, we start by
introducing, with a slight abuse of notation with respect to (F.22) and (F.23), the
quantities

G = =i - V25(1 - 8)"" (F.65)
and (6) — E[2(9)] ]
2(5) = #9) — &|200)] =%y

(%) 5otz | =" (F.66)

It is also useful to introduce the following centered and scaled version of the average
variable y,,. ; defined by (F.39):

gave,i é M = aT az (F67)

Tave

Our aim is to establish that z(d) converges in distribution to a standard Gaussian
variable. In view of the Lévy-Cramér continuity theorem (Theorem D.1) this claim is
equivalent to the convergence, as § — 0, of the characteristic function of z(§) to the

characteristic function e~ *"/2 (which is known to be the characteristic function of a
standard Gaussian variable). From (F.38), (F.65), and (F.66) we see that

Z0) =) ol y, (F.68)

Reasoning as done to compute (F.25), the characteristic function of z(8) in (F.68) is
given by

pz(s) = ﬁEexp {LS Cioy 51}7 (F.69)
i=1

3We remark that Eq. (F.12) applies to the series z(8) defined by (F.11), where o; and y;
are scalars. For the series z(d) in (F.38), where «; and y; are instead K x 1 vectors, Eq. (F.12)
becomes

(e @)
Ez(6) = 52(1 —8) T = aTj+ O(0) = Fave + O(6). (F.63)
i=1
This follows by noticing that ofiryi = Zli(:l ag,iYy ;> and then applying (F.12), separately for
each k, to the series (F.11) with oy, ;yy ; in place of a;y;.
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where we recall that « = v/—1 is the imaginary unit. Using the triangle inequality for
complex numbers we can write

_s2 - _s?
pa(s) —e —[emelcs)| + (Gs)—e 7|, (F.70)
i=1
where
Qave(s) 2 E exp {LS ﬂaveﬂ-} (F.71)

is the characteristic function of the random variable y,,,. ; defined by (F.67). Let us focus
on the first term appearing on the RHS of (F.70). Since characteristic functions have
magnitude not greater than 1, in view of (F.26) we can write

_ﬁ@ave(CiS) = {LSQC%,-Tgi}—ﬁEexp{LsCiaT'gi}
=1 =1 i=1
E {exp {Ls G aI 51} — exp {LS Gi o' QZH ‘
i=1

iE ‘1 _exp{LsQ (v —a)Tgi}‘
i=1

exp {LS G al ﬂl} — exp {LS G a’ @l}‘

(1) -
< sl Y GE|(@i—a)'y,
i=1
(e} K
:‘5|ZQ’ Zakz—ak Yi,i
=1 k=1
%) [ K
< \S|ZQ lok,s — x| % |§m|]
=1 L k=1
<k &' from (F.37)
< \s|Zn<zs Euylnl—nmychzg, (F.72)
i=1 i=1
my

where in step (a) we used the inequality |1 — e*®| < |z| [65, Lemma 3.3.19], and where
Il - ||+ denotes the L; norm. Using the definition of {; from (F.65) and evaluating the
geometric series, we see that the last summation in (F.72) converges to 0 as § — 0. This
proves that the first term on the RHS of (F.70) converges to 0. To complete the proof,
we need to show that the second term on the RHS of (F.70) converges to 0, namely, that

oo 52
i I | )= 2
;1{)% 11 Vave(Cis) =€ . (F.73)
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To this end, we resort again to the triangle inequality for complex numbers and write

(Gis) —e 320

(Gis) — ™7

+

42
e i 4”—6*7“ (F.74)

The second term on the RHS of (F.74) converges to 0 because
lim Z =1, (F.75)

as can be seen by exploiting (F.65) and evaluating the pertinent geometric series. Let
us now focus on the first term on the RHS of (F.74). We have the following chain of
relations:

oo C?Sz

punlc) - T[ e 5
i=1

¢252

Pave(Gis) — e 2

oo

1 oo 2 2
[T pae(s) — e 22t
=1

=r

S
Il
—

gk

1

k3

(F 26) 2 262
Z Pave Czs -1+
£ 2
0 42 2 252
+> e —1y 5 (F.76)

=1

where in the last step we applied the triangle inequality. Now, the second term on the
RHS of (F.76) converges to 0 since for any positive number z we have |e™® —14z| < 22/2,
which implies

oo

>

1=1

422

e —1+’ %i ¢t (F.77)

and it is immediate to show that (see the proof in [119]):
lim Z ¢h=o. (F.78)

Next, we establish that also the first term on the RHS of (F.76) vanishes. To this end,
consider the following identity:

2.2

s Y ~ 1~
@ave(CiS) -1+ z2 =E |:eLyave’7' G — 1- Lyave,i QS + 5 yzve,z‘ C72282i| ) (F79)

which holds because of the definition of @a(s) in (F.71) and because y,,. ; has zero
mean and unit variance. Focusing on the argument of the expectation in (F.79) and
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using [65][Lemma 3.3.19] we can write, for an arbitrarily small € > 0,

gt Yavet Gi¥ ] — L Yave,i Gis + %gfve,i (i's®
~ ] 3
<1 [Faes] 6 <] [t ], [ G > ] (Fne G)°
3
< Egave,i 12 % + ﬂfve,i H|:|§ave,i|ci > 5} <1232
< s O L 52 1) > /58] 25 (F 50)

where the last inequality follows because (; < V2§ — see (F.65). Computing the
magnitude of both sides of (F.79), recalling that the magnitude of the expectation is
upper bounded by the expectation of the magnitude, and using (F.80), we find that

7s? 2 |5‘3 2
Pave(Cis) — 1 + ’T < 5 +s7g9(9) |, (F.81)
where we define
g(d) £ E |:g§ve,i I |:§§ve,i > E/\/%:|‘| . (F82)

The function g(d) does not depend on i since the random variables y,,. ; are identically
distributed. Since y,,. ; has finite second moment, from the dominated convergence
theorem (Theorem D.6) we have that g(6) — 0 as § — 0. Using this result in (F.81) and
accounting for (F.75) yields

oo
lim sup E
§—0 =
=1

Due to the arbitrariness of €, we conclude that the first term on the RHS of (F.74)
vanishes as 6 — 0. Since we already proved that the second term vanishes, we conclude
that (F.73) holds. And since we already showed that the second term on the RHS of
(F.70) vanishes, we conclude that ¢z(s) converges to e=*"/2 as § — 0. We have therefore
shown that z(§) in (F.66) converges in distribution to a standard Gaussian variable as
6 — 0, and this completes the proof.

3
< s (F.83)

¢'s?
2 6

@ave((@'s) -1+

We conclude this appendix by examining the asymptotic properties
of the LMGF of z(d) in (F.38). Preliminarily, it is useful to establish the
following auxiliary lemma.



F.3. Vector Case for Network Behavior 445

Lemma F.8 (Limiting property of a useful sum). Let f(s) be a function twice
continuously differentiable on R, with f(0) = 0. Define the interval

P {[0, 8] if s >0, (F.84)

[s, 0] otherwise,

and introduce the auxiliary functions

@ if s #0,
g(s) = (F.85)
£(0) if s =0,
and? )
h(s) £ 2 max [¢'(<)|- (F.86)
SETs
Then, for all s € R,
o0 ) 1 s f(g)
Soe(sa o) =1 / 1) g + o(s, ), (F87)
i=1 3.Jo s
where r(s, d) is a function that satisfies the following bound:
h(sd)
< . o
Ir(s,0)] < 5—5 (F.88)

Proof. To begin with, observe from the properties of f(s) that the function h(s) is well
defined and satisfies, for all s € R, the inequalities 0 < h(s) < co. Now, for the case
s =0, Eq. (F.87) is trivially verified with the choice r(0,d) = 0. Let us consider the case
s > 0; the proof for s < 0 is similar. We introduce the following infinite partition of
(0,9s]:

si=s0(1-0)""  ieN. (F.91)

Let us introduce the function
G(s) = / g(<)ds, (F.92)

where g is defined by (F.85). A second-order Taylor expansion of G(s) around the point
s; gives

1 ,,_
G(si1) = g(s:)(si — si41) — 5 &' (5) (51 = si41)° (¥.93)
4The derivative g’(s) appearing in (F.86) is well defined. Indeed, for s # 0,

_ s

g = (F.59)
In addition, by applying L’Hopital’s rule [144], from (F.89) we obtain
f7(0
lim g'() = © (F.90)
s—0 2

which implies that g’(0) = f”/(0)/2 — see footnote 3 in Appendix E.
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for a certain 3; € (si+1,8;). Observing from (F.91) that s; — si+1 = s; § and using (F.85),
Eq. (F.93) can be rewritten as

G(SiJrl) = 6f(81) — E g'(éi) S?. (F94)

Consider now an index n > 0 and observe from (F.91) that s; = s and sp41 = s6(1—-9)".
Therefore, from (F.92) and the definition of integration we have

sé 51 n
/ g(c)ds = / §)ds = Z/ ds =Y G(sir1). (F.95)
sé(1—6)" Sn41 Si41 i=1

Then, from (F.94) we obtain

n

s
/ g(s)ds =38 f(s:) % Z )82, (F.96)

s(1—8)n P
which, exploiting (F.91) and (F.85), is equivalent to

if(sé(l—a)i—l) :(15[5 @dc

i=1 sé(1=6)m
+3 Z 82071 (56)2g/ (5). (F.97)

Now, from the definition of integration we have

sé sé
lim @dg = / @dg, (F.98)
0

n—ooo Josa—sm

which shows that, as n — oo, the first term on the RHS of (F.97) agrees with the first
term on the RHS of (F.87).

Consider then the second term on the RHS of (F.97). Since $; € (si+1,8:), and since
(Si+1,8:) C [0,s6] in view of (F.91), we have

%(85)2|g'(§z‘)| (597 max [g/(<)] = h(sd), (F.99)

2 s€[0,s 4]

where the equality follows from the definition of h(s) in (F.86). Using (F.99) we can
write

M\On

— 1 h(sé)
(i— 1) 2(1 1) _
E_ 50)%|g'(5:)| < dh(sd) E_ =55 (F.100)

which implies that the last summation in (F.97) is absolutely convergent as n — oo,
allowing us to introduce the series

| &,

A

22 820V (56)%g/ (5). (F.101)

Letting n — oo in (F.97), and applying (F.98) and (F.101), we obtain the representation
n (F.87), with the function r(s, d) satisfying (F.88) in view of (F.100).
|
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We are now ready to characterize the LMGF of z(J) in the small-6
regime.

Lemma F.9 (Limiting LMGF). Consider the setting described in Definition F.2.
Assume that each entry y, ,, of the vector y,, has LMGF finite everywhere:

Ay, (s) 2 logE exp {s ykn} <oo VseR (F.102)

Let Aave(s) be the LMGF of the average variable y,,. ,, defined by (F.39), and
let As(s) be the LMGF of z(0) in (F.38). Then

liméAg(s/5):/ Mdg. (F.103)
§—0 0 S

Proof. Let
A, (s) 2 logE exp {s zn((S)} (F.104)

be the LMGF of the random variable z, () in (F.33). Since the LMGF of the sum of
independent random variables is equal to the sum of the LMGFs of the random variables,
by exploiting the independence across ¢ of the random variables al-Tyi that appear in
(F.33), we get

A, (s) = Z log E exp {s 0(1 — (5)1'71041-Tyi}. (F.105)
i=1
It is convenient to introduce the multivariate LMGF of the vector y, [59, 159]:
Ay(u) £ logE exp {uTyi}, u e RY, (F.106)

from which (F.105) can be rewritten as
A (s) =34, (35(1 - 5)%’*10@)

i=1

= Z Ay (s 0(1 — 6)1_101)
i=1

+3° {Ay (55(1 - 5)1'—10@) —A, (55(1 - 5)Haﬂ
=1

=3 Aue (55(1 - 5)1'*1)
i=1

+ zn: [Ay <s 5(1— 5)%‘*1%) A, (3 5(1— 5)"*1a)} , (F.107)
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where, to justify the last equality, we recall that Aae(s) is the LMGF of the average
random variable y,,. ; = a'y,, which, in view of (F.106), yields

Asve (5 5(1 — 6)H> = logE exp {s s(1—6)"" yave,i}
= logE exp {s (1 — 6)1'7104Tyi}
— A, (35(1 - 5)Ha). (F.108)
We are interested in evaluating the limits of the summations on the RHS of (F.107)

as n — oo. Regarding the first summation, we can apply Lemma F.8 with the choice
f(s) = Aave(S),5 obtaining

e sé
> Ane(s801-0) 1) = %/ A“;(‘) ds + (s, ), (F.110)
i=1 0

where r(s,0) is the remainder term introduced in Lemma F.8.

Let us now focus on the second term on the RHS of (F.107). In view of (F.102),
we know that the multivariate LMGF is finite for all v € R¥.® As a consequence, it is
infinitely differentiable on R¥ [59, 159]. In particular, we can use a first-order Taylor

5Recalling that Aave(s) is the LMGF of the random variable defined by (F.39), we have

K K
Aave(s) = logE exp sZakyk,n < log]EZak exp{sykﬂn}
k=1 k=1

K
=log | Y arexp{Ay, ()} | < oo, (F.109)
k=1

where the first inequality is an application of Jensen’s inequality (see Theorem C.5 and in

particular (C.10)) to the term exp {s Zi;l ozkyk}, accounting for the fact that the exponential
function is convex and the weights {cy} are nonnegative and add up to 1. The second inequality
follows from (F.102). We conclude that Aave(s) is finite for all s € R. This implies that it is
infinitely differentiable on R (see Appendix E.1.2), thus fulfilling the hypotheses of Lemma F.8.

6 If u has all zero entries, the multivariate LMGF is equal to 0. Thus, we consider the case
where u has at least one nonzero entry, and let

K
|k
Uu:Z|uk|7 qx = —l (F.111)
k=1

Ou

We have the following chain of relations:

K K
exp{uTyi}=eXp 5 UpYy; ¢ = €Xp g qrsign(ug)ouyy, ;

k=1 k=1
K
< awexp {sign(ur)ouys,i (F.112)
k=1

where the last step follows from Jensen’s inequality (see Theorem C.5 and in particular (C.10)),
which can be used because the exponential function is convex and the weights {qx} are nonneg-
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expansion of A, around the point s (1 — §)" '

Ay (55(1 - 5)%’*1%) — A, (35(1 - 5)"*1a)
4 s6(1—6) (i — )T VA, (@), (F.114)

where VAy(u) is the gradient of A,(u) taken with respect to u, and where @ is a point
lying in the open line segment that joins the points s §(1 — §)* ', and s6(1 — 6)" ‘e
In particular, by introducing the hypercube H; defined as

K o>
2. — {[O, s] if s >0, (F.115)

[s,0]% otherwise,

we know that @ is surely contained in H,s, because (1 — 6)"*1 < 1 and all the entries
of the vectors a; and « are nonnegative and bounded by 1. In view of (F.114), we can
write

‘Ay (55(1 - 5)1—1%) —A, <55(1 - 5)i_la> ‘

K
=56(1—-0)""" [(ai — )T VA,(@)| < ksde(1—0)" 12

k=1

(@], (F116)

where, in the last step, we used (F.37). In addition, since VA, (u) is continuous on R*,
we can write

OA,
< .
; o Y (@)| < ha(s9), (F.117)
where we have defined the auxiliary function
K
OA,
ha(s) = Imax > | o (u)‘ . (F.118)
Letting
éZ( (56(1— 6y as) — A, (35(175)2’—1@)), (F.119)
from (F.116) and (F.117) we get
Ira(s,0)] < k& sdha(sd) Y [€(1 —9)] %hz(ss). (F.120)
i=1

ative and add up to 1. Using (F.112), and (F.106), we can write

K
Ay(u) = logE exp {uTyi} < log (Z qx E exp {sign(uk)UuykJ })

k=1

= log (Z gk exp { v, (sign(ur)ow ) }))

< oo, (F.113)

where the last inequality follows from (F.102). We conclude that Ay (u) is finite for all u € RX.
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Combining (F.107), (F.110), and (F.119), we arrive at the representation

sé
As(s) = lim A, (s) = 1/ Aol 4 4 o(s,8) + ra(s, 9), (F.121)
n—oo 0 0 S
where, in the first equality, the LMGF of the limiting random variable z(9) in (F.38)
appears because, from the continuity theorem for moment generating functions [55], it
is legitimate to evaluate the LMGF of z(§) as the limit of the LMGF of the partial sum
zn(9). Exploiting (F.121) we can further write

dAs(s/d) = /S Aa%(g)dg +dr(s/d, ) +dra(s/d, 9). (F.122)

To prove (F.103), we now show that the last two terms in (F.122) vanish as § — 0.
Regarding the first term, from (F.88) we get

[3r(s/8, 8)| < 5= h(s) 290, (F.123)

where h(s) is the auxiliary function introduced in (F.86). Likewise, regarding the second
term, from (F.120) we can write

kEsha(s) -0
5 5,0 <d—"—""4-—"70 F.124
Frals/s. 0)] < a2 00, (F.121)

which concludes the proof.



Appendix G

Rademacher Complexity

In the social machine learning problem examined in Chapter 12, each agent
learns a decision statistic chosen from some admissible family. The degree
of complexity of the decision statistic is an important parameter that is
related to the performance achievable in the learning process. In statistical
learning, one way to quantify the complexity of a family of functions is the
Rademacher complexity [30, 130, 155], originally introduced as Rademacher
penalty in [103].

G.1 General Case

We start with the definition of the Rademacher complexity.

Definition G.1 (Rademacher complexity). Let G be a family of real-valued
functions
g: X —R (G.1)

and consider a sequence of samples x, € X, for n =1,2,..., E. The sequence of
these samples will be compactly denoted by

X:{xl,xg,...,xE}. (G2)
The empirical Rademacher complexity of the family G associated with a particular
sequence X is'
E
LY naten)

R(G; X) £ E sup
geg

, (G.3)

LFollowing [13, 30], we are defining the empirical Rademacher complexity in (G.3) and the
Rademacher complexity in (G.4) with the absolute value. Other definitions are without the
absolute value, and the two definitions coincide if the family G is symmetric, i.e., if for any
function g(z) € G, the function —g(x) also belongs to G.
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where the sequence {r,} is formed by independent and identically distributed
Rademacher random variables, i.e., binary variables taking on values 1 with
equal probability.

Assume now that X is random, with the individual samples x,, being iid and also
independent of the Rademacher variables. We define the Rademacher complexity

as
E

% Z Tng(w") ’

n=1

R(9) 2 ER(Y; X) = Esup
geg

(G.4)

where the expectation is taken over all the involved random quantities, i.e., r,
and x,,.

The summations in (G.3) and (G.4) are a measure of the correlation
between the functions g € G and the Rademacher variables r,,. As a result,
the Rademacher complexity measures on average how well the function
family G correlates with random noise. The capability to emulate random
noise describes the richness (hence, the complexity) of the chosen family,
and can also be seen as a measure of overfitting during training [12, 130].

The following known property of the Rademacher complexity is useful
for some of our derivations [30, 109]. We recall that a function 2 : R — R
is Lipschitz-continuous with constant £, also referred to as .Z-Lipschitz,
when

| 2(21) — 2(22)| < Lz — 22| Vz1, z9 € dom(2). (G.5)

Lemma G.1 (Contraction principle). Let 2 : R — R be an .Z-Lipschitz function
with 2(0) = 0. Let G be a family of real-valued functions, and consider a sequence
of samples X = {z1,x2,...,zr}. The empirical Rademacher complexity satisfies
the following property:

R(L20G; X) < LR(G; X), (G.6)
where we denote by 2 o G the family generated by the composition of functions

Qog, for geg.

Proof. From (G.3) we can write the empirical Rademacher complexity of the composition
of functions 2 o g as

R(Z2o0G;X)=Esup|—
geg

XE: ’ : (G.7)

Since 2 is .Z-Lipschitz and 2(0) = 0, from (G.5) we can write

|2(9(zn) )| = |2(g(zn)) — 2(0)] < 2 |g(xn)], (G.8)
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forn=1,2,..., E. By defining

2(g(xn
U, 2 gi&n (G.9)
an arbitrary number in [—1,1] if g(z) =0,
we can also write
2(g(xn) ) = L ung(xn), (G.10)
which, when used in (G.7), yields
e
R(20G; X) :31@?615 E;rnun g(zn)|. (G.11)
Observe from (G.8) and (G.9) that
lup] <1 forn=1,2,...,FE. (G.12)
Consider now the function
e
fu) =E 21612 = Z; Totin §(Tn)|, (G.13)

with u = [u1,us,...,ur] € [-1,1]”. Applying the triangle inequality and exploiting the
subadditivity of the supremum, it is readily seen that f(u) is a convex function of u. As
a result, over the hypercube [—1,1]¥ (which is a compact convex set), the maximizers
of f(u) must be extreme points of this hypercube, i.e., vectors with all entries equal to
+1.2 Let u* be one maximizer, then we can write

E
1 .
: < 3 — . .
R(20G;X)< ZE Zlég T 521 oty g(xn) (G.16)

We want to evaluate explicitly the expectation over the Rademacher variables 7, in
(G.16). To this end, we introduce the random vector r = [ri,r2,...,rg]| and observe

20bserve that C = [—1,1]¥ is a compact convex set, and denote by Ec the set of extreme
points of C, which are defined as points that do not lie in any open line segment joining two
points in C [146]. Accordingly, the extreme points are vectors with all entries equal to +1,
yielding |Ec| = 2E. We denote these extreme points by ym, for m = 1,2,...,2E. From the
Krein-Milman theorem [146], it follows that C is equal to the closed convex hull of the extreme
points. This result implies that any u € C can be written in the form

2E
u = Z dmYm, ym € Ec, (G~14)
m=1

where {gm} are nonnegative weights that add up to 1. Then, using (G.14) and the convexity of
the function f defined by (G.13), we get

2P 2P
flu)=f ;qmym < ;qu(ym < max ) (G.15)

which shows that f is maximized at some extreme point(s).
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that, since the Rademacher variables r, are iid with Pr, = 1] = P[r, = —1] = 1/2,
the vector r takes all possible values in the set {—1,1}¥ (i.e., in the E-fold Cartesian
product of binary sets {—1,1}) with equal probability 27%. As a result, Eq. (C.16) can
be rewritten as

R(20GX) <2 x Y.

re{-1,1}F

= ZEsup
geg

= ZR(G; X), (G.17)

E

1

=3 raglan)
n=1

where the first equality holds because, irrespective of the particular value of u*, when
r spans the set {—1,1}7, the vector ' = [riuf,rau3,...,re u}] spans the same set.
Comparing (G.17) with (G.6), we see that the proof is complete.

|

G.2 Multilayer Perceptrons

It is desirable to relate the Rademacher complexity to the system parame-
ters that characterize a particular problem, e.g., the depth and weights of
a neural network, the feature space, the size of the training set, and so on.
In this section we establish a useful relation for the multilayer perceptron
(MLP) from Example 12.2, considering the binary classification case with
H = 2. This relation will reveal in particular that with bounded features,
the Rademacher complexity of norm-constrained MLPs (where the weight
matrices are bounded) scales as 1/v/E with the number of samples E. The
result is illustrated in the next lemma, which is adapted from [13, 137].

Lemma G.2 (Rademacher complexity of norm-constrained MLP). Assume that
each entry z(7) of the feature vector z € R? is bounded, namely,

max  |z(2)] < Tmax < 00. (G.18)
ie{1,2,...,d}
Consider the MLP represented in Figure 12.2 for the binary case H = 2. This
MLP has L layers (excluding the final softmax layer). For [ = 1,2,..., L, the
number of nodes at layer [ is denoted by n;. The output of the Lth layer has
one node (because H = 2) and computes a decision statistic

h(z) = h(zx;61). (G.19)

Assume that the MLP is characterized by: ¢) an activation function o, that is
%,-Lipschitz and satisfies 0,(0) = 0; and i) a weight matrix at layer [, denoted
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by Wi, fulfilling the bounded-norm condition

ny—1

IWills =  max Z \w(“

< Wmax <00 forl=1,2,...,L, (G.20)
€{1,2,...,n; }

where ||W;]|1 is the maximum absolute column sum norm of the matrix W; and
wffr)l denotes the (i, m) entry of the same matrix.

Let H denote the family of possible functions h generated at the Lth layer by
the considered MLP. Then, the empirical Rademacher complexity of this family
of functions obeys the following bound:

2 Wmax Tmax

R(H; X) < Ve

(Wmax L5) "~/ Tog(2d). (G.21)

Proof. We recall that, according to the notation introduced in Example 12.2, gﬁ,ll) denotes
the function computed by node m belonging to layer [ of the MLP. We start by showing
that all functions gﬁ,ll) corresponding to the same layer belong to a common function
family G;. That is, gﬁff € G for m =1,2,...,n;.> We prove this result for any layer
1 > 2, with the reasoning being similar for the first layer described by (12.27).

In view of (12.26), for any layer | > 2 we have

ni—1

0z Zwm ( (- 1>(x)), (G.22)

Examining (G.22), we see that the admissible functions generated at nodes m =

1,2,...,n; are linear combinations of a nonlinear transformation of the functions gen-
erated at the previous layer [ — 1. In view of (G.20), the weights 'w(> of this linear
combination must obey the condition, for m =1,2,...,ny,
ni—1
Wi | < Winax. (G.23)

=1

Since this condition is the same for all nodes m, we conclude that the admissible functions
generated at all nodes of the [th layer belong to the same family, which we denote by G;.
Note that the decision statistic we are interested in is the function computed by the
single node of layer L, which means that we have the identity H = Gr.

To evaluate the (empirical) Rademacher complexity of G, we construct a recursion
over the number of MLP layers, similarly to what was done in [137]. First, we establish
that the empirical Rademacher complexity of one layer is upper bounded by the empirical
Rademacher complexity of the previous layer, scaled by a suitable constant. Second, we
apply recursively the obtained bound from the last to the first layer. Third, we derive
an upper bound on the Rademacher complexity of the first layer. The combination of
the three steps yields an upper bound on the Rademacher complexity of the last layer,
i.e., of the MLP.

Consider then the Ith layer and denote by W, the family of vectors w = [w;] € R™~1
that have L; norm bounded by wmax. In view of (G.22), for | > 2 the Rademacher

3Actually, for layer L there is nothing to show since ny, = 1.
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complexity of the family G; can be expressed as

nyp—1
R(G;X)=E 325\}1 yo Zrn Z W;0q gz xn))‘ (G.24)
91€91-1
92€G; 1
Inp_q -€g171

where 7, are iid Rademacher random variables and where we see that each function
gi, for i = 1,2,...,n;_1, is selected from the family G;_i. By applying the triangle
inequality, we have

np—1 np—1 E
E g Tn E WiOq gz Tn ) = E wz E TnOa gz In )
=1 n=1
np—1

(G.25)

g TnOa gz mn

) ’

Taking the supremum over w € W; and g; € G;—1, and exploiting the subadditivity of
the supremum (relative to g; € G;—1), we further get

ny—1 E
sup Z |w;| x Z'I‘naa gi(zn) )
91€G,_1 =1 —
92€G1-1 N
971171.69171
ny—1 1 E
< sup |wi| X sup |= Tn0a(gi(zn)
wEW], ; 9i€G1—1 E nz::I ( )
L E
= Wmax  SUP Ezrnaa(gi(xn)) : (G.26)
9i€91-1 =1

Using (G.25) and (G.26) in (G.24) we obtain

E

R (G1; X) < wmax B sup L Zrnaa (gi(wn))‘ = WmaxR (a0 Gi—1; X),  (G.27)

9i€91-1

which, applying Lemma G.1, yields the following recursion relating the empirical
Rademacher complexities at layers [ and [ — 1:

R(gl,X) < Wmax LR (gl71§X)- (G28)
Iterating (G.28) from the last layer L to the first layer, we obtain
R(H; X) =R (Gr; X) < (Wmax L) 'R (G1; X). (G.29)

It remains to bound the empirical Rademacher complexity relative to each node of
the first layer, which has a simpler structure implementing a linear combination of
the feature vector entries. To characterize the complexity of such a structure, we
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can directly use [137, Lemma 15], applied with the choices p = 1, ¥ = wWmax, and
|£n]lcc = max;eq1,2,....a} [£n ()] < Zmax, obtaining

e d
o Z Tn Z W;Tn (7)
n=1 =1

which, when used in (G.29), yields the final result.

R (G1;X) =E sup
weW1

2 Wmax Tmax
< ZWmamax /)00 (2d), G.30
< = g(2d) (G.30)
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SOCIAL LEARNING

Opinion Formation and
Decision-Making over Graphs

Vincenzo Matta

Virginia Bordignon
Ali H. Sayed

Complex cognitive systems, such as social networks, robotic swarms, or biological
networks, are composed of individual entities (the agents) whose actions typically
arise from some sophisticated form of “social” interaction with other agents. For
example, consider the way humans form their individual opinions about a certain
phenomenon. The opinions take shape via repeated interactions with other
individuals, whether through physical contact or virtually. A diffusion mechanism
emerges through which opinions, information, or even fake news propagate.

strategies by multiple agents interacting over a network. Consider a robotic
swarm deployed over a hazardous area, where some robots operating under
disadvantageous conditions (e.g., with limited visibility or partial information)
would only be able to perform their task (such as saving a life during a rescue
operation) by leveraging significant cooperation from other robots that have better
access to critical information. Nature itself provides many other excellent examples
of cooperative learning in the form of biological networks.

The main topic of this book relates to mechanisms for information diftusion
and decision-making over graphs, and the study of how agents” decisions evolve
dynamically through interactions with neighbors and the environment.

/ Social learning also arises over man-made systems in the form of decision-making

781638 " 284727
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