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Preface

In December 2014 the Stanford Graduate School of Business hosted the
conference “Causality in the Social Sciences” in an attempt to promote
a broad interdisciplinary debate about the notion of causality, and the
role of causal inference in the social sciences.

The issue of causality is at the center of all scientific disciplines, but
has become particularly contentious in accounting research. Despite
usual disclaimers, there often is a gap between the causal language
researchers use to describe empirical findings, and the extent to which
causal claims are backed by evidence. At the risk of oversimplifying,
the issue of causality divides the accounting research community in
two polar views: 1) the view that causality is an unattainable ideal
for the social sciences and must be given up as a standard, and 2) the
view that, on one hand, causality should be the ultimate goal of all
scientific endeavors and, on the other hand, theory and causal inference
are inextricable. Reflecting and discussing about these views was the
main motivation for organizing the Stanford’s causality conference.

The conference gathered some of the most distinguished scientists
across five disciplines: philosophy, economics, accounting, finance, and
marketing. For two days, the conference’s participants were able to
reflect and discuss about the best methods for causal inference of social
phenomena.

1



2 Preface

This volume summarizes the conclusions of the conference and is
organized in three sections: I) Econometrics; III) Accounting, and III)
Finance.

First, Nancy Cartwright addresses the problem of external validity
and the reliability of scientific claims that generalize individual cases.
Then, John Rust discusses the role of assumptions in empirical research
and the possibility of assumption-free inference. Peter Reiss considers
the question of how sensitive are instrumental variables to functional
form transformations. Charles Manski studies the logical issues that
affect the interpretation of point predictions, questioning prediction
practices that use a single combined prediction such as the consensus
forecast to summarize the beliefs of multiple forecasters.

Second, Bertomeu, Beyer and Taylor provide a critical overview of
empirical accounting research, focusing on the benefits of theory-based
estimation, while Chen and Schipper consider the question whether all
research should be causal, and assess the existing gap between theory
and empirical research in accounting.

Third, R. Jay Kahn and Toni Whited clarify and contrasts the
notions of identification and causality, whereas Ivo Welch adopts a
sociology of science approach to understand the consequences of the
researchers’ race for discovering novel and surprising results.

We hope this volume will allow researchers and Ph.D students in
accounting (and the social sciences in general) to acquire a deeper
understanding of the notion of causality and the nature, limits, and
scope of empirical research in the social sciences.

Iván Marinovic
Stanford Graduate School of Business



Where’s the Rigor When You Need
It?
Nancy Cartwright

University of California, San Diego, USA and Durham University, UK;
ncartwright@ucsd.edu

ABSTRACT
When it comes to causal conclusions, rigor matters. To this end we
impose high standards for how studies from which we draw causal
conclusions are conducted. For instance, we are widely urged
to prefer randomized controlled trials (RCTs) or instrumental
variable (IV) models to observational studies relying just on
correlations, and we have explicit criteria for what counts as a
good RCT or a good IV model. But we tend to be shockingly
sloppy when it comes to making explicit just what the causal
conclusions we draw mean, why the methods we employ are good
for establishing conclusions with just that meaning, and what
can defensibly be taken to follow from these claims. With respect
to what can be inferred from the limited causal conclusions our
studies support, we are far too prone to over reach, to ‘generalize’
that what holds in a study or handful of studies holds widely.
But, I shall argue, we do not get arrant for general claims by
generalizing. Rather it takes a great tangle of scientific work to
support a general claim, including a great deal of conceptual
development, theory and the confirmation of a variety of different
kinds of effects that the general claim implies.

Nancy Cartwright (2016), “Where’s the Rigor When You Need It?”, Foundations
and TrendsR© in Accounting: Vol. 10, No. 2-4, pp 106–124. DOI: 10.1561/1400000045.



1
Introduction

I was charged with the question: When it comes to causality, ‘What do
social scientists know?’ –and, presumably, ‘How do they know it?’ In
expanding on that, Iván (Marinovic) in his invitation added: “Often the
issue of causality and identification is ignored or ‘resolved’ by adding
explanatory variables (given the large amount of data available). If you
have some specific thoughts about this type of research I would really
appreciate that you discuss them.” There are issues here that need to
be talked about. Many are technical, and you have here real experts
to discuss them. But there are other issues that are not technical, that
really matter, that do not get discussed, and we repeatedly get into
trouble because we do not pay attention to them. To unearth some of
these issues, there are two points I want to urge today:

1. Do not do inference by pun.

2. In general, well substantiated, reliable general claims in science 6=
generalizations, i.e. claims warranted by generalizing from indi-
vidual instances.

The first must be totally uncontroversial. The second certainly
should be.

5
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Mostly Useless Econometrics?
Assessing the Causal Effect of
Econometric Theory
John Rust

Department of Economics, Georgetown University, USA;
jr1393@georgetown.edu

ABSTRACT
Economics is highly invested in sophisticated mathematics and
empirical methodologies. Yet the payoff to these investments in
terms of uncontroverted empirical knowledge is much less clear. I
argue that leading economics journals err by imposing an unre-
alistic burden of proof on empirical work: there is an obsession
with establishing causal relationships that must be proven be-
yond the shadow of a doubt. It is far easier to publish theoretical
econometrics, an increasingly arid subject that meets the burden
of mathematical proof. But the overabundance of econometric
theory has not paid off in terms of empirical knowledge, and
may paradoxically hinder empirical work by obligating empirical
researchers to employ the latest methods that are often difficult
to understand and use and fail to address the problems that
researchers actually confront. I argue that a change in the profes-
sional culture and incentives can help econometrics from losing
its empirical relevance. Econometric theory needs to be more
empirically motivated and problem-driven. Economics journals
should lower the burden of proof for empirical work and raise the
burden of proof for econometric theory. Specifically, there should
be more room for descriptive empirical work in our journals. It
should not be necessary to establish a causal mechanism or a
non-parametrically identified structural model that provides an
unambiguous explanation of empirical phenomena as a litmus test
for publication. On the other hand, journals should increase the

John Rust (2016), “Mostly Useless Econometrics? Assessing the Causal Effect of
Econometric Theory”, Foundations and TrendsR© in Accounting: Vol. 10, No. 2-4, pp
125–203. DOI: 10.1561/1400000049.
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burden on econometric theory by requiring more of them to show
how the new methods they propose are likely to be used and be
useful for generating new empirical knowledge.



1
Introduction

“As a mathematical discipline travels far from its empirical source,
or still more, if it is a second and third generation only indirectly
inspired from ideas coming from ‘reality’, it is beset with very
grave dangers. It becomes more and more purely aestheticizing,
more and more purely l’art pour l’art. This need not be bad, if the
field is surrounded by correlated subjects, which still have closer
empirical connections, or if the discipline is under the influence
of men with an exceptionally well-developed taste. But there is a
grave danger that the subject will develop along the line of least
resistance, that the stream, so far from its source, will separate
into a multitude of insignificant branches, and that the discipline
will become a disorganized mass of details and complexities. In
other words, at a great distance from its empirical source, or after
much ‘abstract’ inbreeding, a mathematical subject is in danger of
degeneration. At the inception the style is usually classical; when
it shows signs of becoming baroque, then the danger signal is up.
It would be easy to give examples, to trace specific evolutions into
the baroque and the very high baroque, but this, again, would be too
technical. In any event, whenever this stage is reached, the only
remedy seems to me to be the rejuvenating return to the source:
the re-injection of more or less directly empirical ideas.”

von Neumann (1947)

25



26 Introduction

This essay is a warning that von Neumann’s danger signal is up
for econometric theory, and his suggested remedy, “the re-injection
of more or less directly empirical ideas”, is overdue. In my opinion,
econometric theory has run into seriously diminishing returns. It is
increasingly abstract, technical, and difficult to understand: “baroque”
is a good adjective for some of it. I am not anti-theory and realize that
mathematical subjects are not easy. But too many econometric theory
articles are poorly motivated, and the value of trying to implement the
new estimators they propose is unclear.

Even though I teach econometrics to graduate students, I would
have to admit that the subject can easily come across as a “disorganized
mass of details and complexities” that does not really prepare them
go out and discover new empirical knowledge. Instead I fear many of
them regard it as an obstacle to be overcome: a vast catalog of limit
theorems that archive the endless ways to use and reuse the Law of
Large Numbers and Central Limit Theorem to prove even more arcane
limit theorems that only tenuously pretend to have anything to do with
the real challenges facing empirical researchers.

Though the title of this essay was motivated by Mostly Harmless
Econometrics by Angrist and Pischke (2009), this is not a critique of
their book. On the contrary, I would have titled their book “Mostly
Useful Econometrics” because Angrist and Pischke are part of a group
of (mostly labor-oriented) applied econometricians who practice what
they preach. The enormous popularity of this book is due in part to
the fact it is not written in the abstract style of econometric theory
texts. Instead it provides compelling empirical motivation for a set of
relatively easy to apply econometric methods that are actually used by
applied researchers. As such, it is an essential part of the “tool kit” for
doing good empirical work in economics.

On the other hand, our journals and many econometric textbooks
devote too much space to estimation methods that very few of us
actually use. Does anyone really use k-class estimators, or 3 stage least
squares, or maximum score? Do we really need to know how to test
for unit roots or cointegration in time series? Do we need to know how
to non-parametrically estimate simultaneous equation systems with
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non-separable errors or know about “identification at infinity” in order
to do good empirical work?

Consider a typical econometric theory article in a typical issue
of Econometrica. Rarely is there any specific empirical motivation as
to why yet another estimation method is necessary, or a discussion
of a suggested empirical application, much less an actual empirical
application and a demonstration of how the new method changes a
conclusion about a substantive empirical issue. Instead all too many
are motivated by previous econometric theory papers and the main
contribution is to generalize a previous model or proof (e.g. allow for
non-additive errors instead of additive ones or re-prove a result using
weaker assumptions).

Though I will avoid naming names, many econometric theorists are
more like pure statisticians or mathematicians who do little empirical
work themselves. Some of them have no apparent interest in economics:
they call themselves “econometricians” mainly because salaries in eco-
nomics are much higher than in statistics departments which have long
been in decline and in some cases eliminated (such as at Princeton),
or nearly eliminated (such as at Yale). Yet the celibate priesthood
of econometric theorists yield great power over empirical researchers:
it is difficult to publish empirical work in leading economics journals
unless it is blessed by the high priests. So empirical papers published in
Econometrica tend to be illustrations of the latest methods (justifying a
demand for even more methods), rather than work that is focused on
important economic problems or issues.

In comparison, the “hard sciences” such as physics or biology are
less methodologically focused than economics, yet they appear to be
much more productive of useful empirical knowledge. One only needs
to look in the daily newspaper to see amazing new medical advances,
huge advances in communications and computer technologies, and fun-
damental discoveries about the universe at both the smallest and largest
scales. The hard sciences make progress because most of the research is
empirically motivated: what causes cancer? why are atmospheric CO2
levels rising? what does cosmic background radiation tell us about Big
Bang asymmetries that kept matter from being completely annihilated
by anti-matter?
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Rather than endlessly debate how to do science people in the hard
sciences just do science. They are much more focused on data generation
particularly through the creation of sophisticated instruments and well
designed experiments, and data gathering is often far more focused
and theory-driven than in economics. For example, one of the last
remaining fundamental particles predicted by the standard model of
physics, the Higgs Boson (which in conjunction with the Higgs field
gives particles their mass), was finally discovered in 2013 using the
large hadron collider at CERN. Certainly a great deal of statistical
sophistication is required to analyze the terabytes of data from billions
of subatomic collisions to filter signal from noise, or to infer the presence
of dark matter from doppler shifts in light from distant galaxies, or to
infer small asymmetries 10−20 seconds after the big bang from cosmic
background radiation. Even so, the average physicist is less statistically
sophisticated and tooled-up than the average economist.

Economists, on the other hand, try to create an illusion of great sci-
entific prowess by using advanced mathematics to study abstruse topics
such as large square economies, unit roots, partial identification, mo-
ment inequalities and triangular models. Even topics that seem to have
a useful goal, such as implementation of social choice rules, are analyzed
at such a high level of abstraction that it is hard to see their practical
value. Economists lionize ultra-mathematical theories, even if they have
no clear real-world applicability or provide poor approximations to real-
ity. This is certainly true of a lot of economic theory that assumes that
people are rational expected utility maximizers, that firms maximize
expected profits, that interactions between individuals and firms always
occur in a state of Nash or competitive equilibrium, and that financial
markets are complete and informationally efficient. Our math obsession
has deluded us into thinking that these are good approximations to
reality when there is lots of evidence that they aren’t.1

1My critique differs from the “mathiness” critique of Romer (2015) who argues
that some economists try to use mathematics to masquerade politically motivated
viewpoints. I do not believe econometric theorists are “political” in this sense, and
the mathematics they do is of very high quality. To the extent there is a masquerade,
it is to foster the impression that all econometric theory must be useful because it
ultimately enables economists to do better empirical work. Instead, my critique is
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There is still time to change the orientation of theoretical economet-
rics to avoid the fate of pure economic theory, which has also suffered
the consequences of being mostly useless. Economic theory had immense
prestige in 1980s when I received my PhD, an era where empirical re-
searchers (and even applied theorists) were viewed as distinctly second
class citizens. However theoretical elitism turned out to be an unsus-
tainable equilibrium, as the profession ignored von Neumann’s danger
signal and allowed economic theory to become increasingly abstract,
baroque, and disconnected from reality. Hamermesh (2013) documents
a significant decline in the amount of economic theory published by the
top economics journals since the 1960s and speculates that “Economic
theory may have become so abstruse that editors of the leading general
journals, recognizing that very few of their readers could comprehend
the theory, have cut back on publishing work of this type.” (p. 169).

The problem of uselessness of economic theory became sufficiently
severe to come to the attention of the popular press in a New Yorker
article in 1996 titled “The Decline of Economics.” It was motivated by
the 1996 Nobel Prizes to James Mirrlees and William Vickrey. Vickrey
had mentioned to a reporter at the New York Times that his famous
paper on auctions (Vickrey, 1961) was “one of my digressions into
abstract economics” and “At best, it’s of minor significance in terms
of human welfare.” In response, Cassidy (1996) lamented that “Here is
a world-renowned theorist confirming what many outsiders had long
suspected — that a good deal of economic theory, even the kind that
wins Nobel Prizes, simply doesn’t matter much. That is a great pity,
since economics is supposed to be a useful subject, and its intellectual
founders stressed its practical importance.” (p. 50).

Economic theory would be in a much better state today had pro-
fession followed the advice of Alvin Roth, who issued his own version
of von Neumann’s danger signal back in 1991: “if we do not take steps
in the direction of adding a solid empirical base to game theory, but
instead continue to rely on game theory primarily for conceptual insights

similar in many respects to the critique of McCloskey (2005) who concludes that
the profession’s obsession with “mathematical and statistical reasoning” “is a waste
of time” and unless this changes “our understanding of the economic world will
continue to stagnate.”
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(deep and satisfying as these may be), then it is likely that long before
a hundred years game theory will have experienced sharply diminishing
returns. In this respect, I think the next hundred years will likely bring
about a change in the way theoretical and empirical work are related
in economics generally, and that, if not, then the entire discipline of
economics may also fail to realize its potential.” (Roth, 1991a, p. 108).
One only needs to look at current job statistics on EconJobMarket.org
to see that Roth underestimated how rapidly economic theory would
collapse: both the number of positions and the number of candidates
who list economic theory as their primary field has dwindled to less
than one fourth the corresponding numbers for econometrics.

Theoretical econometrics has a superficial appearance of usefulness
since it is a field that supposed to provide us with the methods and
tools for doing empirical work, but it is infected by the same theoretical
elitism and detachment from reality that lead to the decline of economic
theory. The current professional culture still offers far greater rewards
for doing econometric theory and publishing new estimation methods
than for doing applied work, especially when we recognize that data
gathering and analysis is a far more laborious and less glamorous task
than proving theorems. Similar to economic theory, econometric theory
has become sort of an elite sport that can be played at elite upper tier
departments that are rich enough to afford it (e.g. Harvard, Princeton,
Yale, MIT, Stanford, Berkeley, Chicago, etc.). Among the trophies in
this sport is the ability to publish in the elite upper tier journals, such
as Econometrica which is devoted to publishing the most arid types of
economic and econometric theory.

Economists should be more concerned about our collective influence
and impact. One metric is citations, and compared to other sciences,
economists have few citations. For example the Thomson Reuters Essen-
tial Science Indicators database from 2000 to 2010 ranks economics 17th
out of its list of 21 sciences in terms of citations. Only engineering, other
social sciences, computer science and mathematics had lower average
citations over this period than economics. The science with the most
citations according to the ESI index was molecular biology, followed by
immunology. Within economics, the least cited subfields are economic
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theory and (micro) econometric theory according to Ellison (2013).
He finds that “The fields in which papers are estimated to have the
fewest citations — political economy, history, micro theory, cross-section
econometrics, and industrial organization — are all fields where we
estimated that researchers have relatively low citation indexes.” (p. 82).

The leading journals such as Econometrica have great influence on
the type of work done in economics due to the hierarchical way the
profession is self-organized. There is a hierarchy in the profession that
is akin to a bee hive where a small number of theorists are the queen
bees who have the influence to set the overall direction of research via
their roles as editors at the top ranked journals. The sustainability of
the bee hive depends on having cadres of worker bees who are willing
to follow the directions they set in exchange for the chance to publish,
get tenure, and try to make it slightly further up in the hierarchy. As
von Neumann noted, this sort of academic hierarchy can be sustainable
“if the field is surrounded by correlated subjects, which still have closer
empirical connections, or if the discipline is under the influence of
men with an exceptionally well-developed taste.” Unfortunately too few
leading theorists have a real interest in the real world application of
their theories: this is a task left for the worker bees. The minority of
theorists who do attempt to pay homage to reality often suffer from the
hubris of confusing knowledge of their theories with knowledge of the
real world.

For example, in his 2003 Presidential Address to the American
Economic Association, Robert E. Lucas (2003) proclaimed that “central
problem of depression prevention has been solved, for all practical
purposes, and has in fact been solved for many decades.” (p. 1). Oops!
The 2008 financial crash and ensuing “Great Recession” revealed that
economists actually knew far less about the world than they thought
they knew. It suddenly became painfully clear that a large part of
the profession was virtually clueless what was actually going on in the
economy because few of the ugly real world complexities are captured
in our oversimplified mathematical models.

Indeed, back in 2007 few economists knew what a “swap” was or how
dangerously overlevered and interdependent most of Wall Street firms
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were. This ignorance is not surprising: most real business cycle models
assume away the financial sector as irrelevant. However leading experts
in finance, such as Eugene Fama, are so wedded to idealized views such
as the efficient markets hypothesis that they deny the possibility that a
collapse of a credit/housing bubble could have lead to the 2008 Wall
Street crash: “I don’t know what a credit bubble means. I don’t even
know what a bubble means. These words have become popular. I don’t
think they have any meaning.” (quoted from interview in Cassidy, 2010).
In short, too many of us can be accused of being “egg heads” who are
not in touch with the real world.

Of course some economists are/were in touch with reality, and several
issued prescient warnings of stock market and housing bubbles and an
impending financial meltdown well before the 2008 crash. However most
of these economists, such as Robert Shiller or Noriel Roubini, were
ignored or treated as “flakes” or “doctors of doom” — the “Chicken
Littles” who always predict that the sky is falling. I believe Shiller and
Roubini would confirm that it is hard to publish or be heard if you dare
speak out against the conventional wisdom and orthodoxy in economics.
While there is a nascent literature on behavioral economics that does
try to learn and understand what people and firms actually do (as
opposed to rationalizing behavior to force it to conform to prediction
of existing theories) it is hard to publish empirical work that provides
evidence of behavior that is inconsistent with orthodox theory unless
it is accompanied by an elaborate non-expected utility theory that
“explains” this behavior. Leading journals such as Econometrica are
much more likely to publish behavioral theories but much less likely to
publish behavioral evidence.

This is part of the burden of proof on empirical work that tends
to keep economists focused on theory, but less aware of reality. The
profession ought to be more receptive to self-evaluation, given that our
sense of smugness and self-confidence has been shaken by dramatic
embarrassments such as our failure to predict the crash of 2008 and the
Great Recession, or to even agree on the best policies to deal with it after
the fact. There is a surprising level of ignorance, or at least a glaring
lack of professional agreement, on a host of other important questions
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as well. For example there is huge disagreement about how strongly
taxes affect labor supply. Despite intensive study for over three decades,
there is still disagreement about the efficacy of job training programs
on various outcomes such as unemployment duration and subsequent
earnings and about how best to deal with crumbling institutions such
as Social Security and Medicare. The profession does not agree about
whether financial markets are inherently unstable and whether they
need to be regulated, and if so, how. I believe that economists need to
be considerably more humble and admit that there is very little that we
can confidently say that we know and agree upon. Given this, perhaps
it is time to have a discussion about whether this state of affairs is
inherent in the subject (i.e. economics is a more difficult topic to study
than physics or biology) or whether the profession’s bias for deductive
versus inductive inference is partly to blame for our lack of agreement
and results.

A full discussion is beyond the scope of this essay because it deals
with the interaction between econometric theory, economic theory, and
empirical work. I have discussed the tensions between economic theory
and empirical work elsewhere (Rust, 2014) and want to stress that I
am not anti-theory, though I feel that the profession refuses to let go
of favorite theories despite considerable evidence that they are at odds
with reality. My focus in this essay is on econometric theory. I also stress
I am not against econometric theory and certainly do not claim that all
econometric theory is useless. However economics is “data poor” relative
to other sciences, but not because economic data are inherently harder
to collect. Rather, due to the professional culture and a methodological
bias at the top departments, the rewards for data gathering and data
analysis are low, whereas the payoff to econometric theory is much
higher. This equilibrium is good for the elite departments, but bad for
the profession as a whole.

The rest of this essay is organized as follows. Section 2 documents
the theory bias at Econometrica and their efforts to correct this bias to
stay relevant. Though I argue that the causal impact of econometric
theory is small, the amount of econometric theory devoted to causality
is huge — particularly the burgeoning literature on treatment effects. I
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discuss this literature in Section 3, but argue that it has not resulted
in the sort of credibility revolution in applied economics claimed by
Angrist and Pischke (2010). In Section 4 I discuss a personal example
that illustrates how even an incomplete understanding of causality
can be extremely useful. Since my example is from medicine, I also
discuss an economic example. In Section 5 I review a vast literature
on the causal effect of training programs and conclude that the useful
knowledge from decades of study by the leading econometricians has
been disappointingly meager. To avoid writing a completely hopeless
and depressing essay, I devote Section 6 to discussing several success
stories where economics has produced useful knowledge. Unfortunately,
these are not examples where econometric theory played much of a role.
Section 7 concludes with some ideas about how things can be turned
around to make econometric theory more useful to economics.

Although this essay questions the usefulessness of some ultra math-
ematical economic and econometric theory, I do not pretend to judge it
from an superior vantage point. I readily admit that my own academic
work has proved to be mostly useless. My views will no doubt cost
me professionally, so why write this? While there are many prizes and
ways economists self-congratulate themselves, there are fewer avenues
for self-evaluation and few economists willing to take the professional
risk to publicly voice their true concerns about the shortcomings of the
discipline. I hope this essay will lead to a constructive discussion rather
than be seen as an unhelpful rant on econometric theory and the state
of the economics profession.
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ABSTRACT
Researchers regularly use instrumental variables to resolve con-
cerns about regressor endogeneity. The existing literature has
correctly emphasized that the choice of instrumental variables
matter for the resulting estimates. This paper shows that re-
searchers should also be concerned that the functional form of
the instrument matters as well for the resulting estimates. For
example, simply changing an instrumental variable from the level
to the logarithm can change estimates directly. This article docu-
ments the problem, suggests why the problem occurs and suggests
different approaches to the problem.
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1
Introduction

Many social scientists work with linear regression models in which some
or all of the regressors are thought to be correlated with the regression
error. Although in this case ordinary least squares (OLS) delivers the
best linear predictor of the dependent variable given the right hand
side regressors, this predictor differs from the best linear predictor one
would obtain if there were no correlation between the regressors and the
regression error. Researchers often are more interested in this second
model because they see its coefficients as revealing “causal” effects.
That is, they see the coefficients as suggesting how much the dependent
variable would change if the corresponding right hand side variable
changed by one unit and nothing else changed. Of course, the true
causal model may not be linear. However, many researchers nevertheless
believe that linear regressions still can reveal the signs and magnitudes
of causal relations.

Instrumental variable (IV) methods are the primary means by which
social scientists estimate regression models with endogenous regressors.
IV methods require the researcher to identify auxiliary variables that
minimally are uncorrelated with the regression error (e.g., exogeneous)
and yet correlated with the right hand side endogenous regressors (i.e.,
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relevant).1 Under standard assumptions, these instruments can be used
to construct consistent estimates of the coefficients. Although the use of
valid IVs produces consistent estimates, it is well known that the finite
and large sample distributions of the IV estimator are impacted by the
choice of instruments.2 Further, it is known that when the instruments
only slightly violate the exogeneity and relevance conditions, there
can be dramatic, adverse consequences for the estimator’s small and
large sample distribution. Violations of concern include: having too few
relevant instruments; using instruments that are correlated with the
regression error; and, relying on instruments that are weakly correlated
with the endogenous regressors.3

This paper documents another issue that has received little or no
attention – that seemingly irrelevant changes in the functional forms of
the same instruments can lead to vastly different IV estimates. This is
not just a sampling issue, it is present in a given sample. This potential
sensitivity should be concerning. Two (or more) researchers could be
on solid ground arguing that their IV estimates are consistent, and
yet their estimates might differ dramatically. Indeed, their estimates
may differ in sign! Section 2 provides such an example. Ultimately this
difference in the IV estimates prompts the difficult question of which
estimate(s) to report. Alternatively, how might a researcher make others
aware of any sensitivity?

These issues are illustrated and addressed in what follows. Section 2
shows that an instrument’s functional form can matter. It relates the
sensitivity of IV estimates to an instrument relevance condition. Sec-
tion 3 discusses possible approaches to the problem based on existing
relevance and weak instrument diagnostics. These approaches include
reporting sensitivity analyses or measures of the local variation in the
estimated coefficients. Section 4 discusses possible “efficient” instrument
approaches to the problem. Section 5 illustrates the problem is general.
Section 6 concludes.

1While the term “instruments” refers to both the exogenous variables in the
equation of interest and the excluded auxiliary variables, I will primarily use it to
refer to the auxilary variables.

2See for example Phillips (1983).
3See for example Bound et al. (1995) and Murray (2006).
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ABSTRACT
Forecasters regularly make point predictions of future events.
Recipients of the predictions may use them to inform their own
assessments and decisions. This paper integrates and extends
my past analyses of several simple but inadequately appreciated
logical issues that affect interpretation of point predictions. I
explain the algebraic basis for a pervasive empirical finding that
the cross-sectional mean or median of a set of point predictions is
more accurate than the individual predictions used to form the
mean or median, a phenomenon sometimes called the “wisdom of
crowds.” I call attention to difficulties in interpretation of point
predictions expressed by forecasters who are uncertain about the
future. I consider the connection between predictions and reality.
In toto, the analysis questions prevalent prediction practices that
use a single combined prediction to summarize the beliefs of
multiple forecasters.
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1
Introduction

Persons, firms, and governments regularly make point predictions of
future events and estimates of past conditions. Recipients of predic-
tions and estimates may use them to inform their own assessments
and decisions. This paper integrates and extends my past analyses of
several simple but inadequately appreciated logical issues that affect
interpretation of predictions and estimates. I use the prospective term
“prediction” (or forecast) for simplicity of terminology, but the paper
applies to retrospective estimates as well.

I first explain the logical basis for a pervasive empirical finding on
the performance of combined predictions of real quantities. Empirical
researchers have long reported that the cross-sectional mean or median of
a set of point predictions is more accurate than the individual predictions
used to form the mean or median. This phenomenon is sometimes
colloquially called the “wisdom of crowds.” It has only occasionally
been recognized that these regularities have algebraic foundations. The
one concerning mean predictions holds whenever a convex loss function
(or concave welfare function) is used to measure prediction accuracy,
by Jensen’s inequality. The one concerning median predictions holds
whenever a unimodal loss or welfare function is used to measure accuracy.
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I have called attention to the algebra underlying the wisdom of
crowds in Manski (2010) and Manski (2011). Here, in Section 2, I
paraphrase these earlier discussions and extend them to cover weighted
averages of predictions, as advocated in Bayesian model averaging.
I also caution that the algebra has limited scope of application. In
particular, I show that combining predictions of treatment response
need not outperform individual predictions when a planner makes binary
treatment decisions.

The algebra in Section 2 implies nothing about the informativeness
of the predictions that forecasters provide. Predictions may imperfectly
convey the expectations that forecasters hold for future events and they
may imperfectly anticipate future realities. To interpret predictions
requires assumptions on the decision processes that forecasters use to
generate their predictions. Sections 3 and 4 interpret predictions under
various assumptions.

Section 3 concerns interpretation of point predictions of uncertain
events. Economists commonly assume that persons hold probabilistic
beliefs about uncertain events. A point prediction at most provides
some measure of the location of a probability distribution–it cannot
reveal anything about the shape of the distribution. Users of predictions
typically do not know how forecasters choose points to summarize their
beliefs. This generates an unavoidable problem in interpretation of
point predictions, one that arises even if forecasters seek to honestly
convey their beliefs. Other problems, which are avoidable, arise when
researchers make logical errors in their interpretation of point predictions.
A frequent error has been to use the dispersion of point predictions
across forecasters to measure the uncertainty that forecasters perceive.
Engelberg et al. (2009) and others have called attention to these matters.
Section 3 explains.

Predicting binary outcomes is an important special case that is
instructive to study in some depth. Manski (1990) observed that a
point prediction of a binary outcome at most yields a bound on the
probability that the forecaster holds for the outcome. Manski (2006)
applied this simple finding to interpret the bids in prediction markets
where traders bet on occurrence of a binary outcome. I summarize here.
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The analyses of Sections 2 and 3 imply no conclusions about the
connection between predictions and reality. Assessment of realism re-
quires assumptions about the process generating predictions. Section 4
discusses two cases: unbiased and rationalizable predictions.

Predictions of a real quantity are unbiased if they are generated
by a process such that the mean prediction equals the actual value of
the quantity. This assumption, often made in research that combines
forecasts, makes the wisdom of crowds a statistical rather than simply
algebraic phenomenon. The assumption has strong consequences but is
rarely credible.

Rationalizable predictions are ones that follows logically from some
plausible model, without requiring that the model be accurate. Such
predictions pose possible futures. In the absence of knowledge of the
process generating predictions, there is no logical reason to average a
set of rationalizable predictions as recommended in research on unbi-
ased prediction. However, if predictions are formed in an adversarial
environment, one might find it reasonable to conclude that the actual
value of the quantity of interest lies in the interval between the smallest
and largest prediction.

The concluding Section 5 observes that prevalent practices in predic-
tion of future events summarize the beliefs of forecasters in two respects.
First, individual forecasters commonly provide point predictions even
though they may perceive considerable uncertainty. Second, recipients
of predictions from multiple forecasters often combine them to form the
mean or median prediction. I question both practices.
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ABSTRACT
On December 5th and 6th 2014, the Stanford Graduate School of
Business hosted the Causality in the Social Sciences Conference.
The conference brought together several distinguished speakers
from philosophy, economics, finance, accounting and marketing
with the bold mission of debating scientific methods that support
causal inferences. We highlight key themes from the conference as
relevant for accounting researchers. First, we emphasize the role
of formal economic theory in informing empirical research that
seeks to draw causal inferences, and offer a skeptical perspective
on attempts to draw causal inferences in the absence of well-
defined constructs and assumptions. Next, we highlight some of
the conceptual limitations of quasi-natural experimental methods
that were discussed at the conference, and discuss the role of
structural estimation. Finally, we illustrate many of the points
from the conference by estimating a novel, theoretically grounded
measure of disclosure costs.
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1
Introduction

On December 5th and 6th 2014, the Stanford Graduate School of
Business hosted the Causality in the Social Sciences Conference. The
conference brought together distinguished speakers from philosophy,
economics, finance, accounting and marketing with the bold mission of
debating scientific methods that support causal inferences in the social
sciences. The conference was structured around a keynote by philosopher
Nancy Cartwright and presentations by five notable economists: Joshua
Angrist, Guido Imbens, Charles Manski, Peter Reiss and John Rust.
Three panel discussions offered complementary views about causality
in the areas of finance, accounting and marketing. Each panel was
composed of journal editors and leading researchers, and focused on the
state-of-the-art and opportunities for future research. The conference
approached several issues of interest to accounting researchers, such as
the role of theoretical foundations, quasi-natural experimental methods,
and structural estimation.

The conference organizers asked us to report on and synthesize
the proceedings from three unique perspectives: audience members,
accounting researchers, and a unique blend of individuals with empirical
and theoretical research interests. We were asked to illustrate some of
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the themes of the conference using examples drawn from the accounting
literature and to include a brief application. While initially challenging,
we found it intellectually rewarding to step outside the silos of “empirical
researcher” and “theoretical researcher” and discuss issues of common
interest. Perhaps this will be the conference’s legacy: the conference
showed methodological and cross-disciplinary academic fertilization at
its best, and has the potential to disseminate new perspectives about
accounting topics.

Accounting researchers may look at the vast and divergent views
being espoused in the proceedings of the conference published in this
issue of Foundation and Trends, and wonder about the takeaways
as it relates to accounting. Our synthesis aims to highlight what we
think were a few of the key takeaways, and expand on each using
several examples and settings familiar to accounting researchers. In this
respect, we caveat that our synthesis necessarily reflects our own views
as accounting researchers. We view this report as contributing to the
debate in accounting surrounding causal inferences, methodology, and
the role of formal theory in informing empirical work–certainly not as
the final word on that debate. Our synthesis is intended to complement
a growing body of literature exploring issues related to causality within
accounting. Given the shared topic–causality in accounting research–
many of the issues raised at the conference and included in our synthesis
also appear in prior work.1

Two key themes emerged at the conference, and these themes per-
vade our discussion. First, regardless of method, causal inferences rely
on untestable core assumptions (see Nancy Cartwright’s paper in this
issue). Identification of causal channels does not come from statisti-
cal techniques but from assumptions. For example, if the assumptions
behind instrumental variable regression (IV) are satisfied (e.g., the
instruments satisfy the exclusion restriction), then IV can be used to
estimate a causal effect. While institutional knowledge might tell us

1See, for example, the Special Issue on Causality in the October 2014 issue
of Accounting, Organizations, and Society, Gow et al. (2016), and Qi Chen and
Katherine Schipper’s paper in this issue.
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whether certain assumptions are more plausible than others, certain
untestable assumptions will always be necessary.2

Second, there was considerable skepticism about statistical tech-
niques commonly referred to as “quasi-natural experimental methods”,
and whether strong, causal inferences typically associated with the use
of such methods are reasonable. We found this particularly surprising
given the increasing emphasis on these methods within the accounting
literature. Concerns about these methods focused on generalizability and
the ability of these methods to identify underlying causal mechanisms
in the absence of formal theory.3

At this point, let us simply note two practical implications of these
themes for originating research that pushes the frontiers of the ac-
counting literature. First, making assumptions should not be taken as
a scientific compromise, or something to hide; instead, assumptions
should be presented and opened for discussion. The message is simple:
assumptions should be explicit, transparent, and deliver new insights.
Without a clear understanding of the assumptions of empirical tests
and measures, causal inferences will remain elusive.

Second, regardless of empirical method, a link between formal eco-
nomic theory and empirical work is essential in helping researchers
identify causal effects of interest. For example, when researchers mea-
sure systematic risk, they employ estimates of β from the Capital
Asset Pricing Model–an empirical measure of systematic risk derived
from formal theory; when researchers measure information asymmetry,
they employ estimates of Kyle’s λ or the probability of informed trade
(PIN)–empirical measures of information asymmetry between market
participants derived from formal theory. It strikes us that none of these
measures is particularly intuitive in the absence of the corresponding
formal economic theory and assumptions. Formal theory provides the

2 For example, the exclusion restriction of instrumentals variable, the parallel
trends assumption of difference-in-differences, and the continuity assumption of
regression discontinuity are all inherently untestable (e.g., Larcker and Rusticus,
2010; Roberts and Whited, 2013).

3 These issues are not new to the economics literature (e.g., Heckman, 2000,
Heckman, 2005; Heckman and Vytlacil, 2007).
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assumptions that guide how we interpret the relations in the data–for
example, how we interpret the covariance between a firm’s returns and
the market return. In this regard, formal theory makes transparent the
assumptions that underlie each of the above measures.

Relative to the other fields represented at the conference, accounting
research tends not to be very clear about what assumptions it is mak-
ing. For example, researchers in accounting generally rely on intuition
and less formal verbal descriptions to motivate empirical measures of
theoretical constructs rather than mathematical descriptions derived
from formal theory. The advantage of this approach is clear: it does not
constrain empirical work to topics studied by theorists. The disadvan-
tage of this approach is also clear: great confusion–about the validity of
empirical proxies and what theoretical constructs they are intended to
capture.

As a result, the accounting literature simultaneously features a
great variety of empirical proxies and fundamental disagreements about
what these proxies capture. Few of the numerous proxies of accounting
quality, conservatism, or proprietary costs are derived from formal theory.
Consequently, the theoretical construct of interest is only defined at
an intuitive level, and the assumptions that underlie various proxies
are not transparent. For example, what assumptions are necessary
for the asymmetric timeliness coefficient of Basu (1997) to measure
conservatism? While the proxy has great intuitive appeal, it is only
more than 15 years later–and only after its widespread use–that we are
starting to get a sense for the assumptions that underlie this measure
(e.g., Ball et al., 2013). Understanding these assumptions, and their
validity, is critical to reliably estimating causal effects. More generally,
it seems difficult to credibly identify the causal effect of an intervention
(e.g., regulation) on a theoretical construct, if that construct is only
defined at an intuitive level, or if we do not understand the assumptions
that underlie our empirical measures of the construct.

This is now being given the opportunity to change, as more re-
searchers within accounting are interested in probing the foundations of
common measures of accounting quality, conservatism, and proprietary
costs–among other examples–each with the potential to affect a dra-
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matic rethink in the measures and relations that have been exhausted
in prior research.

We structure the remainder of the paper as follows. In Section 2,
we discuss the role of formal economic theory in informing empirical
research that seeks to make causal statements, and offer a skeptical
perspective on attempts to draw causal inferences in the absence of
well-defined constructs and assumptions. In Section 3, we highlight some
of the conceptual limitations of quasi-natural experimental methods
that were discussed at the conference; limitations that appear to be
underappreciated within the accounting literature. In Section 4, we
discuss the role of structural estimation as an emerging method within
accounting research, and provide a simple application that illustrates
many of the themes discussed at the conference. Specifically, we estimate
a novel, theoretically grounded measure of voluntary disclosure costs
based on Verrecchia (1983).
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ABSTRACT
We offer some thoughts on the relation between theoretical and
empirical accounting research in the context of causal inference,
in response to two questions posed by Professor Ivan Marinovic,
organizer of the 2014 Stanford University Graduate School of
Business Causality conference. The two questions are: should
causal inference be the objective of accounting research; and
what is, and what should be, the relation between theory and
empirical research in accounting? With regard to the latter, we
point to two sources of difficulty: (1) confusion and disagreement
about interpretation, advantages and disadvantages of various
empirical identification strategies; and (2) a lack of progress on
the part of empirical researchers in testing the implications of
existing accounting theories and thereby providing discipline to
those theories. We argue that published empirical accounting
research relies too much on insufficiently precise verbal models
or generic models that provide few or no new accounting-specific
insights and tends to ignore recent advances made by theoretical
researchers. As a result analytical models in accounting research
are not sufficiently challenged by empirical research and analytical
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researchers have made slow progress in establishing a meaningful
distinction between accounting information and other types of
information provided by firms and their managers. Our concern
is that accounting research is in danger of losing the healthy
disciplining balance between theory and empirical research that is
essential to any scientific field. Without this balance, the profession
becomes a discipline of beliefs, rather than a discipline of scientific
discovery.



1
Introduction

We present our views on two questions posed by Professor Ivan Mari-
novic, organizer of the 2014 Causality Conference at Stanford Uni-
versity’s Graduate School of Business. The first question pertains to
the role of causality in accounting research, specifically whether casual
inference should be the objective of accounting research. The second
question pertains to the relation between theory and empirical research
in accounting, including whether theory should discipline, and has prop-
erly disciplined, empirical research; whether the gap between theory and
empirical research is undesirably large; and whether the development of
theory in accounting has been affected by empirical accounting evidence.
We illustrate our views by reference to research that considers the
relation between disclosures and the costs of capital, accounting mea-
surement, and the necessity for and consequences of financial reporting
standards.1

1 Although some discussion at the Stanford Causality conference focused on
process issues, including specifically the role of theory in (1) the context of the
publication process in accounting research, for example the roles of referees and
editors, and in (2) the context of PhD education, this discussion abstracts from
those issues. Also, although we illustrate some of our views by reference to specific

214
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With regard to the first question, we do not view the role of causality
to be different in accounting research than in other business-related disci-
plines such as finance or economics; what differs is the context in which
researchers analyze causality. We take the position that accounting
research seeks to understand the causes, uses and consequences of ac-
counting information; some research focuses specifically on firm-specific
accounting choices (accounting policies, judgments and estimates) and
financial reporting standard setting decisions, with the goal of producing
insights to enhance the role of accounting in improving the efficiency
of resource allocation in the economy. Achieving these objectives re-
quires both an understanding of the theoretical links among behaviors,
accounting information and outcomes, and empirical evidence on the
existence and magnitudes of the links. That said, and as explained later
in this discussion, we believe there is a substantial role for descriptive
evidence, referring to the provision of facts or evidence presented as
facts, in accounting research, as long as the provision of descriptive
evidence is motivated by a desire to test and challenge theories.

With regard to the second question, we argue that while few ac-
counting academics would disagree (at least publicly) that theories are
important first steps to establish causal links, accounting researchers
do not agree on what constitutes a rigorous theory, or at least a usable
one, and to what extent existing theories can be used to guide empirical
accounting research. Accounting empiricists criticize accounting theo-
rists for making implausible and empirically meaningless assumptions
about institutional features unique to accounting information, or ig-
noring them altogether, and for wholesale inattention to making their
analyses as transparent as possible to those who would like to test them.
Accounting theorists, in turn, criticize empiricists for excessive reliance
on imprecise ad hoc verbal models and for overly-narrow viewpoints on
what are the important institutional features of accounting information.

We believe these disagreements reflect a gap between empirical and
analytical research in accounting, and one that is increasing, in that
empirical accounting research displays a tendency to have little direct

examples of accounting research, this discussion is not intended to provide a survey
or review of any area of accounting research.
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connection to rigorous economic theory. In turn, accounting theorists
are not sufficiently challenged by empirical facts. Without a concerted
effort by the profession to bridge the gap, accounting research is in
danger of losing the healthy disciplining balance between theory and
empirical research that is essential to any scientific field. Without this
balance, the profession becomes a discipline of beliefs, rather than a
discipline of scientific discovery.

With regard to both questions posed by Professor Marinovic, we
note that some disagreements about causality and causal inference in
accounting research appear to focus on which empirical identification
strategy is superior, for example, structural estimation or natural experi-
ment, with some confusion about what exactly is considered a structural
estimation.2 Again, such disagreements are not unique to accounting;
similar debate has taken place in economics and other disciplines (see,
e.g., Heckman, 2000, Heckman and Vytlacil, 2007). Our view in this
discussion is that at least some of the disagreement among accounting
researchers is misplaced. Different definitions of structural estimations
exist, and whatever the definition, both structural estimation and natu-
ral experiments each have their pros and cons, and neither approach
can claim absolute superiority over a reduced form regression. The first
implication of this view is that the type of research question addressed
should dictate the choice of research design and method, which in turn
affects what kinds of inferences the research can support. The second
implication is that an assessment of whether a specific research pa-
per makes a substantial incremental contribution should depend on
whether the paper presents significant new insights or significant new
methodologies or significant new evidence, arrived at as rigorously as
possible given the constraints imposed by data existence and access, and
should be largely decoupled from the specific methods applied. Debates
over empirical identification strategies divert attention from the very real

2 We do not seek to contribute to debates and discussions about what qualifies
as a structural model. Our discussion takes the viewpoint expressed in Hood and
Koopmans (1953). For purposes of this discussion, a structural model shows a decision
maker’s behavior under constraints and subject to economic forces, and is distinct
from an empirical summary of that behavior.



Introduction 217

problems that arise from a lack of rigorous theories that help establish
causal links in the first place.

As previously noted, we use ideas from three streams of accounting
research to illustrate our views: (1) the relation between voluntary
and/or mandatory disclosure and costs of capital; (2) the possible
effects of differences in accounting measurement; and (3) the necessity
and consequences of financial reporting standards. We chose these
research areas for two reasons. First, the research addresses issues
that are important for the accounting profession. Second, the research
streams differ in the extent to which theories are well developed and
empirical work has been tied to those theories. For example, theorists
have made substantial progress in establishing causal links between
disclosure (construed broadly as information provision) and costs of
capital, and empirical work has by and large been organized around
those theories. In contrast, and despite their significance for accountancy
as a discipline and as a profession, the second and third research streams
remain at a preliminary stage theoretically and empirical work tends
not to be organized around the existing theories.

Although we consider the three areas separately for expositional ease,
we view them as related. For example, financial reporting standards
specify required or permitted accounting measurement attributes for
assets and liabilities, and that specification presumably has consequences
for the nature of information provided. As another example, evidence
on the consequences of disclosure (voluntary or mandatory), including
for example its effect on costs of capital, should in turn inform standard
setters.

The rest of this discussion proceeds as follows. Section 2 provides
background to the discussions of accounting research which follow.
Section 3 provides information about the number of theory papers
published in accounting and citation-based evidence on the extent to
which accounting theory papers appear to be influential in subsequent
research. Section 4 presents our views on the relation between theory
and empirical work in three areas of accounting research. Section 5
concludes.
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ABSTRACT
Theoretical model identifiability and universality are opposites.
Only the strongest and most basic forces and models are universal
enough to permit reasonable extrapolation above and beyond their
specific historical contexts. Unfortunately, papers that admit to
these limits are rarely considered interesting. Instead, researchers
search for and find ever-more unlikely explanations and ever-more
unlikely evidence in a competitive quest to be surprising, clever
and published. The review processes have also incentiviced lack of
care, private and social failure to correct errors, and even outright
misconduct. The discipline is veering towards a theater of the
absurd. To help correct the problem, I suggest dedicating a third
of every journal to independent replications and critique of prior
papers.
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Introduction

My paper belabors the obvious: First, plausible extrapolatable forces
and models are limited to only the strongest of effects. Models either
make sharp predictions that facilitate good empirical identification
and tests, or they are suitable for extrapolation to other contexts,
but not both. Second, published research claims are now so routinely
violating reasonable plausibility limits that violations have become the
routine. Third, ecologics provides superior competitive incentives to
find implausible surprising results, small incentives to find plausible
unsurprising results, and negative incentives to replicate, falsify, or
verify existing results without prejudice.

To put the scientific state of affairs in economics, finance, and
accounting into context, and to explain what is wrong with it in a
simple metaphor, my paper begins with an extension of a fable about
the field of ecologics invented by Leamer (1983). Leamer’s metaphor
lends itself naturally to a skeptical discussion of prominent research
over the last 30 years. This history helps to frame simple axioms about
plausible research. My paper ends with observations about the process
that led us to this point and that will lead us beyond where we are
today. As such, it contains warnings about the future of the profession
and suggestions for radical change.
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