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Abstract

Computer vision systems require large amounts of manually annotated
data to properly learn challenging visual concepts. Crowdsourcing plat-
forms offer an inexpensive method to capture human knowledge and un-
derstanding, for a vast number of visual perception tasks. In this survey,
we describe the types of annotations computer vision researchers have
collected using crowdsourcing, and how they have ensured that this
data is of high quality while annotation effort is minimized. We begin
by discussing data collection on both classic (e.g., object recognition)
and recent (e.g., visual story-telling) vision tasks. We then summarize
key design decisions for creating effective data collection interfaces and
workflows, and present strategies for intelligently selecting the most
important data instances to annotate. Finally, we conclude with some
thoughts on the future of crowdsourcing in computer vision.

A. Kovashka, O. Russakovsky, L. Fei-Fei and K. Grauman. Crowdsourcing in
Computer Vision. Foundations and TrendsR© in Computer Graphics and Vision,
vol. 10, no. 3, pp. 177–243, 2014.
DOI: 10.1561/0600000071.
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1
Introduction

Data has played a critical role in all major advancements of artificial
intelligence for the past several decades. In computer vision, annotated
benchmark datasets serve multiple purposes:

• to focus the efforts of the community on the next concrete step-
ping stone towards developing visual intelligence;

• to evaluate progress and quantitatively analyze the relative merits
of different algorithms;

• to provide training data for learning statistical properties of the
visual world.

We rely on big data to move computer vision forward; in fact, we rely
on big manually labeled data. Harnessing this large-scale labeled visual
data is challenging and expensive, requiring the development of new
innovative techniques for data collection and annotation. This paper
serves to summarize the key advances in this field.

In collecting large-scale labeled datasets for advancing computer
vision, the key question is what annotations should be collected. This
includes decisions about:

2
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3

• the type of media: simple object-centric images, complex scene
images, videos, or visual cartoons;

• the type of annotations: single image-level label, detailed pixel-
level annotations, or temporal annotations;

• the scale of annotation: more images with sparse labels or fewer
images with more detailed labels.

Different types of data come with different associated costs, includ-
ing computer vision researcher time (formulating the desired dataset),
crowdsourcing researcher time (user interface design and developing
the annotation procedure) and annotator time (e.g., finding the visual
media to annotate, or providing the semantic labels). There are trade-
offs to be made between the cost of data collection and the resulting
benefits to the computer vision community.

There are two ways to optimize this tradeoff between data collec-
tion cost and the benefits for the community. The first way is to care-
fully considering how data should be collected and annotated. In some
cases annotators may not require any prior knowledge and this effort
can be outsourced to an online marketplace such as Amazon Mechan-
ical Turk1. As many other crowdsourcing platforms, Mechanical Turk
allows “requesters” to post small tasks to non-expert “workers,” for
low cost per task. The overall cost can still be significant for large-scale
data annotation efforts. This can be partially remedied by developing
improved user interfaces and advanced crowd engineering techniques.

The second way to optimize the cost-to-benefit tradeoff is directly
using existing computer vision algorithms to select which data should
be annotated. Using algorithms in the loop allows the annotation ef-
fort to focus specifically on scenarios which are challenging for current
algorithms, alleviating human effort.

The rest of the survey is organized according to these three main
questions: what, how, and which data should be annotated. Section 2
discusses key data collection efforts, focusing on the tradeoffs that have
been been made in deciding what annotations should be collected.

1http://www.mturk.com
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4 Introduction

Section 3 dives into the details of how to most effectively collect the
desired annotations. Section 4 considers the question of which data
should be annotated and how data collection can be directly integrated
with algorithmic development.

The goal of this survey is to provide an overview of how crowd-
sourcing has been used in computer vision, and to enable a computer
vision researcher who has previously not collected non-expert data to
devise a data collection strategy. This survey can also help researchers
who focus broadly on crowdsourcing to examine how the latter has
been applied in computer vision, and to improve the methods that
computer vision researchers have employed in ensuring the quality and
expedience of data collection. We assume that any reader has already
seen at least one crowdsourced micro-task (e.g., on Amazon Mechani-
cal Turk), and that they have a general understanding of the goals of
artificial intelligence and computer vision in particular.

We note that most data collection on Mechanical Turk and similar
platforms has involved low payment (on the order of cents) for the
annotators, and relatively small and often simple tasks (which require
minutes to complete), so this is the type of annotation scenario that
we ask the reader to imagine. However, crowdsourcing can also involve
long-term and more complex interactions between the requesters and
providers of the annotation work.

Crowdsourcing is a fairly recent phenomenon, so we focus on re-
search in the past 5-10 years. Some of the most interesting approaches
we overview involve accounting for subjective annotator judgements
(Sections 2.1.5 and 2.3.2), collecting labels on visual abstractions (Sec-
tion 2.2.3), capturing what visual content annotators perceive to be
similar (Section 2.3.3), translating between annotations of different
types (Section 2.4), grouping the labeling of many instances (Section
3.2.1), phrasing data collection as a game (Section 3.2.2), and interac-
tively reducing the annotation effort (Section 4.1, 4.2.1). The contribu-
tions we present are both algorithmic, in terms of novel mathematical
formulations of solutions to vision problems interlaced with a human
annotation effort, and design-based, in terms of accounting for human
factors in the implementation and presentation of annotation requests.
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