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Abstract

During the last two decades, concentration inequalities have been the

subject of exciting developments in various areas, including convex ge-

ometry, functional analysis, statistical physics, high-dimensional statis-

tics, pure and applied probability theory (e.g., concentration of mea-

sure phenomena in random graphs, random matrices, and percolation),

information theory, theoretical computer science, and learning theory.

This monograph focuses on some of the key modern mathematical tools

that are used for the derivation of concentration inequalities, on their

links to information theory, and on their various applications to com-

munications and coding. In addition to being a survey, this monograph

also includes various new recent results derived by the authors.

The first part of the monograph introduces classical concentration

inequalities for martingales, as well as some recent refinements and

extensions. The power and versatility of the martingale approach is

exemplified in the context of codes defined on graphs and iterative

decoding algorithms, as well as codes for wireless communication.

The second part of the monograph introduces the entropy method,

an information-theoretic technique for deriving concentration inequali-

ties. The basic ingredients of the entropy method are discussed first

in the context of logarithmic Sobolev inequalities, which underlie

the so-called functional approach to concentration of measure, and

then from a complementary information-theoretic viewpoint based on

transportation-cost inequalities and probability in metric spaces. Some

representative results on concentration for dependent random vari-

ables are briefly summarized, with emphasis on their connections to

the entropy method. Finally, we discuss several applications of the en-

tropy method to problems in communications and coding, including

strong converses, empirical distributions of good channel codes, and an

information-theoretic converse for concentration of measure.

M. Raginsky and I. Sason. Concentration of Measure Inequalities in Information

Theory, Communications, and Coding. Foundations and Trends R© in
Communications and Information Theory, vol. 10, no. 1-2, pp. 1–246, 2013.

DOI: 10.1561/0100000064.
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1

Introduction

1.1 An overview and a brief history

Concentration-of-measure inequalities provide bounds on the proba-

bility that a random variable X deviates from its mean, median or

other typical value x by a given amount. These inequalities have been

studied for several decades, with some fundamental and substantial

contributions during the last two decades. Very roughly speaking, the

concentration of measure phenomenon can be stated in the following

simple way: “A random variable that depends in a smooth way on many

independent random variables (but not too much on any of them) is es-

sentially constant” [1]. The exact meaning of such a statement clearly

needs to be clarified rigorously, but it often means that such a ran-

dom variable X concentrates around x in a way that the probability

of the event {|X − x| ≥ t}, for a given t > 0, decays exponentially in

t. Detailed treatments of the concentration of measure phenomenon,

including historical accounts, can be found, e.g., in [2], [3], [4], [5], [6]

and [7].

In recent years, concentration inequalities have been intensively

studied and used as a powerful tool in various areas. These include con-

vex geometry, functional analysis, statistical physics, statistics, dynam-

2
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1.1. An overview and a brief history 3

ical systems, pure and applied probability (random matrices, Markov

processes, random graphs, percolation), information theory, coding the-

ory, learning theory, and theoretical computer science. Several tech-

niques have been developed so far to establish concentration of mea-

sure. These include:

• The martingale approach (see, e.g., [6, 8, 9], [10, Chapter 7],

[11, 12]), and its information-theoretic applications (see, e.g.,

[13] and references therein, [14]). This methodology will be cov-

ered in Chapter 2, which is focused on concentration inequalities

for discrete-time martingales with bounded jumps, as well as on

some of their potential applications in information theory, cod-

ing and communications. A recent interesting avenue that follows

from the martingale-based inequalities that are introduced in this

chapter is their generalization to random matrices (see, e.g., [15]

and [16]).

• The entropy method and logarithmic Sobolev inequalities (see,

e.g., [3, Chapter 5], [4] and references therein). This methodol-

ogy and its many remarkable links to information theory will be

considered in Chapter 3.

• Transportation-cost inequalities that originated from information

theory (see, e.g., [3, Chapter 6], [17], and references therein). This

methodology, which is closely related to the entropy method and

log-Sobolev inequalities, will be considered in Chapter 3.

• Talagrand’s inequalities for product measures (see, e.g., [1], [6,

Chapter 4], [7] and [18, Chapter 6]) and their links to informa-

tion theory [19]. These inequalities proved to be very useful in

combinatorial applications (such as the study of common and/or

increasing subsequences), in statistical physics, and in functional

analysis. We do not discuss Talagrand’s inequalities in detail.

• Stein’s method (or the method of exchangeable pairs) was re-

cently used to prove concentration inequalities (see, e.g., [20],

[21], [22] and [23]).

Full text available at: http://dx.doi.org/10.1561/0100000064



4 Introduction

• Concentration inequalities that follow from rigorous methods in

statistical physics (see, e.g., [24, 25, 26, 27, 28, 29, 30, 31]).

• The so-called reverse Lyapunov inequalities were recently used

to derive concentration inequalities for multi-dimensional log-

concave distributions [32] (see also a related work in [33]).

The concentration inequalities in [32] imply an extension of the

Shannon–McMillan–Breiman strong ergodic theorem to the class

of discrete-time processes with log-concave marginals.

We do not address the last three items in this tutorial.

We now give a synopsis of some of the main ideas underlying the

martingale approach (Chapter 2) and the entropy method (Chapter 3).

Let f : Rn → R be a function that has bounded differences, i.e., the

value of f changes at most by a bounded amount whenever any of

its n input variables is changed arbitrarily while others are held fixed.

A common method for proving concentration of such a function of

n independent RVs around its expected value E[f ] revolves around so-

called McDiarmid’s inequality or the “independent bounded-differences

inequality” [6]. This inequality was originally proved via the martingale

approach. Although the proof of this inequality has some similarity to

the proof of the well-known Azuma–Hoeffding inequality, the bounded-

difference assumption on f yields an improvement by a factor of 4

in the exponent. Some of its nice applications to algorithmic discrete

mathematics were discussed in, e.g., [6, Section 3].

The Azuma–Hoeffding inequality is by now a well-known tool that

has been often used to establish concentration results for discrete-time

martingales whose jumps are bounded almost surely. It is due to Ho-

effding [9], who proved this inequality for a sum of independent and

bounded random variables, and to Azuma [8], who later extended it

to bounded-difference martingales. This inequality was introduced to

the computer science literature by Shamir and Spencer [34], who used

it to prove concentration of the chromatic number for random graphs

around its expected value. The chromatic number of a graph is defined

as the minimal number of colors required to color all the vertices of this

graph, so that no two adjacent vertices have the same color. Shamir

and Spencer [34] established concentration of the chromatic number for

Full text available at: http://dx.doi.org/10.1561/0100000064



1.1. An overview and a brief history 5

the so-called Erdös–Rényi ensemble of random graphs, where any pair

of vertices is connected by an edge with probability p ∈ (0, 1), inde-

pendently of all other edges. It is worth noting that the concentration

result in [34] was established without knowing the expected value of

the chromatic number over this ensemble. This technique was later im-

ported into coding theory in [35], [36] and [37], especially for exploring

concentration phenomena pertaining to codes defined on graphs and it-

erative message-passing decoding algorithms. The last decade has seen

an ever-expanding use of Azuma–Hoeffding inequality for proving con-

centration of measure in coding theory (see, e.g., [13] and references

therein). In general, all these concentration inequalities serve to justify

theoretically the ensemble approach to codes defined on graphs. How-

ever, much stronger concentration phenomena are observed in practice.

The Azuma–Hoeffding inequality was also recently used in [38] for the

analysis of probability estimation in the rare-events regime, where it

was assumed that an observed string is drawn i.i.d. from an unknown

distribution, but both the alphabet size and the source distribution vary

the block length (so the empirical distribution does not converge to the

true distribution as the block length tends to infinity). We also note

that the Azuma–Hoeffding inequality was extended from martingales to

“centering sequences” with bounded differences [39]; this extension pro-

vides sharper concentration results for, e.g., sequences that are related

to sampling without replacement. In [40], [41] and [42], the martingale

approach was also used to derive achievable rates and random coding

error exponents for linear and nonlinear additive white Gaussian noise

channels (with or without memory).

However, as pointed out by Talagrand [1], “for all its qualities, the

martingale method has a great drawback: it does not seem to yield re-

sults of optimal order in several key situations. In particular, it seems

unable to obtain even a weak version of concentration of measure phe-

nomenon in Gaussian space.” In Chapter 3 of this tutorial, we focus on

another set of techniques, fundamentally rooted in information theory,

that provide very strong concentration inequalities. These techniques,

commonly referred to as the entropy method, have originated in the

work of Michel Ledoux [43], who found an alternative route to a class

Full text available at: http://dx.doi.org/10.1561/0100000064



6 Introduction

of concentration inequalities for product measures originally derived

by Talagrand [7] using an ingenious inductive technique. Specifically,

Ledoux noticed that the well-known Chernoff bounding trick, which is

discussed in detail in Section 2.2.1 and which expresses the deviation

probability of the form P(|X − x̄| > t), for an arbitrary t > 0, in terms

of the moment-generating function (MGF) E[exp(λX)], can be com-

bined with the so-called logarithmic Sobolev inequalities, which can be

used to control the MGF in terms of the relative entropy.

Perhaps the best-known log-Sobolev inequality, first explicitly re-

ferred to as such by Leonard Gross [44], pertains to the standard

Gaussian distribution in Euclidean space R
n, and bounds the rela-

tive entropy D(P‖Gn) between an arbitrary probability distribution

P on R
n and the standard Gaussian measure Gn by an “energy-like”

quantity related to the squared norm of the gradient of the density

of P w.r.t. Gn. By a clever analytic argument which he attributed to

an unpublished note by Ira Herbst, Gross has used his log-Sobolev

inequality to show that the logarithmic MGF Λ(λ) = lnE[exp(λU)]

of U = f(Xn), where Xn ∼ Gn and f : Rn → R is any sufficiently

smooth function with ‖∇f‖ ≤ 1, can be bounded as Λ(λ) ≤ λ2/2.

This bound then yields the optimal Gaussian concentration inequality

P (|f(Xn) − E[f(Xn)]| > t) ≤ 2 exp
(−t2/2) for Xn ∼ Gn. (It should

be pointed out that the Gaussian log-Sobolev inequality has a curious

history, and seems to have been discovered independently in various

equivalent forms by several people, e.g., by Stam [45] in the context of

information theory, and by Federbush [46] in the context of mathemati-

cal quantum field theory. Through the work of Stam [45], the Gaussian

log-Sobolev inequality has been linked to several other information-

theoretic notions, such as concavity of entropy power [47, 48, 49].)

In a nutshell, the entropy method takes this idea and applies it

beyond the Gaussian case. In abstract terms, log-Sobolev inequali-

ties are functional inequalities that relate the relative entropy be-

tween an arbitrary distribution Q w.r.t. the distribution P of inter-

est to some “energy functional” of the density f = dQ/dP . If one

is interested in studying concentration properties of some function

U = f(Z) with Z ∼ P , the core of the entropy method consists in

Full text available at: http://dx.doi.org/10.1561/0100000064



1.1. An overview and a brief history 7

applying an appropriate log-Sobolev inequality to the tilted distribu-

tions P (λf) with dP (λf)/dP ∝ exp(λf). Provided the function f is

well-behaved in the sense of having bounded “energy,” one can use the

Herbst argument to pass from the log-Sobolev inequality to the bound

lnE[exp(λU)] ≤ cλ2/(2C), where c > 0 depends only on the distribu-

tion P , while C > 0 is determined by the energy content of f . While

there is no general technique for deriving log-Sobolev inequalities, there

are nevertheless some underlying principles that can be exploited for

that purpose. We discuss some of these principles in Chapter 3. More

information on log-Sobolev inequalities can be found in several excel-

lent monographs and lecture notes [3, 5, 50, 51, 52], as well as in recent

papers [53, 54, 55, 56, 57] and references therein.

Around the same time that Ledoux first introduced the entropy

method in [43], Katalin Marton showed in a breakthrough paper [58]

that one can bypass functional inequalities and work directly on the

level of probability measures. More specifically, Marton has shown

that Gaussian concentration bounds can be deduced from so-called

transportation-cost inequalities. These inequalities, discussed in detail

in Section 3.4, relate information-theoretic quantities, such as the rel-

ative entropy, to a certain class of distances between probability mea-

sures on the metric space where the random variables of interest are

defined. These so-called Wasserstein distances have been the subject

of intense research activity that touches upon probability theory, func-

tional analysis, dynamical systems, partial differential equations, sta-

tistical physics, and differential geometry. A great deal of information

on this field of optimal transportation can be found in two books by Cé-

dric Villani — [59] offers a concise and fairly elementary introduction,

while a more recent monograph [60] is a lot more detailed and ency-

clopedic. Multiple connections between optimal transportation, con-

centration of measure, and information theory are also explored in

[17, 19, 61, 62, 63, 64, 65]. We also note that Wasserstein distances

have been used in information theory in the context of lossy source

coding [66, 67, 68].

The first explicit invocation of concentration inequalities in an

information-theoretic context appears in the work of Ahlswede et

Full text available at: http://dx.doi.org/10.1561/0100000064



8 Introduction

al. [69, 70]. These authors have shown that a certain delicate probabilis-

tic inequality, which was referred to as the “blowing up lemma,” and

which we now (thanks to the contributions by Marton [58, 71]) recog-

nize as a Gaussian concentration bound in Hamming space, can be used

to derive strong converses for a wide variety of information-theoretic

problems, including some multiterminal scenarios. The importance of

sharp concentration inequalities for characterizing fundamental limits

of coding schemes in information theory is evident from the recent

flurry of activity on finite-blocklength analysis of source and channel

codes (see, e.g., [72, 73, 74, 75, 76, 77, 78, 79]). Thus, it is timely to

revisit the use of concentration-of-measure ideas in information theory

from a modern perspective. We hope that our treatment, which, above

all, aims to distill the core information-theoretic ideas underlying the

study of concentration of measure, will be helpful to researchers in

information theory and related fields.

1.2 A reader’s guide

This tutorial is mainly focused on the interplay between concentration

of measure and information theory, as well as applications to prob-

lems related to information theory, communications and coding. For

this reason, it is primarily aimed at researchers and graduate students

working in these fields. The necessary mathematical background is real

analysis, elementary functional analysis, and a first graduate course in

probability theory and stochastic processes. As a refresher textbook for

this mathematical background, the reader is referred, e.g., to [80].

Chapter 2 on the martingale approach is structured as follows: Sec-

tion 2.1 lists key definitions pertaining to discrete-time martingales,

while Section 2.2 presents several basic inequalities (including the cel-

ebrated Azuma–Hoeffding and McDiarmid inequalities) that form the

basis of the martingale approach to concentration of measure. Sec-

tion 2.3 focuses on several refined versions of the Azuma–Hoeffding in-

equality under additional moment conditions. Section 2.4 discusses the

connections of the concentration inequalities introduced in Section 2.3

to classical limit theorems of probability theory, including central limit

theorem for martingales and moderate deviations principle for i.i.d.
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1.2. A reader’s guide 9

real-valued random variables. Section 2.5 forms the second part of the

chapter, applying the concentration inequalities from Section 2.3 to

information theory and some related topics. Section 2.6 gives a brief

summary of the chapter.

Several very nice surveys on concentration inequalities via the mar-

tingale approach are available, including [6], [10, Chapter 11], [11,

Chapter 2] and [12]. The main focus of Chapter 2 is on the presen-

tation of some old and new concentration inequalities that form the

basis of the martingale approach, with an emphasis on some of their

potential applications in information and communication-theoretic as-

pects. This makes the presentation in this chapter different from the

aforementioned surveys.

Chapter 3 on the entropy method is structured as follows: Sec-

tion 3.1 introduces the main ingredients of the entropy method and sets

up the major themes that recur throughout the chapter. Section 3.2 fo-

cuses on the logarithmic Sobolev inequality for Gaussian measures, as

well as on its numerous links to information-theoretic ideas. The gen-

eral scheme of logarithmic Sobolev inequalities is introduced in Sec-

tion 3.3, and then applied to a variety of continuous and discrete ex-

amples, including an alternative derivation of McDiarmid’s inequality

that does not rely on martingale methods and recovers the correct con-

stant in the exponent. Thus, Sections 3.2 and 3.3 present an approach

to deriving concentration bounds based on functional inequalities. In

Section 3.4, concentration is examined through the lens of geometry

in probability spaces equipped with a metric. This viewpoint centers

around intrinsic properties of probability measures, and has received

a great deal of attention since the pioneering work of Marton [71, 58]

on transportation-cost inequalities. Although the focus in Chapter 3

is mainly on concentration for product measures, Section 3.5 contains

a brief summary of a few results on concentration for functions of de-

pendent random variables, and discusses the connection between these

results and the information-theoretic machinery that has been the sub-

ject of the chapter. Several applications of concentration to problems

in information theory are surveyed in Section 3.6. Section 3.7 concludes

with a brief summary.
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[72] Y. Altuǧ and A. B. Wagner. Refinement of the sphere-packing bound:
asymmetric channels, 2012. URL: http://arxiv.org/abs/1211.6997.

[73] A. Amraoui, A. Montanari, T. Richardson, and R. Urbanke. Finite-
length scaling for iteratively decoded LDPC ensembles. IEEE Trans.
on Information Theory, 55(2):473–498, February 2009.

[74] T. Nozaki, K. Kasai, and K. Sakaniwa. Analytical solution of covari-
ance evolution for irregular LDPC codes. IEEE Trans. on Information
Theory, 58(7):4770–4780, July 2012.

[75] I. Kontoyiannis and S. Verdú. Lossless data compression at finite block-
lengths, 2012. URL: http://arxiv.org/abs/1212.2668.

[76] V. Kostina and S. Verdú. Fixed-length lossy compression in the finite
blocklength regime. IEEE Trans. on Information Theory, 58(6):3309–
3338, June 2012.

Full text available at: http://dx.doi.org/10.1561/0100000064



References 239

[77] W. Matthews. A linear program for the finite block length converse of
Polyanskiy-Poor-Verdú via nonsignaling codes. IEEE Trans. on Infor-
mation Theory, (12):7036–7044, December 2012.

[78] Y. Polyanskiy, H. V. Poor, and S. Verdú. Channel coding rate in finite
blocklength regime. IEEE Trans. on Information Theory, 56(5):2307–
2359, May 2010.

[79] G. Wiechman and I. Sason. An improved sphere-packing bound for
finite-length codes on symmetric channels. IEEE Trans. on Information
Theory, 54(5):1962–1990, 2008.

[80] J. S. Rosenthal. A First Look at Rigorous Probability Theory. World
Scientific, second edition, 2006.

[81] A. Dembo and O. Zeitouni. Large Deviations Techniques and Applica-
tions. Springer, second edition, 1997.

[82] H. Chernoff. A measure of asymptotic efficiency of tests of a hypothesis
based on the sum of observations. Annals of Mathematical Statistics,
23(4):493–507, 1952.

[83] S. N. Bernstein. The Theory of Probability. Gos. Izdat.,
Moscow/Leningrad, 1927. in Russian.

[84] S. Verdú. Multiuser Detection. Cambridge University Press, 1998.

[85] C. McDiarmid. On the method of bounded differences. In Surveys
in Combinatorics, volume 141, pages 148–188. Cambridge University
Press, 1989.

[86] A. W. van der Vaart and J. A. Wellner. Weak Convergence and Empir-
ical Processes. Springer, 1996.

[87] M. J. Kearns and L. K. Saul. Large deviation methods for approximate
probabilistic inference. In Proceedings of the 14th Conference on Un-
certaintly in Artifical Intelligence, pages 311–319, San-Francisco, CA,
USA, March 16-18 1998.

[88] D. Berend and A. Kontorovich. On the concentration of the missing
mass. Electronic Communications in Probability, 18(3):1–7, January
2013.

[89] S. G. From and A. W. Swift. A refinement of Hoeffding’s inequality.
Journal of Statistical Computation and Simulation, pages 1–7, Decem-
ber 2011.

[90] P. Billingsley. Probability and Measure. Wiley Series in Probability and
Mathematical Statistics, 3rd edition, 1995.

Full text available at: http://dx.doi.org/10.1561/0100000064



240 References

[91] G. Grimmett and D. Stirzaker. Probability and Random Processes. Ox-
ford University Press, third edition, 2001.

[92] I. Kontoyiannis, L. A. Latras-Montano, and S. P. Meyn. Relative en-
tropy and exponential deviation bounds for general Markov chains. In
Proceedings of the 2005 IEEE International Symposium on Information
Theory, pages 1563–1567, Adelaide, Australia, September 2005.

[93] A. Barg and G. D. Forney. Random codes: minimum distances and
error exponents. IEEE Trans. on Information Theory, 48(9):2568–2573,
September 2002.

[94] M. Breiling. A logarithmic upper bound on the minimum distance of
turbo codes. IEEE Trans. on Information Theory, 50(8):1692–1710,
August 2004.

[95] R. G. Gallager. Low-Density Parity-Check Codes. PhD thesis, MIT,
Cambridge, MA, USA, 1963.

[96] T. Etzion, A. Trachtenberg, and A. Vardy. Which codes have cycle-free
Tanner graphs? IEEE Trans. on Information Theory, 45(6):2173–2181,
September 1999.

[97] I. Sason. On universal properties of capacity-approaching LDPC code
ensembles. IEEE Trans. on Information Theory, 55(7):2956–2990, July
2009.

[98] M. G. Luby, Mitzenmacher, M. A. Shokrollahi, and D. A. Spielmann.
Improved low-density parity-check codes using irregular graphs. IEEE
Trans. on Information Theory, 47(2):585–598, February 2001.

[99] A. Kavčić, X. Ma, and M. Mitzenmacher. Binary intersymbol inter-
ference channels: Gallager bounds, density evolution, and code perfor-
mance bounds. IEEE Trans. on Information Theory, 49(7):1636–1652,
July 2003.

[100] R. Eshel. Aspects of Convex Optimization and Concentration in Cod-
ing. MSc thesis, Department of Electrical Engineering, Technion - Israel
Institute of Technology, Haifa, Israel, February 2012.

[101] J. Douillard, M. Jezequel, C. Berrou, A. Picart, P. Didier, and
A. Glavieux. Iterative correction of intersymbol interference: turbo-
equalization. European Transactions on Telecommunications, 6(1):507–
511, September 1995.

[102] C. Méasson, A. Montanari, and R. Urbanke. Maxwell construction:
the hidden bridge between iterative and maximum apposteriori decod-
ing. IEEE Trans. on Information Theory, 54(12):5277–5307, December
2008.

Full text available at: http://dx.doi.org/10.1561/0100000064



References 241

[103] A. Shokrollahi. Capacity-achieving sequences. In Volume in Mathemat-
ics and its Applications, volume 123, pages 153–166, 2000.

[104] A. F. Molisch. Wireless Communications. John Wiley and Sons, 2005.

[105] G. Wunder, R. F. H. Fischer, H. Boche, S. Litsyn, and J. S. No. The
PAPR problem in OFDM transmission: new directions for a long-lasting
problem. accepted to the IEEE Signal Processing Magazine, December
2012. [Online]. Available: http://arxiv.org/abs/1212.2865.

[106] S. Litsyn and G. Wunder. Generalized bounds on the crest-factor istri-
bution of OFDM signals with applications to code design. IEEE Trans.
on Information Theory, 52(3):992–1006, March 2006.

[107] R. Salem and A. Zygmund. Some properties of trigonometric series
whose terms have random signs. Acta Mathematica, 91(1):245–301,
1954.

[108] G. Wunder and H. Boche. New results on the statistical distribution of
the crest-factor of OFDM signals. IEEE Trans. on Information Theory,
49(2):488–494, February 2003.

[109] I. Sason. On the concentration of the crest factor for OFDM signals.
In Proceedings of the 8th International Symposium on Wireless Com-
munication Systems (ISWCS ’11), pages 784–788, Aachen, Germany,
November 2011.

[110] S. Benedetto and E. Biglieri. Principles of Digital Transmission with
Wireless Applications. Kluwer Academic/ Plenum Publishers, 1999.

[111] I. Sason. Tightened exponential bounds for discrete-time conditionally
symmetric martingales with bounded jumps. Statistics and Probability
Letters, 83(8):1928–1936, August 2013.

[112] X. Fan, I. Grama, and Q. Liu. Hoeffding’s inequality for supermartin-
gales, 2011. URL: http://arxiv.org/abs/1109.4359.

[113] X. Fan, I. Grama, and Q. Liu. The missing factor in Bennett’s inequality,
2012. URL: http://arxiv.org/abs/1206.2592.

[114] I. Sason and S. Shamai. Performance Analysis of Linear Codes under
Maximum-Likelihood Decoding: A Tutorial, volume 3 of Foundations
and Trends in Communications and Information Theory. Now Publish-
ers, Delft, the Netherlands, July 2006.

[115] E. B. Davies and B. Simon. Ultracontractivity and the heat kernel for
Schrödinger operators and Dirichlet Laplacians. Journal of Functional
Analysis, 59(335-395), 1984.

Full text available at: http://dx.doi.org/10.1561/0100000064



242 References

[116] S. Verdú and T. Weissman. The information lost in erasures. IEEE
Trans. on Information Theory, 54(11):5030–5058, November 2008.

[117] E. A. Carlen. Superadditivity of Fisher’s information and logarithmic
Sobolev inequalities. Journal of Functional Analysis, 101:194–211, 1991.

[118] R. A. Adams and F. H. Clarke. Gross’s logarithmic Sobolev inequality:
a simple proof. American Journal of Mathematics, 101(6):1265–1269,
December 1979.

[119] G. Blower. Random Matrices: High Dimensional Phenomena. Lon-
don Mathematical Society Lecture Notes. Cambridge University Press,
Cambridge, U.K., 2009.

[120] O. Johnson. Information Theory and the Central Limit Theorem. Im-
perial College Press, London, 2004.

[121] E. H. Lieb and M. Loss. Analysis. American Mathematical Society,
Providence, RI, 2nd edition, 2001.

[122] M. H. M. Costa and T. M. Cover. On the similarity of the entropy
power inequality and the Brunn–Minkowski inequality. IEEE Trans. on
Information Theory, 30(6):837–839, November 1984.

[123] P. J. Huber and E. M. Ronchetti. Robust Statistics. Wiley Series in
Probability and Statistics, second edition, 2009.

[124] O. Johnson and A. Barron. Fisher information inequalities and the
central limit theorem. Probability Theory and Related Fields, 129:391–
409, 2004.

[125] S. Verdú. Mismatched estimation and relative entropy. IEEE Trans. on
Information Theory, 56(8):3712–3720, August 2010.

[126] H. L. van Trees. Detection, Estimation and Modulation Theory, Part I.
Wiley, 1968.

[127] L. C. Evans and R. F. Gariepy. Measure Theory and Fine Properties of
Functions. CRC Press, 1992.

[128] M. C. Mackey. Time’s Arrow: The Origins of Thermodynamic Behavior.
Springer, New York, 1992.

[129] B. Øksendal. Stochastic Differential Equations: An Introduction with
Applications. Springer, Berlin, 5 edition, 1998.

[130] I. Karatzas and S. Shreve. Brownian Motion and Stochastic Calculus.
Springer, second edition, 1988.

[131] F. C. Klebaner. Introduction to Stochastic Calculus with Applications.
Imperial College Press, second edition, 2005.

Full text available at: http://dx.doi.org/10.1561/0100000064



References 243

[132] T. van Erven and P. Harremoës. Rényi divergence and Kullback–Leibler
divergence. IEEE Trans. on Information Theory, 2012. submitted, 2012.
URL: http://arxiv.org/abs/1206.2459.

[133] T. M. Cover and J. A. Thomas. Elements of Information Theory. John
Wiley and Sons, second edition, 2006.

[134] A. Maurer. Thermodynamics and concentration. Bernoulli, 18(2):434–
454, 2012.

[135] N. Merhav. Statistical Physics and Information Theory, volume 6 of
Foundations and Trends in Communications and Information Theory.
Now Publishers, Delft, the Netherlands, 2009.

[136] S. Boucheron, G. Lugosi, and P. Massart. Concentration inequalities
using the entropy method. Annals of Probability, 31(3):1583–1614, 2003.

[137] I. Kontoyiannis and M. Madiman. Measure concentration for compound
Poisson distributions. Electronic Communications in Probability, 11:45–
57, 2006.

[138] B. Efron and C. Stein. The jackknife estimate of variance. Annals of
Statistics, 9:586–596, 1981.

[139] J. M. Steele. An Efron–Stein inequality for nonsymmetric statistics.
Annals of Statistics, 14:753–758, 1986.

[140] M. Gromov. Metric Structures for Riemannian and Non-Riemannian
Spaces. Birkhäuser, 2001.

[141] S. Bobkov. A functional form of the isoperimetric inequality for the
Gaussian measure. Journal of Functional Analysis, 135:39–49, 1996.

[142] L. V. Kantorovich. On the translocation of masses. Journal of Mathe-
matical Sciences, 133(4):1381–1382, 2006.

[143] E. Ordentlich and M. Weinberger. A distribution dependent refine-
ment of Pinsker’s inequality. IEEE Trans. on Information Theory,
51(5):1836–1840, May 2005.

[144] T. Weissman, E. Ordentlich, G. Seroussi, S. Verdú, and M. J. Wein-
berger. Inequalities for the L1 deviation of the empirical distribu-
tion. Technical Report HPL-2003-97 (R.1), Information Theory Re-
search Group, HP Laboratories, Palo Alto, CA, June 2003.

[145] D. Berend, P. Harremoës, and A. Kontorovich. A reverse Pinsker in-
equality, 2012. URL: http://arxiv.org/abs/1206.6544.

Full text available at: http://dx.doi.org/10.1561/0100000064



244 References

[146] I. Sason. Improved lower bounds on the total variation distance and rel-
ative entropy for the Poisson approximation. In Proceedings of the 2013
IEEE Information Theory and Applications (ITA) Workshop, pages 1–4,
San-Diego, California, USA, February 2013.

[147] I. Kontoyiannis, P. Harremoës, and O. Johnson. Entropy and the law
of small numbers. IEEE Trans. on Information Theory, 51(2):466–472,
February 2005.

[148] I. Csiszár. Sanov property, generalized I-projection and a conditional
limit theorem. Annals of Probability, 12(3):768–793, 1984.

[149] P. Dupuis and R. S. Ellis. A Weak Convergence Approach to the Theory
of Large Deviations. Wiley Series in Probability and Statistics, New
York, 1997.

[150] M. Talagrand. Transportation cost for Gaussian and other product
measures. Geometry and Functional Analysis, 6(3):587–600, 1996.

[151] R. M. Dudley. Real Analysis and Probability. Cambridge University
Press, 2004.

[152] F. Otto and C. Villani. Generalization of an inequality by Talagrand
and links with the logarithmic Sobolev inequality. Journal of Functional
Analysis, 173:361–400, 2000.

[153] Y. Wu. On the HWI inequality. a work in progress.

[154] D. Cordero-Erausquin. Some applications of mass transport to
Gaussian-type inequalities. Arch. Rational Mech. Anal., 161:257–269,
2002.

[155] D. Bakry and M. Emery. Diffusions hypercontractives. In Séminaire de
Probabilités XIX, volume 1123 of Lecture Notes in Mathematics, pages
177–206. Springer, 1985.

[156] P.-M. Samson. Concentration of measure inequalities for Markov chains
and φ-mixing processes. Annals of Probability, 28(1):416–461, 2000.

[157] K. Marton. A measure concentration inequality for contracting Markov
chains. Geometric and Functional Analysis, 6:556–571, 1996. See also
erratum in Geometric and Functional Analysis, vol. 7, pp. 609–613,
1997.

[158] K. Marton. Measure concentration for Euclidean distance in the case of
dependent random variables. Annals of Probability, 32(3B):2526–2544,
2004.

Full text available at: http://dx.doi.org/10.1561/0100000064



References 245

[159] K. Marton. Correction to ‘Measure concentration for Euclidean dis-
tance in the case of dependent random variables’. Annals of Probability,
38(1):439–442, 2010.

[160] K. Marton. Bounding relative entropy by the relative entropy of local
specifications in product spaces, 2009. URL: http://arxiv.org/abs/

0907.4491.

[161] K. Marton. An inequality for relative entropy and logarithmic Sobolev
inequalities in Euclidean spaces. Journal of Functional Analysis, 264:34–
61, 2013.

[162] I. Csiszár and J. Körner. Information Theory: Coding Theorems for
Discrete Memoryless Systems. Cambridge University Press, 2nd edition,
2011.

[163] G. Margulis. Probabilistic characteristics of graphs with large connec-
tivity. Problems of Information Transmission, 10(2):174–179, 1974.

[164] A. El Gamal and Y.-H. Kim. Network Information Theory. Cambridge
University Press, 2011.

[165] G. Dueck. Maximal error capacity regions are smaller than average
error capacity regions for multi-user channels. Problems of Control and
Information Theory, 7(1):11–19, 1978.

[166] F. M. J. Willems. The maximal-error and average-error capacity regions
for the broadcast channels are identical: a direct proof. Problems of
Control and Information Theory, 19(4):339–347, 1990.

[167] R. Ahlswede and J. Körner. Source coding with side information and a
converse for degraded broadcast channels. IEEE Trans. on Information
Theory, 21(6):629–637, November 1975.

[168] S. Shamai and S. Verdú. The empirical distribution of good codes. IEEE
Trans. on Information Theory, 43(3):836–846, May 1997.

[169] T. S. Han and S. Verdú. Approximation theory of output statistics.
IEEE Trans. on Information Theory, 39(3):752–772, May 1993.

[170] Y. Polyanskiy and S. Verdú. Empirical distribution of good channel
codes with non-vanishing error probability. To appear in the IEEE
Trans. on Information Theory. URL: http://arxiv.org/abs/1309.

0141.

[171] F. Topsøe. An information theoretical identity and a problem involving
capacity. Studia Scientiarum Mathematicarum Hungarica, 2:291–292,
1967.

Full text available at: http://dx.doi.org/10.1561/0100000064



246 References

[172] J. H. B. Kemperman. On the Shannon capacity of an arbitrary channel.
Indagationes Mathematicae, 36:101–115, 1974.

[173] U. Augustin. Gedächtnisfreie Kanäle für diskrete Zeit. Z. Wahrschein-
lichkeitstheorie verw. Gebiete, 6:10–61, 1966.

[174] R. Ahlswede. An elementary proof of the strong converse theorem for
the multiple-access channel. Journal of Combinatorics, Information and
System Sciences, 7(3):216–230, 1982.

[175] S. Shamai and I. Sason. Variations on the Gallager bounds, connections
and applications. IEEE Trans. on Information Theory, 48(12):3029–
3051, December 2001.

[176] Y. Kontoyiannis. Sphere-covering, measure concentration, and source
coding. IEEE Trans. on Information Theory, 47(4):1544–1552, May
2001.

[177] Y. H. Kim, A. Sutivong, and T. M. Cover. State amplification. IEEE
Trans. on Information Theory, 54(5):1850–1859, May 2008.

Full text available at: http://dx.doi.org/10.1561/0100000064




