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Abstract

This survey comprises a tutorial on traditional erasure codes and their

applications to networked distributed storage systems (NDSS), followed

by a survey of novel code families tailor made for better repairability

in NDSS.

Keywords: Distributed Storage Systems, Erasure Codes, Repair.

*Portions of this survey, particularly the second part, was originally written as personal
notes when we started to work on this topic, as an attempt to understand the big picture.
The big picture was accordingly summarized at a very high level in a short survey [6].

The tutorial part on networked distributed storage systems and coding theory was added
later, together with one code construction that we proposed, when these personal notes

became lecture notes that were provided for the Open Phd program at Warsaw University

and presented at a tutorial in ICDCN 2012. The current version is an updated version of
these lecture notes, including technical details and taking into account some recent devel-
opments, as well as providing background context to make the manuscript self-contained.

Very recent literature is skipped on purpose: it is both too difficult to keep track of all the
papers, and too early to have a clear picture of what will be the most significant ones.
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1

Introduction

When communicating over an erasure channel, a transmitter typically

adds redundancy to the message to be sent, so that the intended recipi-

ent can reconstruct the original message despite the loss of parts of the

transmitted data. The mapping from the original message to its redun-

dant version is referred to as encoding, and the challenge is to design an

efficient coding scheme, that provides good protection against erasures

at a low overhead.

Analogous problems arise in the context of data storage. Damages

to the physical storage medium may make some bits/bytes unreadable

and redundancy is needed to protect the stored data. For instance,

a compact disc (CD) can often tolerate scratches thanks to the pres-

ence of a suitable coding technique, called Reed–Solomon codes [36].

Another example at the other end of the size spectrum of storage sys-

tems is a large-scale distributed system such as a data-center or a peer-

to-peer (P2P) system with many storage devices, some of which may

fail or become inaccessible, e.g., due to network problems. Redundancy

is again needed for fault tolerance, so that the aggregate data stored in

the system can be retrieved. Though coding is a way of handling failures

in the aforementioned scenarios, the design of a good code naturally

3
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4 Introduction

depends on the peculiarities of the setting considered — thus, codes for

magnetic medium, solid state devices, CD, disk arrays or distributed

systems may aim for distinct desirable properties.

The most commonly deployed multi-storage device systems

are RAID (Redundant Array of Independent/Inexpensive Disks)

systems [32], which store the data across multiple disks, some of

which containing the actual information, while the others provide fault-

tolerance by storing redundancy. Furthermore, distributing the data

over multiple storage disks may also help increase the throughput of

reading data, thanks to the parallelization of disk accesses. RAID sys-

tems traditionally put the multiple storage disks within a single com-

puting unit, making the internal distribution transparent both logically

as well as physically for the end users. Currently, typical RAID configu-

rations allow for two failures within a RAID unit, though configurations

tolerating more failures have also been studied.

The idea of distributing data across multiple disks has been nat-

urally extended to multiple storage nodes which are interconnected

over a network, as we witness in data-centers, and some P2P storage

systems. We call such systems networked distributed storage systems

(NDSS), where the word “networked” insists on the importance of the

network interconnect. It is worth recalling that the individual storage

nodes in an NDSS may themselves be comprised of multi-disk RAID

systems, whose storage disks may themselves employ some redundancy

scheme for fault-tolerance of their physical medium. Thus, while redun-

dancy is present at several layers of a large storage system, this survey

only looks at redundancy through coding techniques at the highest level

of abstraction, namely for NDSS — and do so in a manner agnostic of

the lower layer details.

At the NDSS level, data stored in individual storage nodes may

become unavailable due to various reasons. As pointed out earlier,

either a storage node or the communication link to this node may fail,

but these are not the only cases. In P2P settings, a user operating a

storage node may just decide to make it offline temporarily, or leave

the system permanently. Irrespective of the nature of the failure, redun-

dancy is needed to ensure data availability. Depending on the nature of

failure, the lost redundancy may also need to be replenished in order to

Full text available at: http://dx.doi.org/10.1561/0100000068



5

ensure long-term data durability. The simplest form of coding, namely

replication, has been and still is a popular way to ensure redundancy

in NDSS, due to its simplicity. However, given the sheer volume of data

that needs to be stored and the overheads of replication, there has been

in recent years an immense interest in using coding for NDSS among

major commercial players such as Google and Microsoft [19] to name

a few, an interest which has also been mirrored in the academic world.

The aim of this survey is to look at coding techniques for NDSS,

which aim at achieving (1) fault tolerance efficiently and (2) good

repairability characteristics to replenish the lost redundancy, and

ensure data durability over time. We will like to make the following

disclaimer about the scope of this survey. There are many other crite-

ria (than repair) that may guide the design of codes for NDSS. There

are also many other kind of performance issues (than repair) that still

need to be studied for many of the codes that we summarize in this

survey. We will however confine our discussions mainly to codes provid-

ing good repairability. Also, while we have tried to provide an overview

of the most prominent code techniques representing different points in

the code design space, our treatment of the subject is by no means

exhaustive. We have both deliberately as well as out of our ignorance

given the rapid pace of developments in the area, left out many works.

This survey is organized into two parts. The first part gives an

overview of some basic concepts related to NDSS and provides a quick

introduction to classical coding theory, concluding with a discussion of

the pros and cons of using classical erasure codes for NDSS. Such a dis-

cussion leads us to the second part, where several new families of codes

tailor made for NDSS repairability are described and reviewed. Since it

is impossible to keep track of every single code construction proposed,

we instead identify prominent design choices, which are described and

illustrated respectively in Section 6 for a network coding approach, in

Section 7 for combining two layers of erasure codes, and in Section 8

for codes aiming at local repairability.
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