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ABSTRACT

Due to its longevity and enormous information density, DNA is an attractive medium for archival data storage. Natural DNA more than 700,000 years old has been recovered, and about 5 grams of DNA can in principle hold a Zetabyte of digital information, orders of magnitude more than what is achieved on conventional storage media. Thanks to rapid technological advances, DNA storage is becoming practically feasible, as demonstrated by a number of experimental storage systems, making it a promising solution for our society’s increasing need of data storage.

While in living things, DNA molecules can consist of millions of nucleotides, due to technological constraints, in practice, data is stored on many short DNA molecules, which are preserved in a DNA pool and cannot be spatially ordered. Moreover, imperfections in sequencing, synthesis, and handling, as well as DNA decay during storage, introduce random noise into the system, making the task of reliably storing and retrieving information in DNA challenging.

This unique setup raises a natural information-theoretic question: how much information can be reliably stored on
and reconstructed from millions of short noisy sequences? The goal of this monograph is to address this question by discussing the fundamental limits of storing information on DNA. Motivated by current technological constraints on DNA synthesis and sequencing, we propose a probabilistic channel model that captures three key distinctive aspects of the DNA storage systems: (1) the data is written onto many short DNA molecules that are stored in an unordered fashion; (2) the molecules are corrupted by noise and (3) the data is read by randomly sampling from the DNA pool. Our goal is to investigate the impact of each of these key aspects on the capacity of the DNA storage system. Rather than focusing on coding-theoretic considerations and computationally efficient encoding and decoding, we aim to build an information-theoretic foundation for the analysis of these channels, developing tools for achievability and converse arguments.
In recent years, the number of applications that require or are enabled by digital data storage and the amount of data generated by a variety of technologies have increased dramatically. This has spurred significant interest in new storage technologies beyond hard drives, magnetic tapes, and memory chips. In this context, DNA—the molecule that carries the genetic instructions of all living organisms—emerged as a promising storage medium. DNA has two key advantages over conventional digital storage technologies: extreme longevity and information density. This makes DNA an interesting storage medium, particularly for archival storage.

Data on DNA can last very long, if stored appropriately, as nature itself proves. As demonstrated by recently sequenced DNA extracted from a mammoth tooth found in the Siberian permafrost [113], the information in a DNA molecule can be preserved for more than a million years. In contrast, information on memory chips lasts no more than a few years, and data on hard drives and magnetic tapes lasts no more than a few decades. While conventional storage media could be redesigned to preserve data longer, the longevity of DNA is currently unmatched, as illustrated in Figure 1.1(a).
DNA in ancient bone
Archimedes Palimpsest

Figure 1.1: (a) Longevity of different data storage media. Archimedes Palimpsest containing “The Methods of Mechanical Theorems” survived more than 1000 years. Recently, 700,000 year old DNA from ancient horse bones has been successfully sequenced [91]. (b) Information density of different storage media. The proof-of-concept DNA-based storage system of [39] achieved an information density that is over one order of magnitude higher than that of magnetic tape.

The information density of DNA is also extremely large. Just 5 grams of DNA contain about \(4 \times 10^{21}\) nucleotides, which in principle could hold \(8 \times 10^{21}\) bits, or one zettabyte. In a practical system, the redundancy required for error-correction coding required to build a reliable system reduces these numbers, but we can achieve information densities orders of magnitude larger than the highest information densities achieved on hard drives and tapes, as shown in Figure 1.1(b).

1.1 A brief history of DNA data storage

Computer scientists and engineers have dreamed of harnessing DNA’s storage capabilities already in the 60s [9], [79], and in recent years DNA data storage, or more broadly, molecular information storage, developed into an active field of research. In 2012 and 2013 groups lead by Church [27] and Goldman [38] independently stored about a megabyte of data in DNA. Later, Grass, Heckel, Puddu, et al. [39] demonstrated that millennia-long storage times are possible by protecting the data both physically and information-theoretically, and designing a robust DNA data storage scheme using error-correcting codes. Yazdi, Yuan, Ma, et al. [119] showed how to selectively access files, and Erlich and Zielinski [33] demonstrated that a DNA storage system can achieve very high information densities, close to the absolute maximum of two bits.
per nucleotide. In 2018, Organick, Ang, Chen, et al. [80] scaled up these techniques and stored about 200 megabytes of data. Together, these and other works demonstrated that writing, storing, and retrieving data using DNA as a medium is possible with today’s technology, and achieves information densities and information lifetimes that are far beyond what state-of-the-art tapes and discs achieve.

DNA is a long molecule made up of four nucleotides (Adenine, Cytosine, Guanine, and Thymine) and, for storage purposes, can be viewed as a string over a four-letter alphabet. However, there are hard technological constraints for writing on DNA and for reading DNA, which need to be considered in the design of a practical DNA-based storage system. While in a living cell a DNA molecule may consist of millions of bases (the human chromosome 1, for example, is 250 million bases long), due to practical technological constraints, it is difficult and inefficient to synthesize long strands of DNA. For that reason, all recent works that have demonstrated working DNA storage systems stored information on molecules of no longer than 100-200 nucleotides [27], [33], [38], [39], [80], [119].

The process of determining the order of nucleotides in a DNA molecule, or DNA sequencing, suffers from similar length constraints. State-of-the-art sequencing platforms such as Illumina cannot sequence DNA segments longer than a few hundred nucleotides. While recently developed, so-called third-generation technologies such as Pacific Biosciences and Oxford Nanopore can provide reads that are several thousand bases long, their error rates and reading costs are significantly higher [30], [117].

Due to those constraints in the length of the DNA molecules that can be synthesized, stored and sequenced, a practical DNA-based storage system consists of many short DNA molecules stored in an unordered fashion in a solution.

Another technological limitation to DNA-based storage comes from the fact that state-of-the-art sequencing technologies rely on the shotgun sequencing paradigm. This corresponds to (randomly) sampling and reading sequences from the DNA pool. Furthermore, sequencing is usually preceded by several cycles of Polymerase Chain Reaction (PCR) amplification. In each cycle, the amount of each DNA molecule is
Table 1.1: Parameters of a few DNA storage systems using array-based synthesis, listed chronologically.

<table>
<thead>
<tr>
<th>Name</th>
<th>Length of seqs.</th>
<th>Number of seqs</th>
<th>Data stored (in MB)</th>
<th>Error correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Church, Gao, and Kosuri [27]</td>
<td>115</td>
<td>54,898</td>
<td>0.65</td>
<td>None</td>
</tr>
<tr>
<td>Goldman, Bertone, Chen, et al. [38]</td>
<td>117</td>
<td>153,335</td>
<td>0.75</td>
<td>Repetition</td>
</tr>
<tr>
<td>Grass, Heckel, Puddu, et al. [39]</td>
<td>117</td>
<td>4,991</td>
<td>0.08</td>
<td>RS</td>
</tr>
<tr>
<td>Blawat, Gaedke, Hutterm, et al. [12]</td>
<td>190</td>
<td>900,000</td>
<td>22</td>
<td>RS</td>
</tr>
<tr>
<td>Bornholt, Lopez, Carmean, et al. [14]</td>
<td>120</td>
<td>45,652</td>
<td>0.15</td>
<td>RS</td>
</tr>
<tr>
<td>Erlich and Zielinski [33]</td>
<td>152</td>
<td>72,000</td>
<td>2.14</td>
<td>Fountain</td>
</tr>
<tr>
<td>Organick, Ang, Chen, et al. [80]</td>
<td>150</td>
<td>13.4 \cdot 10^9</td>
<td>200.2</td>
<td>RS</td>
</tr>
<tr>
<td>Chandak, Tatwawadi, Lau, et al. [17]</td>
<td>150</td>
<td>13,716</td>
<td>0.192</td>
<td>LDPC</td>
</tr>
<tr>
<td>Heckel and Grass [46]</td>
<td>105</td>
<td>3.88 \cdot 10^9</td>
<td>65.1</td>
<td>RS</td>
</tr>
<tr>
<td>Antkowiak, Lietard, Darestani, et al. [7]</td>
<td>60</td>
<td>16,383</td>
<td>0.1</td>
<td>RS</td>
</tr>
</tbody>
</table>

amplified by a factor between 1.6 and 1.8, and this factor can be sequence-dependent, thus leading to very different concentration of distinct DNA molecules. Last but not least, the DNA molecules in a DNA-based storage system are subject to errors such as insertions, deletions, and substitutions of nucleotides at the time of synthesis, during the storage period, and during sequencing.

1.2 Overview of existing DNA storage systems

In the last decade, several research groups have shown that using today’s technologies, it is possible to store on the order of megabytes of data reliably. All systems that stored megabytes of data and demonstrated correct recovery relied on array-based synthesis, where data is stored on a set of many short sequences. In Table 1.1, we list several of these implementations with some of their key parameters in chronological order. All systems listed in the table stored a unique index on each sequence to deal with the shuffling character of the channel at decoding, and starting from Grass, Heckel, Puddu, et al. [39], all systems used outer error-correcting codes to deal with the loss of individual sequences.

There are alternatives to DNA data storage based on array-based synthesis. For example, Yazdi, Yuan, Ma, et al. [119] used column-based synthesis, where individual sequences are generated one-by-one. With this approach, the authors successfully stored 0.017 MB on 32
sequences of length 1000 each. Another example is the implementation by Lee, Kalhor, Goela, *et al.* [63], which stored 18 bytes using enzymatic synthesis. Tabatabaei, Wang, Athreya, *et al.* [109] avoided synthesis altogether, and stored data in form of nicks at certain positions on the backbone of existing DNA. Yet another example is the work by Yim, McBee, Song, *et al.* [121], which stored data (about 72 bits) in living cells via CRISPR arrays. All these approaches are conceptually interesting alternatives to array-based synthesis, but scaling them to store more than a few bytes of data currently looks challenging.

Array-based synthesis generates many copies of each sequence, by building up each sequence on a different spot of the array. It is also possible to modify array-based synthesis to grow sequences at one spot of the array so that a predefined fraction of the sequences contain, say, nucleotide A but others contain, say, nucleotide G at a given position. Anavy, Vaknin, Atar, *et al.* [5] explored this idea and proposed the notion of *composite DNA letters* to reduce the number of synthesis cycles. However, the use of composite letters comes at a higher sequencing cost to guarantee that composite letters can be identified from the sequenced DNA molecules, and also comes at a higher decoding complexity.

While the proof-of-concept implementations listed in Table 1.1 demonstrate that DNA storage can be practical, their overall cost is still an obstacle for them to become practically viable. For example, using the architecture proposed in Erlich and Zielinski [33], the estimated cost of synthesizing 1GB of data was $3.27 million [33, Supplementary Material], and the current cost of storing a Megabyte of DNA is around $500 [7]. However, until DNA storage becomes viable for commercial archival storage applications, there are already applications of DNA storage that are not possible with other storage media. For example, Koch, Gantenbein, Masania, *et al.* [54] demonstrated that data stored in DNA can be embedded into any product made of plastic, providing information about the product inside the product.

1.3 **Information Theory and DNA storage**

DNA-based storage is a fundamentally new way of storing data, due to the way DNA is written, stored, and read. The technology is still
under development, and details such as error profiles, the exact length of synthesized DNA molecules, and the sequencing throughput are likely to change. An information-theoretic perspective and an understanding of the fundamental limits of DNA storage will enable a system design based on key conceptual insights and tradeoffs.

**Joint design of physical system and coding schemes:** Conceptual advances in terms of how to optimally code for this new storage paradigm can inform biochemists in their development of new synthesis and sequencing technologies for building DNA storage systems. For example, is it worth developing very expensive technologies to allow long DNA molecules to be synthesized? Or is it possible to store data at high densities with very short molecules? An information-theoretic perspective may provide the foundations to answering these questions, enabling the design of an efficient “physical layer” for DNA storage systems.

**Emerging technologies beyond DNA:** There are many other interesting media for future storage. For example, synthetic polymers are also a potential substrate for data storage [83], in which case tandem mass spectrometry could be used instead of sequencing for data retrieval [62]. Furthermore, the idea of storing data in quartz glass [6] also promises to achieve incredibly high information densities.

As new technologies are proposed and compared, it is important to obtain a basic understanding of their capabilities. In this context, an information-theoretic perspective may allow these emerging approaches to be compared at a more fundamental level, rather than based on specific prototypes. Moreover, design principles may be transferable between them, and different technologies may be more suitable to specific applications depending on basic tradeoffs between cost, computational complexity, and reading and writing speeds. In Section 7.4 we briefly discuss additional storage capacity problems that are motivated by recent technological advances.

**Connections with classical information theory problems:** The growing interest on DNA data storage has sparked renewed interest in classical
problems in information theory. As several DNA sequencing technologies suffer from insertion and deletion errors, new attention has been given to the capacity of insertion/deletion channels and “sticky” channels [25]. Moreover, many of the topics explored in this monograph will be connected with permutation channels [3], [10] and, in Section 7.3, we discuss a connection between DNA storage in the short-molecule regime and discrete-time Poisson channels [60].

1.4 Organization of this monograph

In Section 2, we formalize and discuss a general class of channels to model DNA storage systems. This general model, called the noisy shuffling-sampling channel, will be the main object of our information-theoretic analysis of DNA-based data storage. In Section 3, we start the exploration of the capacity of DNA storage systems by studying a simple noiseless shuffling-sampling channel, where the input sequences are shuffled and sampled before being observed at the channel output. The capacity expression provides a precise understanding of the storage rate costs that the shuffling and sampling operations incur, and provide intuition on how to develop optimal codes for such channels. In the same section, we also consider channels that break the sequences at random points and shuffle the resulting pieces.

In Section 4, we study the impact of adding noise to the shuffling-sampling channels. Specifically we will study the capacity of channels where the sequences are not only shuffled and randomly sampled, but also contain errors, and we will discuss the impact of different noisy channel models on the overall capacity.

In Section 5, we study the multi-draw nature of DNA storage channels. Since multiple copies of each sequence are typically stored in DNA storage systems, they can be sequenced with potentially different noise patterns, which can help in error correction. This is captured in our information-theoretic framework by considering multi-draw channels, where each sequence in the DNA library may yield multiple copies with independent noise patterns at the output. In this setting, a natural approach is to first cluster the sequences and then solve several trace reconstruction problems. We will study whether such clustering-based
schemes are optimal, and we will provide results on the fundamental limits of DNA storage channels with multi-draws.

DNA storage is a relatively new field and many important questions remain unanswered. In Section 7, we end the monograph with a collection of important open problems and a discussion of connections to existing channel models and classical results in information theory.
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