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Abstract

Database systems have been driving dynamic websites since the early
1990s; nowadays, even seemingly static websites employ a database
back-end for personalization and advertising purposes. In order to keep
up with the high demand fuelled by the rapid growth of the Internet, a
number of caching and materialization techniques have been proposed
for web databases over the years. The main goal of these techniques is to
improve performance, scalability, and manageability of database-driven
dynamic websites, in a way that the quality of data is not compromised.
Although caching and materialization are well-understood concepts in
the traditional database and networking/operating systems literature,
the Web and web databases bring forth unique characteristics that war-
rant new techniques and approaches.
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In this monograph, we adopt a data management point of view
to describe the system architectures of web databases, and analyze
the research issues related to caching and materialization in such
architectures. We also present the state-of-the-art in caching and mate-
rialization for web databases and organize current approaches according
to the fundamental questions, namely how to store, how to use, and
how to maintain cached/materialized web data. Finally, we associate
work in caching and materialization for web databases to similar tech-
niques in other related areas, such as data warehousing, distributed
systems, and distributed databases.
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1

Introduction

Database systems have been driving dynamic websites since the early
1990s, and caching and materialization have been the major techniques
to improve the performance, scalability, and manageability of such web
databases. Different from a traditional database environment, the soft-
ware components of a web database, including web servers, database
servers, application servers, and possibly additional middleware, are
largely independent from one another, even though they work together
as a holistic system (Figure 1.1). Caching and materialization tech-
niques for such web databases consider a number of issues at dif-
ferent parts of the system and they bring interesting challenges and
opportunities.

In addition to the inherent architectural uniqueness, web databases
also come with stringent demands for near-real-time performance (at
the speed of thought) and ability to withstand high request volumes
(e.g., due to flash crowds, giving caching and materialization techniques
a pivotal role in such environments.

In this monograph, we look at the entire process of caching
and materialization for web databases as a sequence of actions (or
verbs). For each action, we identify the possible options and present

1
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2 Introduction

Fig. 1.1 10,000-feet view of a typical web-database architecture.

representative techniques and papers for each one. Specifically, we look
into the following actions, as they relate to caching and materialization
for web databases:

• Store: How is data cached/materialized, including where
and at what granularity to cache/materialize data, and how
to select the data items to cache/materialize.
• Use: How do we use cached/materialized data items to

answer new requests?
• Maintain: How are caches maintained up-to-date, including

when and how to handle updates, how to organize the cache
to answer new requests efficiently, and how to perform cache
replacement as necessary.

When presenting existing techniques on these three actions, we focus on
the performance and quality aspect (in Section 6). In brief, we examine
the following three types of evaluation metrics: (1) Quality of Service
(QoS) metrics, including response time, throughput, and availability;
(2) Quality of Data (QoD) metrics, mainly about data freshness and
accuracy, and (3) user-centric metrics, usually in the form of quality
contracts.

Among the above evaluation metrics, throughput is a major one to
consider for web databases, and one way to achieve a high through-
put is through high-performance hardware configurations. However,
enhancing system throughput using high-end configurations is not

Full text available at: http://dx.doi.org/10.1561/1900000005



3

always desirable; a major factor is the Total Cost of Ownership
(TCO) [44]. TCO is the direct and hidden lifetime IT cost of purchas-
ing, operating, managing, and maintaining a computing system [31].
Example cost items include hardware, software, network communica-
tion, administration, personnel training, and technical support. For a
database-backed website, an increase in the throughput through high-
end configurations may result in the increase of all those TCO cost
items and in turn the TCO itself. Therefore, system throughput should
be considered together with TCO. In particular, transparent and adap-
tive caches are often an ideal candidate to increase system throughput
automatically with little increase on TCO.

Note that an important factor to consider in any caching and mate-
rialization technique for web databases is whether the scheme supports
database transaction semantics, even though many web applications
today work well with a weaker consistency guarantee. Eric Brewer pro-
posed the CAP Theorem [23], which states that, for any distributed
computing system, only two out of the following three key requirements
can be satisfied: Consistency, Availability, and Partition tolerance. The
theorem was later formally proved by Gilbert and Lynch [61] for both
asynchronous and partially synchronous network models. As such, in
real-world distributed web databases, where availability and scalabil-
ity are crucial, it is unavoidable to make compromises on consistency.
Therefore, caching and materialization are a good match to such sys-
tems in that they can help on both availability and partition tolerance
and can benefit from the relaxed consistency requirement. In practice,
many commercial database-backed websites today have focused their
technical development, including deploying caches throughout all lev-
els of the system, on ensuring service availability and tolerance upon
data partitioning/distribution, while sacrificing consistency to various
degrees. Well-known examples of such websites include Amazon, EBay,
and Twitter.

Roadmap: The rest of this monograph is structured into four sep-
arate components as follows:

• Architecture — this part describes a typical web-database
architecture and discusses some of the complexities intrinsic
in such setups (Section 2).

Full text available at: http://dx.doi.org/10.1561/1900000005



4 Introduction

• Taxonomy — this part presents the three “verbs” in detail,
along with the possible alternatives. We also give a detailed
description of a typical web-database architecture (Sec-
tions 3–5, followed by a discussion on metrics, in Section 6).
• Projects — this part describes some representative web-

database projects, while explaining the choices each project
adopted under the presented taxonomy (Section 7).
• Related work — this section presents related work from

other areas (Section 8).

We conclude this monograph with a short discussion on some open
problems and future directions.
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[8] M. Altinel, C. Bornhövd, S. Krishnamurthy, C. Mohan, H. Pirahesh, and

B. Reinwald, “Cache tables: Paving the way for an adaptive database cache,”
in VLDB, pp. 718–729, 2003.

[9] K. Amiri, S. Park, R. Tewari, and S. Padmanabhan, “DBProxy: A dynamic
data cache for web applications,” in ICDE, pp. 821–831, 2003.

[10] K. Amiri, S. Park, R. Tewari, and S. Padmanabhan, “Scalable template-based
query containment checking for web semantic caches,” in ICDE, pp. 493–504,
2003.

[11] D. Andresen and T. McCune, “Towards a hierarchical scheduling system for
distributed WWW server clusters,” in HPDC, p. 301, 1998.

91

Full text available at: http://dx.doi.org/10.1561/1900000005



92 References

[12] J. Anton, L. Jacobs, X. Liu, J. Parker, Z. Zeng, and T. Zhong, “Web caching
for database applications with oracle web cache,” in SIGMOD Conference,
pp. 594–599, 2002.

[13] R. Bakalova, A. Chow, C. Fricano, P. Jain, N. Kodali, D. Poirier, S. Sankaran,
and D. Shupp, “Websphere dynamic cache: Improving J2EE application per-
formance,” IBM Systems Journal, vol. 43, no. 2, pp. 351–370, 2004.

[14] A. Balmin, F. Ozcan, K. S. Beyer, R. Cochrane, and H. Pirahesh, “A frame-
work for using materialized xpath views in XML query processing,” in VLDB,
pp. 60–71, 2004.

[15] G. Banga, F. Douglis, and M. Rabinovich, “Optimistic deltas for WWW
latency reduction,” in USENIX Annual Technical Conference, 1997.

[16] D. Barbara and T. Imieliski, “Sleepers and workaholics: Caching strategies in
mobile environments,” ACM SIGMOD Record, vol. 23, no. 2, pp. 1–12, 1994.

[17] P. A. Bernstein, A. Fekete, H. Guo, R. Ramakrishnan, and P. Tamma,
“Relaxed-currency serializability for middle-tier caching and replication,” in
SIGMOD Conference, pp. 599–610, 2006.

[18] A. Bestavros, “Demand-based document dissemination to reduce traffic and
balance load in distributed information systems,” in SPDP, p. 338, 1995.

[19] M. Bhide, P. Deolasee, A. Katkar, A. Panchbudhe, K. Ramamritham, and
P. Shenoy, “Adaptive push–pull: Disseminating dynamic web data,” IEEE
Transactions on Computers, vol. 51, no. 6, pp. 652–668, 2002.

[20] J. A. Blakeley, N. Coburn, and P.-A. Larson, “Updating derived relations:
Detecting irrelevant and autonomously computable updates,” ACM Transac-
tions on Database Systems, vol. 14, no. 3, pp. 369–400, 1989.
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