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ABSTRACT
In this monograph, we survey recent research on using
reconfigurable hardware accelerators, namely, Field Pro-
grammable Gate Arrays (FPGAs), to accelerate analytical
processing. Such accelerators are being adopted as a way
of overcoming the recent stagnation in CPU performance
because they can implement algorithms differently from
traditional CPUs, breaking traditional trade-offs. As such,
it is timely to discuss their benefits in the context of an-
alytical processing, both as an accelerator within a single
node database and as part of distributed data analytics
pipelines. We present guidelines for accelerator design in
both scenarios, as well as, examples of integration within
full-fledged Relational Databases. We do so through the
prism of recent research projects that explore how emerging
compute-intensive operations in databases can benefit from
FPGAs. Finally, we highlight future research challenges in
programmability and integration, and cover architectural
trends that are propelling the rapid adoption of accelerators
in datacenters and the cloud.

Zsolt István, Kaan Kara and David Sidler (2020), “FPGA-Accelerated Analytics:
From Single Nodes to Clusters”, Foundations and Trends® in Databases: Vol. 9, No.
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1
Introduction

Big Data has been instrumental to our lives in the last decade and
has lead to scientific insights, the boom of Machine Learning and the
emergence of novel on-line services. Datacenters that are hosting such
data-intensive applications are facing however an important challenge:
the amount of data that needs to be stored and processed is increasing
at an exponential rate whereas traditional processor performance has
been stagnating for years. As Moore’s law and Dennard scaling taper
off, CPU transistor counts are growing less year-on-year and, due to
heat dissipation issues, it is becoming challenging to power on all parts
of CPUs at high clock rates at the same time, resulting in “dark silicon”.
The stagnation of CPU performance, however, presents opportunities
as well: CPUs can now incorporate more heterogeneous components
without having to keep them powered on at all times. In addition, for
many workloads, replacing CPUs partially or entirely with specialized
hardware has become the more economic choice. These devices can
utilize transistors more efficiently for the tasks at hand, delivering more
performance for the same energy budget.

Driven by the above described trends, and in order to keep up with
growing data sizes, data processing and management applications have

2
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3

been becoming increasingly distributed. Today, applications built with
platforms such as Apache Spark, routinely span hundreds of server nodes.
While helpful in reducing compute bottlenecks, this distribution brings
new data movement bottlenecks at various levels of the software and
hardware architecture. In this monograph we focus on how specialized
hardware accelerators can provide an answer to the compute stagnation
problem and showing how they can be also helpful in reducing data
movement bottlenecks by placing them in the right location within the
computer architecture.

There are many different technologies one could use for building
accelerators but one particular technology stands out as a middle ground
between energy efficiency and versatility: Field Programmable Gate
Arrays (FPGAs). FPGAs make it possible to express algorithms in
ways that are fundamentally different from CPUs or GPUs: FPGAs
have no instruction sets and functionality is laid out directly as cir-
cuitry. As opposed to traditional CPUs that concentrate on-chip memory
into layers of caches, FPGAs have small SRAM memories distributed
throughout the device that can be configured flexibly and can be co-
located with computation. These differences to CPUs result in a higher
performance in the same or lower energy footprint, making FPGAs
attractive both as accelerators and as energy-efficient replacements of
software solutions. FPGAs are reconfigurable meaning that they can im-
plement different functionality over time and can be reprogrammed from
software. Once programmed, they act as integrated circuits (ASICs),
bringing significant improvements in energy efficiency when compared to
CPUs.

Today, FPGAs are available in most clouds (e.g., Amazon F1 In-
stances, n.d.; Firestone, 2016; Putnam, 2014; Weerasinghe et al., 2016)
as accelerators. As a prominent example, the Microsoft Catapult project
uses FPGAs to create programmable network-interface cards (NICs)
to offload tenant network functions from the CPU. Meanwhile, pro-
grammable co-processors based on FPGAs are also becoming more
common, for instance, with projects such as Intel Xeon+FPGA (Gupta,
2015). Storage devices/nodes are also increasingly more programmable,
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4 Introduction

with examples such as Samsung’s SmartSSD1 and Amazon Redshift
AQUA.

Several early projects of FPGA-based database acceleration pro-
posed PCIe-attached accelerator cards a decade ago, demonstrating
that FPGAs are able to speed up projection and selection (Dennl et al.,
2012; Salami et al., 2017; Sukhwani et al., 2013; Wang et al., 2016a;
Woods et al., 2013), aggregation (Dennl et al., 2013; Salami et al., 2017),
joins and even sorting (Casper and Olukotun, 2014; Sukhwani et al.,
2013; Zhang et al., 2016), by an order of magnitude when compared to
commonly used row-stores, such as MySQL and PostgreSQL. However,
in many previous systems, once all integration costs were factored in,
in particular the cost of data transfers over PCIe, the benefits were
significantly reduced. In the meantime, however, the bandwidth of in-
terconnects (PCIe, NVMe, etc.) and networks has been increasing at a
steady pace, making FPGA acceleration once again an attractive option.
Furthermore, due to increased data sizes, there are more and more
distributed databases that suffer from various data movement bottle-
necks, for instance, when retrieving data from distributed storage nodes
or when shuffling tuples between compute nodes for a join operation.
Specialized hardware can be used to move computation closer to the
source, and by reducing data sizes through filtering or transformations
close to storage, memory, etc., reduce data movement bottlenecks.

In this monograph we explore what is required for integrating these
accelerators with software systems (focusing on database management
systems) and how one should design the acceleration functionality to
ensure that the overall speedups in the system are worth the additional
complexity. The monograph provides a detailed look into several repre-
sentative examples of FPGA-accelerated databases and the internals
of accelerated SQL operators, Machine Learning operators and data
shuffling operators.

Monograph Structure. In this section (Section 1), we outlined the
reasons why FPGAs and similar specialized hardware have become
not only economically feasible for database acceleration but, in many

1https://samsungsemiconductor-us.com/smartssd/index.html.
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cases, even necessary to keep up with data growth. We also provided an
intuition on how, thanks to a fundamentally different execution model
from CPUs and GPUs, these devices offer benefits in efficiency. The
rest of the monograph is structured as follows:

• In Section 2 we present a background on FPGAs and highlight
their differences with ASICs. Readers already familiar with FPGAs
and their development work flow might consider skipping this
section.

• Section 3 covers salient aspects of integrating FPGAs in data
processing systems, in various locations of the software and hard-
ware architecture. We describe several representative examples of
how FPGAs are integrated with databases and what features the
frameworks that enable this need to provide.

• In Section 4 we turn our attention to individual operators from
the domain of core SQL acceleration, Machine Learning and
Distributed Joins. We present both high level guidelines to help
future FPGA programmers design circuits adequate to the task
and deep dive into the design and performance characteristics of
representative operators, implemented by the authors.

• Section 5 describes the remaining challenges related to program-
ming and sharing FPGA accelerators more easily in datacenters
and the cloud. This section also provides a peek into the future of
re-programmable hardware and the opportunities this will bring
for database management systems.
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