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ABSTRACT

Recent years have seen a resurgence of interest from both
the industry and research community in Datalog. Datalog is
a declarative query language that extends relational algebra
with recursion. It has been used to express a wide spectrum
of modern data management tasks, such as data integration,
declarative networking, graph analysis, business analytics,
and program analysis. The result of this long line of research
is a plethora of Datalog engines, which support different
variants of Datalog, and have different technical specifica-
tions and capabilities. In this monograph, we provide an
overview of the architecture and technical characteristics of
these Datalog engines. We identify common architectural
decisions and evaluation methods, as well as data struc-
tures and layouts used to speed up the query execution. We
also discuss in what ways Datalog engines differ when they
specialize to workloads with different characteristics (for
example, data analytics vs program analysis vs graph anal-
ysis). One particular focus is how modern Datalog engines
scale to massively parallel environments.

Bas Ketsman and Paraschos Koutris (2022), “Modern Datalog Engines”, Foundations
and Trends® in Databases: Vol. 12, No. 1, pp 1–68. DOI: 10.1561/1900000073.
©2022 B. Ketsman and P. Koutris

Full text available at: http://dx.doi.org/10.1561/1900000073



1
Introduction

Recent years have seen a resurgence of interest from both the industry
and research community in Datalog. Datalog is a declarative query
language that extends Relational Algebra with recursion. It offers a
simple declarative interface to the developer, while allowing for general
optimizations that can speed up evaluation both in single-machine and
parallel settings. During the past two decades, Datalog has been used to
express a wide spectrum of tasks in different application domains, such
as data integration (Fagin et al., 2003), declarative networking (Loo
et al., 2006), graph analysis (Seo et al., 2015; Shkapsky et al., 2016),
business analytics (Aref et al., 2015), program analysis (Whaley and
Lam, 2004; Smaragdakis and Balatsouras, 2015), and security (Marczak
et al., 2010).

Datalog received a lot of academic interest during the late 1980s and
early 1990s. During this time, the theoretical background of Datalog
was firmly established, including its syntax, semantics, and evaluation
methods. Moreover, several mature Datalog systems were developed,
among them Coral (Ramakrishnan et al., 1993), LDL (Chimenti et al.,
1990), and Glue-Nail (Derr et al., 1994). However, these systems were
not widely adopted and their development ceased.

2
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3

This trend was reversed during the last decade, with the develop-
ment and deployment of several Datalog engines, both from academia
and industry. The list of systems includes LogicBlox (Aref et al., 2015),
BigDatalog (Shkapsky et al., 2016), SociaLite (Seo et al., 2015), bddb-
ddb (Whaley and Lam, 2004), Soufflé (Scholz et al., 2016), RecStep (Fan
et al., 2019), and Graspan (Wang et al., 2017). In order to deal with the
huge volume of data they have to process, the design of these Datalog
engines focused around efficiency and scalable performance. Apart from
this, their architecture and applications show a lot of variation. Some
Datalog systems were developed to target program analysis tasks, a
fundamental area in the field of programming languages (e.g., bddb-
ddb, Soufflé). Other Datalog engines specialized on data management
problems, such as graph processing (e.g, SociaLite) or business analytics
(e.g., LogicBlox). This variation has created a diverse ecosystem of sys-
tems that support different variants of Datalog, make different design
decisions, and have different capabilities.

In this monograph, we dive deep into this ecosystem and provide
an overview of the architecture and technical characteristics of the
above Datalog systems. We identify common architectural decisions
and evaluation methods, as well as data structures and layouts used to
speed up the query execution. We also discuss in what ways Datalog
engines differ when they specialize to workloads and inputs with different
characteristics (for example, data analytics vs program analysis vs graph
analysis). One particular focus of this monograph is how modern Datalog
engines scale to massively parallel environments, which is necessary to
support the processing of very large datasets. This is a particularly
challenging task, since evaluating a Datalog program is generally not
an embarrassingly parallel task.

Finally, we remark that Datalog engines have a different focus than
SQL engines. While SQL engines are typically treated as one of many
interconnected elements in a fully-blown, transactional database man-
agement system, Datalog engines are generally more stripped down with
a strong focus on efficient recursive query processing. Another difference
is that most SQL engines make use of bag-semantics with duplicate elim-
ination as an afterthought, while Datalog engines rely on set-semantics
and therefore require specialized data structures and techniques for
efficiently dealing with sets throughout the entire computation.
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4 Introduction

1.1 An Overview of Datalog Systems

Next, we briefly introduce and describe the Datalog systems that will
be the focus of this monograph.

LogicBlox (Aref et al., 2015) is a proprietary Datalog system that
provides a general platform for developing enterprise software. It has
been used as the underlying engine for both points-to program analysis
by Doop (Bravenboer and Smaragdakis, 2009), as well as for security
applications by SecureBlox (Marczak et al., 2010).

BigDatalog (Shkapsky et al., 2016) is a parallel Datalog engine built
on top of a modified version of Apache Spark. Its main applications are
business and graph analytics.

SociaLite (Seo et al., 2015) is a parallel Datalog engine used mainly
for social network analysis. It is optimized for executing programs on
graphs, and has both a single-threaded and parallel implementation.

bddbddb (Whaley and Lam, 2004) is a single-threaded implementation
of Datalog designed specifically to support context-sensitive program
analysis. Its novelty is the use of binary decision diagrams (BDDs) to
compactly represent relations.

Soufflé (Scholz et al., 2016) is a state-of-the-art open-source Datalog
system that is used for different types of program analysis, with an
emphasis on scalability. It compiles Datalog programs to fast parallel
C++ code.

RecStep (Fan et al., 2019) is a multi-threaded implementation of
Datalog focused on main-memory execution. It compiles Datalog pro-
grams directly to a sequence of SQL queries, which is then executed on
Quickstep, a parallel in-memory relational database engine (Patel et al.,
2018).
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1.2. Commercial Impact 5

RapidNet (RapidNet, n.d.) is a distributed Datalog engine for the
NDLog (Abadi and Loo, 2007) Datalog variant. It compiles Datalog
programs directly into C++ programs which run over the NS-3 network
simulator (ns-3, n.d.).

Myria and Naiad Finally, we will include in our study two efforts of
executing Datalog programs on top of scalable parallel systems: Myria
(Halperin et al., 2014) and Naiad (Murray et al., 2013). These do not
constitute fully-fledged Datalog implementations, since they require that
the user manually specifies an execution plan for the Datalog program
they want to run.

In addition to the aforementioned systems, there exist several other
Datalog engines: AbcDatalog (Bembenek et al., n.d.), the µZ system
built on top of Z3 (Hoder et al., 2011), DES, Differential Datalog (Ryzhyk
and Budiu, 2019), the DLV engine (Leone et al., 2006), which supports
Disjunctive Datalog, Dyna (Eisner and Filardo, 2011), a system that
extends Datalog for AI applications, Bud (Alvaro et al., 2011) and
WebdamLog (Moffitt et al., 2015). A few other efforts have focused on
adding recursion or fixpoint computation on top of existing relational
systems without achieving the expressivity of full Datalog. These include
extensions of MapReduce (Afrati et al., 2011; Shaw et al., 2012), or more
recent work by Gu et al. (2019) and Jachiet et al. (2020). Although the
above systems will not be the focus of this monograph, we will present
some of their techniques that are relevant to recursive computation.

1.2 Commercial Impact

In addition to the success of LogicBlox, several other commercial systems
that use Datalog or dialects of Datalog have been developed over the
last decade. We discuss next some of these developments.

Datomic is a transactional and distributed database that uses an
extended form of Datalog as the basic query language. Semmle, a
platform that supports code analysis over large code bases (acquired by
Github), has developed its own query language, called .QL, which can
be viewed as an object-oriented version of Datalog. Nicira (acquired by
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6 Introduction

VMware) also uses a restricted variant of the Datalog language, called
nLog, for software defined networking. Finally, Datalog was used as
the underlying language for declarative analytics in Netsil (acquired by
Nutanix).

1.3 Relationship with Prior Work

This survey aims to present how modern large-scale systems evaluate
Datalog. It is orthogonal to a rich set of papers and surveys on the
Datalog language. What follows is a short but not complete list of
relevant work that is complementary to this monograph.

• The most related survey to this monograph is by Green et al.
(2013). It covers the core Datalog language and its extensions,
semantics, query optimizations, incremental view maintenance,
along with discussing modern applications of Datalog. Although
there is some content overlap with this monograph, our focus is on
system building and parallel evaluation. Furthermore, there has
been tremendous progress in the adoption of Datalog techniques
and many new use cases have been added after its publication.

• Several articles provide a general overview of Datalog and tech-
niques for optimizing recursive computation (Ceri et al., 1989;
Ramakrishnan and Ullman, 1995; Bancilhon and Ramakrishnan,
1986). The basic principles of Datalog are also covered in several
database textbooks (for example, see Abiteboul et al. (1995) and
Ullman (1989)).

• A long line of work in the Programming Languages community
has also studied the application of Datalog to different types
of program analysis tasks (Reps, 1993; Lam et al., 2005). For
a comprehensive survey on this subject, we refer the reader to
Smaragdakis and Balatsouras (2015).

1.4 Organization

The monograph is organized as follows.
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1.4. Organization 7

The Datalog Language In Section 2, we introduce the core Data-
log language and present its syntax and semantics. Then, we study
how different Datalog engines extend the core language to increase its
expressibility, with features that are necessary to make it usable in
practical settings. These features include negation, (recursive) aggrega-
tion, arithmetic operations and functions. We discuss how some Datalog
engines choose combinations of features that lead to imprecise language
semantics.

Methods for Datalog Evaluation In Section 3, we discuss the fun-
damental methods used for Datalog evaluation. We focus on the most
widely used technique, called semi-naïve evaluation, and we discuss the
design choices of implementing it. Next, we study how modern Datalog
engines use parallelism to further speed up evaluation and why this can
be done effectively – both from a theoretical and practical viewpoint.
Our focus is both on parallel and multi-threaded environments. We
look at the design choices for parallel evaluation across different axes:
data partitioning methods, synchronous vs asynchronous evaluation,
and data shuffling strategies.

Data Layouts and Indices In Section 4, we study the data layouts
used by Datalog engines. Even though the input of Datalog programs is
relational data, many systems choose formats other than the traditional
row-store: these include tries, binary decision diagrams, bit matrices,
and tail-nested tables. These layouts are specialized to be performant
for specific inputs and workloads (e.g., graph-oriented data, context-
sensitive pointer analysis, dense relations). We also discuss indexing
techniques that are specialized and fine-tuned to Datalog evaluation.

Optimization Techniques In Section 5, we present the different op-
timizations that are used by Datalog engines, both on the language
level (e.g., program transformations and rewritings), as well as low-level
optimizations on the operator level. Specifically, we study how we can
rewrite a Datalog program to push selection and aggregation through
recursion, or to reduce the number of iterations and strata.
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8 Introduction

Finally, we conclude the monograph in Section 6 where we discuss
opportunities for future research directions and new possible applications
for Datalog engines.
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