
Foundational Issues in

Touch-Surface Stroke

Gesture Design — An

Integrative Review

Full text available at: http://dx.doi.org/10.1561/1100000012



Foundational Issues in

Touch-Surface Stroke

Gesture Design — An

Integrative Review

Shumin Zhai
Google, USA
zhai@acm.org

Per Ola Kristensson
University of St Andrews, UK

kristensson@acm.org

Caroline Appert
University of Paris-Sud & CNRS, France

appert@lri.fr

Tue Haste Andersen
frog design, Milan, Italy

tuehaste@gmail.com

Xiang Cao
Microsoft Research Asia, China

xiangc@microsoft.com

Boston – Delft

Full text available at: http://dx.doi.org/10.1561/1100000012



Foundations and Trends R© in
Human–Computer Interaction

Published, sold and distributed by:
now Publishers Inc.
PO Box 1024
Hanover, MA 02339
USA
Tel. +1-781-985-4510
www.nowpublishers.com
sales@nowpublishers.com

Outside North America:
now Publishers Inc.
PO Box 179
2600 AD Delft
The Netherlands
Tel. +31-6-51115274

The preferred citation for this publication is S. Zhai, P. O. Kristensson, C. Appert,
T. H. Andersen, and X. Cao, Foundational Issues in Touch-Surface Stroke Gesture

Design — An Integrative Review, Foundations and Trends R© in Human–Computer
Interaction, vol 5, no 2, pp 97–205, 2011

ISBN: 978-1-60198-606-1
c© 2012 S. Zhai, P. O. Kristensson, C. Appert, T. H. Andersen, and X. Cao

All rights reserved. No part of this publication may be reproduced, stored in a retrieval
system, or transmitted in any form or by any means, mechanical, photocopying, recording
or otherwise, without prior written permission of the publishers.

Photocopying. In the USA: This journal is registered at the Copyright Clearance Cen-
ter, Inc., 222 Rosewood Drive, Danvers, MA 01923. Authorization to photocopy items for
internal or personal use, or the internal or personal use of specific clients, is granted by
now Publishers Inc for users registered with the Copyright Clearance Center (CCC). The
‘services’ for users can be found on the internet at: www.copyright.com

For those organizations that have been granted a photocopy license, a separate system
of payment has been arranged. Authorization does not extend to other kinds of copy-
ing, such as that for general distribution, for advertising or promotional purposes, for
creating new collective works, or for resale. In the rest of the world: Permission to pho-
tocopy must be obtained from the copyright owner. Please apply to now Publishers Inc.,
PO Box 1024, Hanover, MA 02339, USA; Tel. +1-781-871-0245; www.nowpublishers.com;
sales@nowpublishers.com

now Publishers Inc. has an exclusive license to publish this material worldwide. Permission
to use this content must be obtained from the copyright license holder. Please apply to now
Publishers, PO Box 179, 2600 AD Delft, The Netherlands, www.nowpublishers.com; e-mail:
sales@nowpublishers.com

Full text available at: http://dx.doi.org/10.1561/1100000012



Foundations and Trends R© in
Human–Computer Interaction

Volume 5 Issue 2, 2011

Editorial Board

Editor-in-Chief:

Ben Bederson

Human–Computer Interaction Lab

University of Maryland

3171 A. V. Williams Bldg

20742, College Park, MD

Editors

Gregory Abowd (Georgia Institute of Technology)

Jonathan Grudin (Microsoft Research)

Clayton Lewis (University of Colorado)

Jakob Nielsen (Nielsen Norman Group)

Don Norman (Nielsen Norman Group and Northwestern University)

Dan Olsen (Brigham Young University)

Gary Olson (UC Irvine)

Full text available at: http://dx.doi.org/10.1561/1100000012



Editorial Scope

Foundations and Trends R© in Human–Computer Interaction

will publish survey and tutorial articles in the following topics:

• History of the research Community

• Design and Evaluation

◦ Ergonomics/Human Factors

◦ Cognitive engineering and
performance models

◦ Predictive models of interaction

◦ User-centered design processes

◦ Participatory design

◦ Graphic design

◦ Discount evaluation techniques

◦ Design and interaction

◦ Ethnography

• Theory

◦ Models of cognition

◦ Empirical methods of evaluation

◦ Qualitative methods of design
and evaluation

• Technology

◦ Programming the graphical user
interface

◦ Input technologies

◦ Output technologies

• Computer supported cooperative
work

◦ History of CSCW in HCI

◦ Organizational issues

◦ Online communities

◦ Games

◦ Communication technologies

• Interdisciplinary influence

◦ The role of the social sciences
in HCI

◦ MIS and HCI

◦ Graphic design

◦ Artificial intelligence and the user
interface

◦ Architecture and the role of the
physical environment

• Advanced topics and tends

◦ Information visualization

◦ Web design

◦ Assistive technologies

◦ Multimodal interaction

◦ Perception and the user interface

◦ Specific user groups (children,
elders, etc.)

◦ Sensor-based or tangible interaction

◦ Ubiquitous computing

◦ Virtual reality

◦ Augmented reality

◦ Wearable computing

◦ Design and fashion

◦ Privacy and social implications

Information for Librarians
Foundations and TrendsR© in Human–Computer Interaction, 2011, Volume 5,
4 issues. ISSN paper version 1551-3955. ISSN online version 1551-3963. Also avail-
able as a combined paper and online subscription.

Full text available at: http://dx.doi.org/10.1561/1100000012



Foundations and Trends R© in
Human–Computer Interaction

Vol. 5, No. 2 (2011) 97–205
c© 2012 S. Zhai, P. O. Kristensson, C. Appert,

T. H. Andersen, and X. Cao

DOI: 10.1561/1100000012

Foundational Issues in Touch-Surface Stroke
Gesture Design — An Integrative Review

Shumin Zhai1, Per Ola Kristensson2,

Caroline Appert3, Tue Haste Anderson4,

and Xiang Cao5

1 Google, USA, zhai@acm.org
2 University of St Andrews, UK, kristensson@acm.org
3 University of Paris-Sud & CNRS, France, appert@lri.fr
4 frog design, Milan, Italy, tuehaste@gmail.com
5 Microsoft Research Asia, China, xiangc@microsoft.com

Abstract

The potential for using stroke gestures to enter, retrieve and select

commands and text has been recently unleashed by the popularity of

touchscreen devices. This monograph provides a state-of-the-art inte-

grative review of a body of human–computer interaction research on

stroke gestures. It begins with an analysis of the design dimensions

of stroke gestures as an interaction medium. The analysis classifies

gestures into analogue versus abstract gestures, gestures for com-

mands versus for symbols, gestures with different orders of complexity,

visual-spatial dependent and independent gestures, and finger versus

stylus drawn gestures. Gesture interfaces such as the iOS interface, the

Graffiti text entry method for Palm devices, marking menus, and the
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SHARK/ShapeWriter word-gesture keyboard, make different choices in

this multi-dimensional design space.

The main body of this work consists of reviewing and synthe-

sizing some of the foundational studies in the literature on stroke

gesture interaction, particularly those done by the authors in the last

decade. The human performance factors covered include motor control

complexity, visual and auditory feedback, and human memory capabil-

ities in dealing with gestures. Based on these foundational studies this

review presents a set of design principles for creating stroke gesture

interfaces. These include making gestures analogous to physical effects

or cultural conventions, keeping gestures simple and distinct, defining

stroke gestures systematically, making them self-revealing, supporting

appropriate levels of chunking, and facilitating progress from visually

guided performance to recall-driven performance. The overall theme

is on making learning gestures easier while designing for long-term

efficiency. Important system implementation issues of stroke gesture

interfaces such as gesture recognition algorithms and gesture design

toolkits are also covered in this review. The monograph ends with a

few call-to-action research topics.
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1

Introduction

The advent of a new generation of touchscreen smartphones and tablets

is rapidly transforming the everyday computing experience of the

masses. It is also shaping and changing research questions and pri-

orities within the human–computer interaction research community.

One research question is how to exploit the continuous stroke gesture

capabilities that had not been previously available to most users on

keyboard and mouse-based desktop and laptop computers.

In fact, stroke gesture research has a long history in the human–

computer interaction (HCI) research field. Sketchpad, an early project

commonly recognized as one of the beginnings of HCI research, was

centered on graphical human–machine communication through stroke

gestures [108]. About a decade later the influential textbook by

Newman and Sproull [91] prominently featured stroke gestures as an

input mechanism and described in detail how to implement a rudimen-

tary stroke gestures recognizer. Buxton offered early insights into the

cognitive functions, such as “chunking,” that gestures may play in inter-

action [17]. Since the 1990s, stroke gestures as an interaction modality

have been explored in a wide range of research prototypes for different

application domains in the HCI research literature [25, 95, 128].

1
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2 Introduction

While stroke gestures have been continually explored in the HCI

research literature, they only played a marginal role in HCI practice

during the personal computing revolution in the 1980s and 1990s. The

mouse and keyboard driven point-and-click style of Graphical User

Interfaces (GUI) interfaces, also referred to as WIMP (Windows, Icons,

Mouse, Pointer) interfaces, have been the dominant HCI paradigm in

office and home computing for decades. The vision of using stroke ges-

tures as an alternative way of interacting with computers, however,

never ceased to exist in the research literature or in industrial and com-

mercial efforts by companies and projects such as GO, the Apple New-

ton, the Palm Pilot, and the Windows Tablet. The spirit of a visionary

entrepreneur in this space is well captured by Jerry Kaplan’s tale of GO

as a start-up venture [54]. Financially backed by Silicon Valley’s best

known venture capitalist John Doer and his firm (KPCB), GO offered

a compelling vision of changing the fundamental user experience with

pen-based computing, but nonetheless failed to gain market traction.

In 1984, Casio released a wristwatch, the DB-1000, with a touchscreen

that enabled the user to enter names and phone numbers by drawing

them on the watch’s screen. Later the Palm Pilot featuring Graffiti, a

single stroke Roman letter-like gesture writing system, pioneered the

mobile PDA (personal digital assistant) market and made the gesture

user interface (UI) more mainstream. The success of the Blackberry

smartphones turned the trend toward touchscreen and gesture UIs back

to physical keyboards. Before Apple’s iPhone, touchscreen and stroke

gesture-based products remained on the fringe of personal computing.

There could be many reasons for the difficult expansion of user com-

puting from the keyboard and pointing device paradigm. One possible

factor is that hardware limitations at the time prevented ultra-mobile

devices from offering a truly good user experience. The other could be

that the WIMP interfaces were good enough for most users’ needs at

the time. The tendency for a “good enough” but sub-optimal technol-

ogy to persist in society has been theorized as path dependency by

economists such as Paul David [31], but debated by others [79].

Today, stroke gestures are becoming increasingly more relevant

to mainstream popular products such as the touchscreen-based

smartphones and tablets. This is due to both technology-push, the
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3

development of new technology with little regard for current market

demands, and market-pull, the market need guiding new technology

development. Advances in hardware, including processing power,

memory capacity, bandwidth, touch sensors, and battery technology

have enabled handheld devices to provide a level of computing power

only possible in desktop computers a few years ago. High-quality touch-

screens have also begun to turn walls and tables into interactive com-

puter media. In the marketplace, the value of directly manipulating

objects with finger gestures on mobile devices and touch sensitive

surfaces is suddenly being realized by consumers and manufacturers

alike.

The stroke gestures used in today’s popular touchscreen products

tend to be relatively simple: sliding a document for panning; sliding a

virtual latch to unlock; swiping across an item to delete. These simple

gestures may be a solid foundation and the beginning of a new gesture

interaction era. Technologies and paradigms that start with simple and

incomplete functions often are more likely to succeed than those that

start with complex but powerful functions. As users gain more expe-

rience with gesture-based interaction, they may be prepared for more

complex and more powerful gesture functions in order to gain interac-

tion efficiency. On the other hand, simplicity may well be the very rea-

son for the success of the iPhone and other recent products. Researchers

and designers have to consider the cost of learning and either minimize

such cost or embed it in gradual use. Indeed, understanding and facil-

itating gesture learning is a theme of the current review.

Along with other colleagues in the HCI field, we have investigated

various aspects of stroke gestures as an interaction medium. This mono-

graph’s primary goal is to provide a synthesis, summary, and interpreta-

tion of some of our research work on stroke gestures in the past decade,

in a more accessible form and from a broader perspective than the origi-

nal papers. Secondarily, we also selectively review some of the most fun-

damental behavioral research on stroke gestures by other researchers

in the field. This monograph is not meant to be a complete review of

stroke gesture research. The vast body of literature existing today on

stroke gestures means that a complete review can easily turn into a cat-

alogue or annotations of papers with no coherence or synthesis. We have
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4 Introduction

limited the scope of this monograph to stroke gestures as commands

and symbols. For gestures in sketching applications, Johnson and col-

league’s “Computational Support for Sketching in Design: A Review”

in Foundation and Trends in Human–Computer Interaction [51] pro-

vides an overview of the area. For early work on gesture research and

commercial efforts, the reader is referred to the book chapter on “Mark-

ing Interfaces” by Buxton [16]. The reader is also referred to Norman

and Nielsen’s critique of the “crisis” of gestural interfaces [92], in which

they address the many challenges in the current generation of gesture

interfaces, particularly the lack of consistency and discoverability.

The overall goal of the monograph is to provide a scientific foun-

dation for future research and design of stroke gesture interfaces. We

have aimed for a high enough level of abstraction so that researchers

and designers who are not necessarily specialized in gesture research

can understand the contents easily, while maintaining enough details

so that the main logic behind the development of the research issues is

supported.

The rest of this monograph starts with basic concepts, terminolo-

gies, and classifications of stroke gestures. We then briefly review a few

sample stroke gesture user interfaces and systems, to ground the sub-

sequent reviews of the more general and more abstract issues in stroke

gesture research and design. After a brief survey of some of the early

basic usability research on stroke gestures as an interaction medium, we

focus the main body of the review on some of the foundational human-

performance issues concerning stroke gestures in HCI including:

1. Measuring and modeling the motor control complexity of one

or a set of stroke gestures;

2. Visual similarities of gestures;

3. The effects of visual and auditory feedback on gesture

strokes;

4. The cognitive and memory characteristics of using stroke

gestures.

After that we switch the orientation of the review from concep-

tual and empirical understandings of stroke gestures to the dimen-

sions, rules, and guidelines in designing gesture systems. The focus of
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these sections is on how learning new stroke gestures can be facilitated

in system design. We then deal with implementation issues in stroke

gesture interfaces, including the separation of commands from scope

selections, separation of stroke gestures from inking, the pros and

cons of different gesture recognition algorithms, and toolkits that help

programmers to design and implement stroke gestures in software appli-

cations. Finally, we summarize this monograph and raise a few key open

questions, unanswered or under-explored in the research literature.
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