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Abstract

Experiments help to understand human–computer interaction and to

characterize the value of user interfaces. Yet, few intermediate guide-

lines exist on how to design, run, and report experiments. The present

monograph presents such guidelines. We briefly argue why experiments

are invaluable for advancing human–computer interaction beyond tech-

nical innovation. We then identify heuristics of doing good experiments,

including how to build on existing work in devising hypotheses and

selecting measures; how to craft challenging comparisons, rather than

biased win–lose setups; how to design experiments so as to rule out

alternative explanations; how to provide evidence for conclusions; and

how to narrate findings. These heuristics are exemplified by excellent

experiments in human–computer interaction.
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1

Introduction

This work began as an attempt to answer a colleague’s question. For

some time I had insisted that we run experiments on a new interaction

paradigm that we had been working on. My colleague had asked for

papers that would convince him why we should do experiments at all.

He also quickly asked for papers that explained how to do those exper-

iments, seeing my expression of disbelief after the first question. I was

unable, however, to give him entirely satisfactory references: this forms

the background for the present work.

A fair number of papers describe how to do experiments in human–

computer interaction (HCI). For instance, Landauer [86] gave a classic

discussion of research methods in HCI, including valuable advice on

statistical analysis and reporting. Blandford and colleagues [14] dis-

cussed how to plan, run, and report experiments in HCI, and pre-

sented an illustrative case study. Recently, Lazar et al. [90] published

a book on research methods in HCI that included several chapters

on designing and reporting experiments. Also, a number of papers

review experimentation on topics closely related to HCI, including

information retrieval [81], information visualization [21], and text edit-

ing [118]. More generally, a host of literature relevant to the design of

1
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2 Introduction

experiments exists in the field of psychology [95, 122], sociology [142],

and ergonomics [34].

Why, then, another paper on experiments in HCI? First, the above

papers focus little on the questions that arise even when you understand

the basics of experimental logic, the distinction between independent

and dependent variables, and the concerns in ensuring statistical con-

clusion validity. Second, many of the papers referenced above focus

little on the specific difficulties arising from experimenting with inter-

faces and interactions. Third, while papers on specific topics are helpful,

they de-emphasize that many areas of HCI face similar questions about

why and how to do experiments.

We consider an experiment “a study in which an intervention is

deliberately introduced to observe its effects” [127], p. 12. The inter-

vention may be of a variety of kinds; in HCI it is often a technology,

but could be kinds of training, user group, use situation, or task. We

follow common practice by designating the intervention as a level of an

independent variable, or as a treatment, or as a condition. The effects

of the intervention are measured as dependent variables. In HCI they

will often include measures of the usability of the technology. Hypothe-

ses are statements that connect variation in independent variables to

expectations about variation in the dependent variables. Another defin-

ing characteristic of experiments is that they attempt to deal with

other factors besides the independent variable that influence the situ-

ation under study, and thus potentially affect the dependent variables

[42]. This may happen, for instance, by controlling such factors, hold-

ing them constant, or distributing them randomly across levels of the

independent variable. Finally, it is typical of experiments that the sit-

uation under study is created or initiated by the experimenter [42].

Figure 1.1 shows an outline of these components. Note that the above

definition excludes the understanding implied in some common usages

of the word experiment, including that of “trying something new” or

“an innovative act or procedure”.

The logic underlying experiments is tied to pioneering work in

the renaissance, in particular by Galileo Galilei and Francis Bacon.

Later, John Stuart Mill refined thinking about experiments by his Joint

Method of Agreement and Difference. The key idea is that effects occur

Full text available at: http://dx.doi.org/10.1561/1100000043
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Fig. 1.1 Typical components of experiments in human–computer interaction.

with their presumed causes and that any difference between outcomes

may be used to attribute causes; this idea is directly reflected in the

above definition of experiment. Bunge [15] and Shadish et al. [127]

further discuss the logic underlying experimentation and its historical

development.
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