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Abstract

Use of test collections and evaluation measures to assess the effective-
ness of information retrieval systems has its origins in work dating
back to the early 1950s. Across the nearly 60 years since that work
started, use of test collections is a de facto standard of evaluation. This
monograph surveys the research conducted and explains the methods
and measures devised for evaluation of retrieval systems, including a
detailed look at the use of statistical significance testing in retrieval
experimentation. This monograph reviews more recent examinations
of the validity of the test collection approach and evaluation measures
as well as outlining trends in current research exploiting query logs and
live labs. At its core, the modern-day test collection is little different
from the structures that the pioneering researchers in the 1950s and
1960s conceived of. This tutorial and review shows that despite its age,
this long-standing evaluation method is still a highly valued tool for
retrieval research.
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1

Introduction

An examination of the opening pages of a number of Information
Retrieval (IR) books reveals that each author defines the topic of IR
in different ways. Some say that IR is simply a field concerned with
organizing information [210]; and others emphasize the range of differ-
ent materials that need to be searched [286]. While others stress the
contrast between the strong structure and typing of a database (DB)
system with the lack of structure in the objects typically searched in
IR [262, 244]. Across all of these definitions, there is a constant, IR
systems have to deal with incomplete or underspecified information in
the form of the queries issued by users. The IR systems receiving such
queries need to fill in the gaps of the users’ underspecified query.

For example, a user typing “nuclear waste dumping” into the search
engine of an academic repository is probably looking for multiple doc-
uments describing this topic in detail, he/she probably prefers to see
documents from reputable sources, but all he/she enters into the search
engine are three words. Users querying on a web search engine for
“BBC” are probably looking for the official home page of the corpo-
ration, yet they fully expect the search engine to infer that specific
information request from the three letters entered. The fact that the

1
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2 Introduction

content being searched is typically unstructured and its components
(i.e., words) can have multiple senses, and different words can be used
to express the same concept, merely adds to the challenge of locat-
ing relevant items. In contrast to a DB system, whose search outputs
are deterministic, the accuracy of an IR system’s output cannot be
predicted with any confidence prior to a search being conducted; con-
sequently, empirical evaluation has always been a critical component
of Information Retrieval.1

The typical interaction between a user and an IR system has the
user submitting a query to the system, which returns a ranked list
of objects that hopefully have some degree of relevance to the user’s
request with the most relevant at the top of the list. The success of such
an interaction is affected by many factors, the range of which has long
been considered. For example, Cleverdon and Keen [61, p. 4] described
five.

(1) “The ability of the system to present all relevant documents
(2) The ability of the system to withhold non-relevant documents
(3) The interval between the demand being made and the answer

being given (i.e., time)
(4) The physical form of the output (i.e., presentation)
(5) The effort, intellectual or physical, demanded of the user

(i.e., effort).”

To this list one could add many others, e.g.:

• the ability of the user at specifying their need;
• the interplay of the components of which the search algo-

rithm is composed;
• the type of user information need;
• the number of relevant documents in the collection being

searched;
• the types of documents in the collection;

1 This is not to say that researchers haven’t tried to devise non-empirical approaches, such
as building theoretical models of IR systems. However, Robertson [197] points out that

a theory of IR that would allow one to predict performance without evaluation remains
elusive.
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3

• the context in which the user’s query was issued; and
• the eventual use for the information being sought.

Evaluation of IR systems is a broad topic covering many areas
including information-seeking behavior usability of the system’s inter-
face; its broader contextual use; the compute efficiency, cost, and
resource needs of search engines. A strong focus of IR research has
been on measuring the effectiveness of an IR system: determining the
relevance of items, retrieved by a search engine, relative to a user’s
information need.

The vast majority of published IR research assessed effectiveness
using a resource known as a test collection used in conjunction with
evaluation measures. Such is the importance of test collections that at
the time of writing, there are many conferences and meetings devoted
purely to their use: including three international conferences, TREC,
CLEF, and NTCIR, which together have run more than 30 times since
the early 1990s. This research focus is not just a feature of the past
two decades but part of a longer tradition which was motivated by
the creation and sharing of testing environments in the previous three
decades, which itself was inspired by innovative work conducted in the
1950s. The classic components of a test collection are as follows:

• a collection of documents; each document is given a unique
identifier, a docid;
• a set of topics (also referred to as queries); each given a query

id (qid); and
• a set of relevance judgments (often referred to as qrels —

query relevance set) composed of a list of qid/docid pairs,
detailing the relevance of documents to topics.

In the possession of an appropriate test collection, an IR developer
or researcher simply loads the documents into their system and in a
batch process, submits the topics to the system one-by-one. The list of
the docids retrieved for each of the topics is concatenated into a set,
known as a run. Then the content of the run is examined to deter-
mine which of the documents retrieved were present in the qrels and
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4 Introduction

which were not. Finally, an evaluation measure is used to quantify the
effectiveness of that run.

Together, the collection and chosen evaluation measure provide a
simulation of users of a searching system in an operational setting.
Using test collections, researchers can assess a retrieval system in isola-
tion helping locate points of failure, but more commonly, collections are
used to compare the effectiveness of multiple retrieval systems. Either
rival systems are compared with each other, or different configurations
of the same system are contrasted. Such determinations, by implica-
tion, predict how well the retrieval systems will perform relative to
each other if they were deployed in the operational setting simulated
by the test collection.

A key innovation in the IR academic community was the early
recognition of the importance of building and crucially sharing test
collections.2 Through sharing, others benefited from the initial (sub-
stantial) effort put into the creation of a test collection by re-using it
in other experiments. Groups evaluating their own IR systems on a
shared collection could make meaningful comparisons with published
results tested on the same collection. Shared test collections provided
a focus for many international collaborative research exercises. Exper-
iments using them constituted the main methodology for validating
new retrieval approaches. In short, test collections are a catalyst for
research in the IR community.

Although there has been a steady stream of research in evaluation
methods, there has been little survey of literature covering test col-
lection based evaluation. Salton’s evaluation section [210, Section 5] is
one such document; a chapter in Van Rijsbergen’s book [262] another;
Spärck Jones’s edited articles on IR experiments [242] a third. Since
those works, no broad surveys of evaluation appear to have been writ-
ten; though Hearst has recently written about usability evaluation in IR
[116, Section 3]. The sections on evaluation in recent IR books provided
the essential details on how to conduct evaluation, rather than reviewed

2 Indeed, it would appear that the academic IR community is one of the first in the Human
Language Technologies (HLT) discipline of computer science to create and share common

testing environments. Many other areas of HLT, such as summarization, or word sense
disambiguation did not start building such shared testing resources until the 1990s.
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past work. There are notable publications addressing particular aspects
of evaluation: Voorhees and Harman’s book detailed the history of the
TREC evaluation exercise and outlined evaluation methods used [280];
a special issue of Information Processing and Management reflected the
state of IR evaluation in 1992 [98]; another special issue in the Journal
of the American Society for Information Science provided a later per-
spective [253]. More recently, Robertson published his personal view on
the history of IR evaluation [199]. However, there remains a gap in the
literature, which this monograph attempts to fill.

Using test collections to assess the effectiveness of IR systems is
itself a broad area covering a wide range of document types and forms
of retrieval. IR systems were built to search over text, music, speech,
images, video, chemical structures, etc. For this monograph, we focus on
evaluation of retrieval from documents that are searched by their text
content and similarly queried by text; although, many of the methods
described are applicable to other forms of IR.

Since the initial steps of search evaluation in the 1950s, test collec-
tions and evaluation measures were developed and adapted to reflect
the changing priorities and needs of IR researchers. Often changes in
test collection design caused changes in evaluation measures and vice
versa. Therefore, the work in these two distinct areas of study are
described together and laid out in a chronological order. The research
is grouped into three periods, which are defined relative to the highly
important evaluation exercise, TREC.

• Early 1950s–early1990s, Section 2: the initial develop-
ment of test collections and measures. In this time, test
collection content was mostly composed of catalogue infor-
mation about academic papers or later the full-text of news-
paper articles. The evaluation measures commonly used
by researchers were strongly focused on high recall search:
finding as many relevant items as possible.
• Early 1990s–early 2000s, Section 3: the “TREC ad hoc”

period. Scale and standardization of evaluation were strong
themes of this decade. The IR research community col-
laborated to build a relatively small number of large test
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collections mainly composed of news articles. Evaluation was
still focused on high recall search.
• Early 2000s–present, Section 4: the post ad hoc period

(for want of a better name). Reflecting the growing diversity
in application of search technologies and the ever-growing
scale of collections being searched, evaluation research in this
time showed a diversification of content and search task along
with an increasing range of evaluation measures that reflected
user’s more common preference for finding a small number
of relevant items. Run data gathered by TREC and other
similar exercises fostered of a new form of evaluation research
in this period: studying test collection methodologies. This
research is covered in Section 6.

The one exception to the ordering can be found in the section on
the use of significance testing. Apart from a recent book [74], little has
been written on the use of significance in IR evaluation and relatively
little research has been conducted; consequently, I chose to describe
research in this area, in Section 5, more as a tutorial than a survey.

Such an ordering means that descriptions of or references to eval-
uation measures are spread throughout the document. Therefore, we
provide an index at the conclusion of this work to aid in their location.

Note, unless explicitly stated otherwise, the original versions of all
work cited in this document were obtained and read by the author.
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