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Abstract

The Probabilistic Relevance Framework (PRF) is a formal framework
for document retrieval, grounded in work done in the 1970–1980s, which
led to the development of one of the most successful text-retrieval algo-
rithms, BM25. In recent years, research in the PRF has yielded new
retrieval models capable of taking into account document meta-data
(especially structure and link-graph information). Again, this has led
to one of the most successful Web-search and corporate-search algo-
rithms, BM25F. This work presents the PRF from a conceptual point
of view, describing the probabilistic modelling assumptions behind the
framework and the different ranking algorithms that result from its
application: the binary independence model, relevance feedback mod-
els, BM25 and BM25F. It also discusses the relation between the PRF
and other statistical models for IR, and covers some related topics,
such as the use of non-textual features, and parameter optimisation for
models with free parameters.
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1

Introduction

This monograph addresses the classical probabilistic model of informa-
tion retrieval. The model is characterised by including a specific notion
of relevance, an explicit variable associated with a query–document
pair, normally hidden in the sense of not observable. The model revolves
around the notion of estimating a probability of relevance for each pair,
and ranking documents in relation to a given query in descending order
of probability of relevance. The best-known instantiation of the model
is the BM25 term-weighting and document-scoring function.

The model has been developed in stages over a period of about 30
years, with a precursor in 1960. A few of the main references are as
follows: [30, 44, 46, 50, 52, 53, 58]; other surveys of a range of proba-
bilistic approaches include [14, 17]. Some more detailed references are
given below.

There are a number of later developments of IR models which
are also probabilistic but which differ considerably from the models
developed here — specifically and notably the language model (LM)
approach [24, 26, 33] and the divergence from randomness (DFR) mod-
els [2]. For this reason we refer to the family of models developed
here as the Probabilistic Relevance Framework (PRF), emphasising the

1
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2 Introduction

importance of the relevance variable in the development of the models.
We do not cover the development of other probabilistic models in the
present survey, but some points of comparison are made.

This is not primarily an experimental survey; throughout, asser-
tions will be made about techniques which are said to work well. In
general such statements derive from experimental results, many exper-
iments by many people over a long period, which will not in general be
fully referenced. The emphasis is on the theoretical development of the
methods, the logic and assumptions behind the models.

The survey is organised as follows. In Section 2 we develop the most
generic retrieval model, which subsumes a number of specific instanti-
ations developed in Section 3. In Section 4 we discuss the similarities
and differences with other retrieval frameworks. Finally in Section 5 we
give an overview of optimisation techniques we have used to tune the
different parameters in the models and Section 6 concludes the survey.
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