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Abstract

The design of secure protocols for wireless ad-hoc networks is an im-
portant problem in communication systems research. A seemingly fun-
damental limitation of the design process is that any new protocol only
addresses the vulnerabilities detected in its predecessors, leaving the re-
maining vulnerabilities unaffected. Hence, the design process amounts
to an arms race between more sophisticated attacks and protocol fixes.
To change this situation, a framework is needed for secure protocol de-
sign that offers provable performance and security guarantees against
all possible attacks on the network.

This monograph proposes such a framework, contingent on some
underlying model assumptions. The framework consists of a game de-
fined between protocols and adversarial strategies in which the adver-
sarial strategy is selected after the protocol has been revealed to all of
the nodes. Each choice of protocol and adversarial strategy results in
a payoff that corresponds to the functionality retained by the network,
despite the adversarial activity. The design imperative is to choose the
protocol that maximizes this payoff.

Two scenarios are considered: networks in which the nodes are ini-
tially synchronized and unsynchronized respectively. In each scenario,
a protocol is described and three results are proved. First, the protocol
is max-min optimal with respect to the payoff. The max-min payoff is
the best that can be achieved because the protocol is always known
to the adversarial nodes before the adversarial strategy is chosen. Sec-
ond, the protocol is min-max optimal; there is a Nash equilibrium in
the space of protocols and adversarial strategies. By implication, the
adversarial nodes gain no strategic advantage from knowing protocol a
priori. Finally, the adversarial nodes are effectively confined to one of
two behavior modes: either jam or conform to the protocol, neither of
which can be prevented by any protocol.

J. Ponniah, Y.-C. Hu, and P. R. Kumar. A Clean Slate Approach to Secure
Wireless Networking. Foundations and Trends® in Networking, vol. 9, no. 1,
pp- 1-105, 2014.

DOI: 10.1561/1300000037.
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1

Introduction

A communication network is a set of terminal nodes (sources and des-
tinations), intermediate nodes, and telecommunication links through
which certain pairs of nodes are directly connected. The purpose of
such a network is to route information generated by the source termi-
nal nodes in the form of bits, via a connecting path of links, to the
corresponding destination terminal nodes. These bits are transmitted
electromagnetically accross each link in the connecting path.

In wireless networks, as opposed to wired networks, the communica-
tion medium is simultaneously shared by all terminal nodes; the signals
transmitted at one terminal can potentially reach all other terminals
in the network. As a result, the signals of two terminals that trans-
mit simultaneously may interfere with each other at the corresponding
destination nodes, preventing either node from decoding the intended
message. An independent set is a set of simultaneously activated links
in which such mutual interference does not occur, and is determined
by the physical properties of the wireless channel.

In order for messages to be reliably transmitted between any source-
destination pair, either a centralized controller or the nodes themselves
must know or discover the set of links in the network as well as the
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independent sets of links, and by extension, the routes connecting each
source-destination pair, and the joint selection of transmit power levels
that correspond to an independent set. Furthermore, the centralized
controller or the nodes themselves must decide on a desired throughput
vector between all source-destination pairs and allocate the network
resources to support this desired throughput.

Wireless ad-hoc networks, the focus of this monograph, are wireless
networks that carry out these tasks without the aid of a centralized con-
troller. Instead the nodes themselves must jointly determine a schedule
of transmissions and receptions, consistent with the independent sets
in the network, without a priori knowledge of the network topology. In
addition, the nodes may be half-duplex in the sense that they cannot
simultaneously transmit and receive, thus complicating the process by
which the nodes can even acquire the minimal knowledge to form a
rudimentary network.

A set of instructions given to each node, known as a protocol, enables
the nodes as a collective to form a reliable network in which data can
be transported. A legitimate node, by definition, follows the protocol
exactly. An adversarial node, on the other hand, can behave arbitrarily
or with malicious intent to prevent the legitimate nodes from forming a
network. In this monograph, we confront the challenge of designing pro-
tocols for wireless ad-hoc networks infiltrated with adversarial nodes.
Part of the challenge in designing such protocols is that many of the
protocols already in widespread use predate contemporary demands for
security, and are instead tailored for performance and low complexity.

We will provide a general description of the kinds of protocols that
have been developed over the past few decades before focusing on pro-
tocols that specifically address issues of security.

Typically, protocols are either categorized as reactive or pro-active.
Reactive (or “on-demand”) protocols determine a route from a source to
a destination, if it is not already known, only after a source requests it.
On the other hand, table-driven or proactive protocols maintain tables
of all the known routes in the network, and ensure at considerable over-
head, that these tables are periodically updated. Consequently, data
packets can be routed more quickly since the routes are known a pri-
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ori. The choice of a pro-active or re-active protocol reflects a trade-off
between faster routing times and larger overhead, and is based on the
computational power available in the network and the quality of service
demanded by the users.

Another way of categorizing protocols is by “link-state” or
“distance-vector routing”. A link-state protocol enables each node to
retain a view of the entire network topology, whereas a distance-vector
routing protocol allows each node to monitor its distance (in hops)
from every destination node. The latter requires less overhead but is
more sensitive to topological changes that alter the routes.

In general, a protocol caters to the specific computational limita-
tions and environmental constraints in which the network operates. As
a result, some protocols best fall into hybrid categories such as pro-
active link state or on-demand distance vector routing. The diverse
range of protocols available today is the outcome of extensive research
and development to tailor protocols for every environmental contin-
gency.

Within this larger set of protocols is a smaller subset developed
explicitly with security and the possibility in mind that some of the
nodes, being adversarial, may not cooperate with protocol. One par-
ticular strategy to deal with adversarial nodes is to add redundancy
by dispersing essential activity throughout the network. To that end,
there are protocols that replicate computational tasks [I] [2] [8] [9] [14]
[15] [37] [40] [41], and storage tasks [3] [5] [7] [I3] [35]. However, there
is an adversarial counter-strategy that negates the defense offered by
redundancy; the adversarial nodes could adopt multiple identities so as
to artificially inflate their numbers. This attack (affectionately named
“Sybil” after a fictional character suffering from multiple personality
disorder) defeats any network that lacks a trusted central authority,
regardless of the internal mechanisms employed to self-authenticate
member identities.

A protocol strategy, to “counter” this adversarial counter-strategy,
requires reliable methods for authenticating the authorship and con-
tent of network communication; in other words, encryption. Methods
of encryption fall into one of two categories: symmetric, wherein the
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users share a single key, or asymmetric wherein the source has a pri-
vate key and the end-users have a public key. Symmetric encryption
is more computationally efficient but is unable to prevent a malicious
node that possess the key from forging packets or impersonating a user.
Asymmetric encryption does not share this deficiency, but is computa-
tionally more complex than its symmetric counterpart by several orders
of magnitude.

Encryption is also important because a small number of adversarial
nodes can severely disrupt the network by forging or tampering with
the control packets in a routing protocol. Some of the symptoms of
such tampering include routing loops in which packets traverse a cy-
cle and never reach their destination, black holes in which packets are
dropped, or grey holes in which packets are selectively dropped, gra-
tuitous detours which are unnecessarily long and/or circuitous routes
when shorter routes are available, and artificial partitions of the net-
work. These types of attacks, in which an adversarial node can dispro-
portionately affect the network operation, are referred to as denial-of-
service attacks.

To protect the network from Sybil and other denial-of-service at-
tacks, some protocols incorporate specific encryption mechanisms into
their operations. Examples include secure pro-active routing protocols
with asymmetric encryption [30] [21] [23], [39], secure on-demand rout-
ing protocols with asymmetric encryption [44] [42] [38], secure pro-
active routing protocols with symmetric encryption [4] [16] [43], and
secure routing protocols with symmetric encryption for limited topolo-
gies such as between nodes and a base station [32], or between commu-
nicating routers [17].

This variety is partly due to the computational complexity of asym-
metric encryption. Networks that use asymmetric encryption, but have
limited computational capabilities are also vulnerable to a denial of
service attack in which malicious nodes flood the network with bogus
encrypted packets that are computationally expensive to decode. The
resulting dilemma is whether to use symmetric encryption and accept
the risk of packet tampering and forgery, or use asymmetric encryption
and expose the network to a denial of service attack.
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The TESLA broadcast authentication protocol [31] attempts to re-
solve this dilemma by using symmetric encryption in conjunction with
a loosely synchronized network to periodically release new keys and
ensure freshness. The protocol aims to provide the security inherent in
asymmetric encryption but retain the smaller complexity of symmetric
encryption. Two routing protocols that incorporate TESLA authenti-
cation methods are Ariadne [20], a secure on-demand routing protocol,
and SEAD [I§], a secure pro-active routing protocol.

Finally, some protocols attempt to secure the routing mecha-
nism without recourse to encryption. For example, the Watchdog and
Pathrater protocol [29] maintains a blacklist of nodes that appear to
misbehave and penalizes them in the algorithm for determining routes.
However, the protocol must strike a careful balance when penalizing
nodes, because some of the nodes in the blacklist might be victims of
false reporting by malicious nodes. To account for this possibility, the
protocol also includes a process that allows nodes to be rehabilitated
after they have been blacklisted.

Despite the efforts to secure networks via encryption and other
means, structural vulnerabilities in certain protocol categories can still
escape detection. The rushing attack [19] exposes such a vulnerabil-
ity in the way route requests are forwarded in most source-routing
protocols including those hardened with encryption. The proposed fix,
called RAP (Rushing Attack Prevention) uses a modified version of
DSR (Dynamic Source Routing) in which route requests from a source
are stored and buffered, and one request from the buffer is randomly
forwarded while the rest are discarded. The wormhole attack [6] is an-
other example of an attack on a structural vulnerability. In this attack,
an adversarial node creates an artificial link between two legitimate
nodes in an attempt to control a substantial fraction of the network
traffic. A patch for this attack uses what are called “packet leashes” to
prevent packets from travelling too far from their transmitter.

It is also possible for an adversarial strategy to combine these at-
tacks so as to increase their destructive effect. For instance, an adver-
sarial node could hypothetically create a wormhole to tunnel a route
request, accelerating a rushing attack, while simultaneously flooding
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other routes with bogus encrypted packets to slow down the arrival of
competing route requests.

There is an underlying trend in this survey of protocols for wireless
ad-hoc networks and secure protocols specifically. That trend can be
described as an arms race between attacks and fixes; in every protocol
is a hidden vulnerability that once discovered leads to the development
of a patch for that attack. Over time, the attacks become more sophis-
ticated and the patches more elaborate. At no point in this process is
it possible to provide any security guarantees or know whether there
are vulnerabilities that have yet to be discovered.

The purpose of this monograph is to develop a system-theoretical
approach to secure protocol design that provides provable and com-
prehensive security guarantees, where any features of a protocol that
reduce complexity or maximize the network throughput do not come
the expense of security. The desired approach is one of security first
and performance second, which, as apparent from the survey, is the
reverse of the current approach.

The efforts to design secure wireless ad-hoc networks are part of
a deeper and more pervasive engineering challenge; designing complex
systems that are secure. A system refers to a set of “interacting or
interconnected components that together form an integrated whole”.
Wireless ad-hoc networks are but one example of complex systems;
other examples include economic systems, military systems, software
systems, and power systems.

All of these systems are designed to carry out some system-specific
function. In the case of wireless ad-hoc networks, the function is clear;
to facilitate the exchange of information between all source-destination
node pairs. A secure system, by definition retains its functionality even
if some of the individual components of which it is composed, are com-
promised or attacked. Note that the term “security”, when applied to
communication systems, can also be used in another context; to protect
the privacy of information exchanged between a source and destination.
We will limit our analysis exclusively to the former definition and not
the latter. By this definition, a secure wireless ad-hoc network is one
in which the legitimate source-destination nodes in the network are
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able to reliably exchange data despite the non-cooperative or hostile
behavior of the adversarial nodes. Examples of such behavior include
all of the attacks described in the survey, in addition to less subtle acts
of non-compliance; the adversarial nodes could choose to drop packets,
advertise a wrong hop-count, jam, refuse to acknowledge a neighbor,
lie about the local topology, in short do anything to undermine the
operation of the network.

Naturally, there is a great deal of public interest and research in-
vested in making complex systems secure. The philosophy that best de-
scribes the current approach towards secure system design is “defense-
in-depth”; compartmentalize the system into more maneagable sub-
systems, and defend each individual subsystem in a way that ensures
the system functionality is retained even if other subsystems fail. This
approach is understandable, given the near impossibility of comprehen-
sively identifying all possible failure modes in a large complex system.

However, as evident in the application to wireless ad-hoc networks,
the defense-in-depth philosophy has some inherent weaknesses. Namely,
the possible existence of structural vulnerabilities that underly indi-
vidual subsystems and the difficulty of completely anticipating, even
within a subsystem, all of the ways in which an attack can occur.

In this monograph we propose an system-theoretic approach to se-
cure protocol design in which comprehensive, provable security and
performance guarantees can be made, contingent on some underlying
model assumptions. As long as the assumptions hold, the guarantees
retain their validity; to attack the protocol one must attack the under-
lying assumptions, and to harden the protocol to these types of attacks,
the corresponding assumptions must increase in generality.

In a system-theoretic approach the notions of network “functional-
ity” and “security” (the network functionality “retained” despite adver-
sarial activity), must both be defined quantitatively. We will propose
the following game-theoretic framework that addresses these require-
ments.

First the protocol is announced to all nodes, both legitimate and
adversarial, since the adversarial nodes are not known to the protocol
or the legitimate nodes a priori. Next, the adversarial nodes choose a
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strategy ¢, specifically tailored to the protocol p. At time ¢t = 0 with
respect to some global reference clock, each node turns on and proceeds
to execute either p or ¢, depending on whether the node is legitimate
or adversarial respectively. Over a fixed operating lifetime, the source-
destination node pairs exchange some number (possibly zero) of data
packets. Let x denote the resulting throughput vector of all source-
destination pairs in the network. We will assume that the “function-
ality” of the network is measured by some utility function U(z) of z,
where U(z) reflects the priority that one source-destination pair in x
is given relative to the others.

The “payoff” of this zero sum game, J(p, gp), is a quantitative mea-
sure of the “functionality retained” by the system, in this case a wireless
ad-hoc network operating according to protocol p, in the aftermath of
the adversarial strategy ¢,. There are many ways of defining J(p, ¢,)
but in general, one should expect J(p, ¢,) to depend on the legitimate
source-destination pairs in x, the effective throughput attained by these
source-destination pairs, and the utility function U(z).

The problem of secure protocol design in this context is to choose
the protocol p that achieves the max-min payoff in the zero sum game
defined by J(p,qp). In other words, given a priori knowledge of the
protocol p, the adversarial nodes, in the worst case, choose a strategy
gp to minimize the payoff J(p, g,) over all other adversarial strategies.
The best any protocol can do, is maximize the worst-case payoff. That
is, the best payoff that can be achieved over all adversarial strategies
is:

prortlé%(}jsp attg(l:irslqp J(p7 Qp)~ (11)

The max-min payoff in is the best that any protocol can
achieve no matter how the payoff function J(p, g,) is defined; the adver-
sarial nodes always know the protocol a priori and can always choose
a strategy that minimizes the payoff for a specific protocol. Hence a
protocol that achieves is proveably secure in the sense that the
max-min payoff is guaranteed regardless of what the adversarial nodes
do, and no protocol is guaranteed of doing better. For these reasons,
the game-theoretic framework addresses the deficiencies in the defense-
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in-depth approach to securing complex systems; namely, by allowing a
quantitative measure of system security in the form of a payoff function,
and the possibility of comprehensive, proveable security guarantees in
the form of a protocol that is max-min optimal with respect to the
payoff. These guarantees however, are contingent on the model assump-
tions that decide the payoff J(p, ¢,) for a specific choice of protocol p
and adversarial strategy gp.

The challenge then, is to find the protocol p that is max-min op-
timal with respect to J(p, ¢p). This problem is non-trivial because the
strategy space of protocols and adversarial strategies is generally unde-
fined. In the chapters to follow we will prove the following main results.
First, we will describe a protocol that achieves the max-min payoff in
for a specific payoff J(p,qp) and a specific set of model assump-
tions. Next we will show that the protocol does even better and achieve
the following payoff:

i J . 1.2
atgtlcll?s q proItI(l)%g%s P (p7 Q) ( )

Since the min-max is always greater than or equal to the max-min,
and the max-min is the best any protocol can achieve, it follows that
this game has a Nash equilibrium. In other words, there is a saddle-
point in the optimization over protocols and adversarial strategies. The
implication of is that the attackers gain no advantage (in terms
of reducing the payoff) by knowing the protocol beforehand; the payoff
in is the payoff achieved if the adversarial strategy is announced
before the protocol.

Finally, let Q denote the set of strategies in which the adversarial
nodes are restricted to either jamming or conforming to the protocol,
actions which no protocol can prevent from occuring (in Chapter |3} we
will explain why an adversarial node may choose to cooperate with the
protocol). The following payoff is achievable:

i J . 1.3
attaﬁ%é%eg prort%%c}ﬁs P (p’ Q) ( )

We will describe a protocol that achieves (|1.1), (1.2]), and (1.3) for

two different sets of model assumptions, increasing in generality, that
concern the pre-existing level of clock synchronization in the network.
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There are several reasons why clock synchronization specifically, and
the notion of time more generally, is relevant to the discussion of wire-
less ad-hoc network security. First, the notion of time is essential for
evaluating the effective throughput vector z, that is, the total number
of data bits exchanged for each source-destination pair over the oper-
ating lifetime. The effective throughput is an important metric of the
functionality, and by extension, security, of a wireless ad-hoc network.

In addition, a common reference time is also useful for distributed
half-duplex nodes to coordinate their activity and/or jointly execute a
common schedule; recall that in the wireless setting, two active links
cause mutual interference if they don’t belong to the same indepen-
dent set. Moreover, even if all other nodes are silent, a pair of adjacent,
half-duplex nodes will be prevented from exchanging information if
both nodes are always simultaneously in transmit mode; a half-duplex
node, by definition, is unable to simultaneously transmit and receive
messages. For these reasons, clock synchronization is especially perti-
nent in the operation of wireless ad-hoc networks. However, achieving
clock synchronization in a network with adversarial nodes is no triv-
ial task; secure clock synchronization is an active area of research in
distributed systems theory.

To simplify the presentation, we will first describe a protocol that
is proveably secure under the following assumptions: the nodes turn
“on” simultaneously and the local clocks at each node tick at the same
rate. The resulting network is closed in the sense that the network
once formed, does not expand to include new nodes, since no nodes
turn “on” after the primordial birth. The nodes are also synchronized,
since by assumption the local clocks are not subject to either an off-
set or a skew. Later, we will will modify the protocol and show that
similar security guarantees can be made for closed networks with un-
synchronized, relatively affine local clocks. These results also appear in
[33].

In Chapter [2| we describe the model assumptions on which the re-
sults are predicated. The assumptions describe valid modes of commu-
nication, topological constraints, encryption capabilities, and the pa-
rameters of the local clocks. The goal in this chapter is to chose model
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assumptions that impose the minimal necessary conditions needed to
provide any security guarantees.

In Chapter |3| we define a specific payoff function J(p, ¢,) in terms of
any utility function U(z). There are many ways in which J(p, g,) can
be defined, but ultimately the payoff should correspond to the func-
tionality “retained” by the network despite adversarial activity. The
results in this monograph apply only for the payoff J(p, g,) defined in
Chapter [3] In Chapter [4 we describe a protocol that operates under
the assumption each node is synchronized and the nodes are born si-
multaneously. We will show that protocol achieves the payoff defined
in , , and . In Chapter |5 we consider the model in which
the local clocks are relatively affine. We will discuss the difficulties in
synchronizing affine clocks when the network is infiltrated with adver-
sarial nodes. Finally, in Chapter [6] we revisit Chapter [ and and show
that the results in Chapter ] hold under the assumption of relatively
affine, unsynchronized local clocks. We will offer our conclusions and
propose areas for further research in Chapter [7}
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