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Probabilistic Trace
and Testing Semantics:
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Marco Bernardo
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ABSTRACT

It is well known that trace and testing semantics over nonde-
terministic and probabilistic processes are influenced by the
class of schedulers used to resolve nondeterministic choices.
In particular, it is the capability of suitably limiting the
power of the considered schedulers that guarantees the va-
lidity of a number of desirable properties of those semantics.
Among such properties we mention the fact of being coarser
than bisimulation semantics, the fact of being a congruence
with respect to typical process operators, and the fact of co-
inciding with the corresponding semantics when restricting
to fully nondeterministic or fully probabilistic processes.

In this monograph, we recall various approaches against
almighty schedulers appearing in the literature, we survey
structure-preserving and structure-modifying resolutions
of nondeterminism by providing a uniform definition for
them, and we present an overview of behavioral equivalences
for nondeterministic and probabilistic processes along with
some anomalies affecting trace and testing semantics. We
then introduce the notion of coherent resolution, which
prevents a scheduler from selecting different continuations in

Marco Bernardo (2022), “Probabilistic Trace and Testing Semantics: The Importance
of Being Coherent”, Foundations and Trends® in Programming Languages Vol. 7,
No. 4, pp 244-332. DOI: 10.1561/2500000056.
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equivalent states of a process, so that the states to which they
correspond in any resolution of the process have equivalent
continuations too.

We show that coherency avoids anomalies related to the dis-
criminating power, the compositionality, and the backward
compatibility of probabilistic trace post-equivalence and pre-
equivalence, which are variants of trace semantics. Moreover,
we exhibit an alternative characterization of the former
based on coherent trace distributions and an alternative
characterization of the latter relying on coherent weighted
trace sets. We finally extend the notion of coherent reso-
lution by adding suitable transition decorations and prove
that this ensures the insensitivity of probabilistic testing
equivalence to the moment of occurrence of nondetermin-
istic or probabilistic choices among identical actions, thus
enhancing the backward compatibility of testing semantics.
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1
Introduction

1.1 Probabilistic Behavioral Models and Relations

Quantitative models of computer, communication, and software systems
combine, among others, functional and extra-functional aspects of sys-
tem behavior. On the one hand, these models describe system operations
and their execution order, possibly admitting nondeterminism in case of
concurrency phenomena or to support implementation freedom. On the
other hand, they include some information about the probabilities or
the durations of activities and events in which the system is involved.

In the probabilistic setting, a particularly expressive model is given
by probabilistic automata (Segala, 1995a) because they encompass
as special cases fully nondeterministic models like labeled transition
systems (Keller, 1976), fully probabilistic models like action-labeled
variants of discrete-time Markov chains (Kemeny and Snell, 1960), and
reactive probabilistic models like Markov decision processes (Derman,
1970). In a probabilistic automaton, which consists of states and transi-
tions, the choice among the transitions departing from the current state
is nondeterministic and can be influenced by the external environment,
while the choice of the next state reached by the selected transition is
probabilistic and is made internally by the process.

3
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4 Introduction

Behavioral relations (van Glabbeek, 2001; Jou and Smolka, 1990;
Huynh and Tian, 1992; Baier et al., 2005; Bernardo, 2007; Bernardo et
al., 2014b) play a fundamental role in the analysis of probabilistic models.
They formalize observational mechanisms that permit relating models
that, despite their different representations in the same mathematical
domain, cannot be distinguished by external entities when abstracting
from certain internal details. Moreover, they support system modeling
and verification by providing a means to relate system descriptions
expressed at different levels of abstraction, as well as to reduce the size
of a system representation while preserving specific properties to be
assessed later.

From the first comparative work (De Nicola, 1987) to the elaboration
of the full spectrum (van Glabbeek, 2001), a number of equivalences
have emerged over fully nondeterministic models, which range from
the branching-time – i.e., (bi)simulation-based – endpoint (Park, 1981;
Milner, 1989) to the linear-time – i.e., trace-based – endpoint (Brookes
et al., 1984) passing through testing relations (De Nicola and Hennessy,
1984). The spectrum becomes simpler when considering fully probabilis-
tic models (Jou and Smolka, 1990; Huynh and Tian, 1992; Baier et al.,
2005; Bernardo, 2007), whereas as shown in Bernardo et al. (2014b),
it is much more variegated in the case of models with nondeterminism
and probabilities like probabilistic automata. The reason is that the
probability of equivalence-specific events can be calculated only after
removing nondeterminism. Examples of such events are the reachability
via given actions of certain sets of equivalent states (bisimulation se-
mantics), the execution of specific action sequences (trace semantics),
and the passing of tests (testing semantics), with states/traces being
possibly enriched with additional information.

In this monograph, we focus on trace and testing semantics for
nondeterministic and probabilistic processes represented by simple prob-
abilistic automata (Segala, 1995a).

A trace is a sequence of activities labeling a sequence of transitions
performed by a process, thus abstracting from branching points in the
process behavior. Several execution probabilities may be associated
with the same trace, each corresponding to a different resolution of non-
determinism. Although the discriminating power of probabilistic trace
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1.2. Struggling Against Demonic Schedulers 5

equivalences depends on how nondeterminism is resolved, in general
this power turns out to be excessive, which hampers the achievement of
a number of desirable properties.

A test is formalized as a nondeterministic and probabilistic process
extended with success states or success actions, which is run in parallel
with the process under test thus resulting in an interaction or testing
system. The probability of reaching success is not unique, but depends
on the specific resolution of nondeterminism considered within the inter-
action system. Also in the testing approach, the resulting probabilistic
behavioral equivalences tend to be overdiscriminating.

1.2 Struggling Against Demonic Schedulers

Nondeterminism is resolved by resorting to policies, according to the
terminology of Bellman (1957), or schedulers, according to the termi-
nology of Vardi (1985). They establish which is the next transition
or combination of transitions to be executed, possibly based on the
sequence of states traversed so far.

The problem with almighty schedulers yielding a demonic view of
nondeterminism is well known for both trace and testing semantics.
In the case of a process given by the parallel composition of several
subprocesses, or in a testing scenario where a process is composed
in parallel with a test, schedulers come into play after the various
components have been assembled together. As a consequence, schedulers
can solve both choices local to the individual components and choices
arising from their interleaving execution. In other words, this centralized
approach enables any scheduler to make decisions in one component on
the basis of those made in other components, especially in the case of
history-dependent schedulers (Vardi, 1985).

To cope with the aforementioned information leakage, the idea of
distributed scheduling was proposed in de Alfaro et al. (2001), which is
akin to partial-information policies (de Alfaro, 1999). Given a number
of modules, i.e., of variable-based versions of automata, that interact
synchronously by updating all variables during every round, for each
module there are several schedulers. One of them chooses the initial
values and the updated values for the module external variables; for each

Full text available at: http://dx.doi.org/10.1561/2500000056



6 Introduction

atom, intended as a cluster of variables of the module, a further scheduler
chooses the initial values and the updated values for the private and
interface variables controlled by that atom. Compose-and-schedule is
thus replaced by schedule-and-compose.

Distributed scheduling was then applied in Cheung et al. (2006)
to the asynchronous model of switched probabilistic input/output au-
tomata. Following the terminology of van Glabbeek et al. (1995), given
a reactive interpretation to input actions and a generative interpreta-
tion to output actions, an input scheduler and an output scheduler are
considered for each automaton occurring in a system. A token passing
mechanism among the automata eliminates global choices by ensuring
that a single automaton at a time can select a generative output action,
to which the other automata can respond with reactive input actions
having the same name.

Both de Alfaro et al. (2001) and Cheung et al. (2006) guarantee
the compositionality of the probabilistic trace-distribution equivalence
of Segala (1995b), which is not a congruence with respect to parallel
composition under centralized scheduling. As shown in Lynch et al.
(2003), the coarsest congruence contained in that linear-time equivalence
turns out to be a variant of the simulation equivalence of Segala and
Lynch (1994), which is a branching-time equivalence.

Distributed scheduling was further studied in Giro and D’Argenio
(2007; 2009) for interleaved probabilistic input/output automata, a vari-
ant of switched ones in which an interleaving scheduler replaces the token
passing mechanism. The examined problem was the attainment of the
extremal probabilities of satisfying reachability properties under differ-
ent classes of distributed schedulers (memoryless vs. history-dependent,
deterministic vs. randomized), knowing that in the centralized case
those probabilities are obtained when using memoryless deterministic
schedulers (Bianco and de Alfaro, 1995).

The overwhelming power of schedulers already shows up in the
memoryless case, i.e., when neglecting the path followed to reach the
current state. Under memoryless schedulers, a different definition of
probabilistic trace equivalence allows compositionality to be recovered
without resorting to distributed scheduling.

Full text available at: http://dx.doi.org/10.1561/2500000056



1.2. Struggling Against Demonic Schedulers 7

In the probabilistic trace-distribution equivalence of Segala (1995b),
for each resolution of either process there must exist a resolution of the
other process such that the two resolutions are fully matching, in the
sense that, for every trace, both resolutions feature the same probability
of executing that trace. This is called probabilistic trace post-equivalence
as the quantification over traces occurs after the quantifications over
resolutions, which is a source of overdiscrimination.

In Bernardo et al. (2014a) it was proposed to exchange the order
of those quantifications, which avoids hardly justifiable process dis-
tinctions and regains compositionality. Given an arbitrary trace, for
each resolution of either process there must exist a resolution of the
other process such that both of them exhibit the same probability of
executing that trace. In this case, resolutions are partially matching, as
a resolution of either process can be matched by different resolutions of
the other process with respect to different traces. The resulting relation
is called probabilistic trace pre-equivalence because the quantification
over traces occurs before the quantifications over resolutions.

On the other hand, the probabilistic testing equivalences of Yi
and Larsen (1992), Jonsson and Yi (1995), and Segala (1996) are not
backward compatible with testing equivalences for simpler processes
such as fully nondeterministic ones (De Nicola and Hennessy, 1984) and
fully probabilistic ones (Cleaveland et al., 1999).

Indeed, in Jonsson and Yi (2002) and Deng et al. (2008) it was shown
that those equivalences can be characterized in terms of branching-time,
simulation-like relations, which is consistent with the fact that they
are not insensitive to the moment of occurrence of nondeterministic or
probabilistic choices among identical actions. In addition to centralized
scheduling, this is a consequence of a special instance of the copying
capability (Abramsky, 1987), which shows up in the presence of a
nondeterministic choice in either component that synchronizes with a
probabilistic choice in the other, thus creating copies of a state possessing
several outgoing transitions where different decisions can be made.

Under centralized scheduling, in Georgievska and Andova (2012) ad-
ditional labels were used so that the same decision is made by schedulers
in distinct copies of the same state of a testing system, which weakens
the discriminating power of the probabilistic testing equivalences of
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8 Introduction

Yi and Larsen (1992), Jonsson and Yi (1995), and Segala (1996). An
analogous weakening result under the same class of schedulers was
obtained in Bernardo et al. (2014a) by means of a different definition
of probabilistic testing equivalence, in which success probabilities are
compared in a trace-by-trace fashion rather than cumulatively. Instead
of the overall success probability, the probability of reaching success is
examined separately for each possible trace.

1.3 Coherent Resolutions of Nondeterminism

Being a congruence with respect to parallel composition, which is
ensured by distributed scheduling (de Alfaro et al., 2001; Cheung et al.,
2006) as well as partially matching resolutions (Bernardo et al., 2014a),
is not the only desirable property of probabilistic trace equivalences.
In addition to compositionality with respect to other typical process
operators, it is necessary to address the inclusion of the probabilistic
bisimilarity of Segala and Lynch (1994) together with the backward
compatibility with respect to trace equivalences over less expressive
models, such as fully nondeterministic processes (Brookes et al., 1984)
and fully probabilistic processes (Jou and Smolka, 1990).

We will see that the validity of the aforementioned properties of
trace semantics, as well as the possibility of enhancing the backward
compatibility of testing semantics, critically depend on the capability
of limiting the freedom of schedulers and can be achieved if we re-
strict ourselves to coherent resolutions of nondeterminism. Similar to
Georgievska and Andova (2012), the basic idea is that schedulers cannot
select different continuations in states of a process that are equivalent to
each other, so that the states to which they correspond in any resolution
of the process also have equivalent continuations.

As a preliminary step towards the study of the impact of resolu-
tion coherency on the discriminating power, on the compositionality,
and on the backward compatibility of probabilistic trace and testing
equivalences, we will provide a uniform way of defining the resolutions
induced by different subclasses of centralized, memoryless schedulers. In
particular, we formalize any resolution as a fully probabilistic automa-
ton, which we equip with a correspondence function from the acyclic
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1.3. Coherent Resolutions of Nondeterminism 9

state space of the resolution to the possibly cyclic state space of the
original automaton. This technique was introduced for the first time in
Jonsson et al. (1994) for deterministic schedulers.

We divide resolutions into structure preserving and structure mod-
ifying, depending on whether they respect or alter the structure of
the automaton from which they are obtained. A structure-preserving
resolution is produced by a deterministic scheduler, which selects at
the current state one of the transitions departing from that state or
no transitions at all. A structure-modifying resolution is derived via a
randomized scheduler (Segala, 1995a), which probabilistically combines
the transitions departing from the current state, or an interpolating
scheduler (Deng et al., 2007), which splits the current state into copies,
each having at most one outgoing transition and whose probabilities
sum up to the probability of the original state.

We will then present a number of anomalies affecting the probabilistic
trace equivalences of Segala (1995b) and Bernardo et al. (2014a), mostly
arising under deterministic schedulers. More precisely, we show that
they do not contain probabilistic bisimilarity, are not congruences with
respect to action prefix, and are not backward compatible with their
versions for fully probabilistic models. The reason is that schedulers have
the freedom to make different decisions in equivalent states occurring
in the target distribution of a transition, with these decisions not
necessarily replicable in equivalent distributions of distinct automata.
This is especially true for deterministic schedulers, as the resolutions
they induce must be structure preserving.

Such anomalies can be avoided by employing coherent resolutions
in the definition of probabilistic trace equivalences. If several states in
the target distribution of a transition are equivalent, then the states to
which they correspond in a resolution must be equivalent as well. The
coherency constraints can be formalized by reasoning on coherent trace
distributions, i.e., suitable families of sets of traces weighted with their
execution probabilities in a given resolution.

In the case of testing semantics, coherency will be accompanied by
additional transition decorations, so that the same decisions are made
by schedulers in distinct copies of the same state of a process or a test
occurring in a choice within the testing system. This is similar to the

Full text available at: http://dx.doi.org/10.1561/2500000056



10 Introduction

technique employed in Georgievska and Andova (2012) for processes in
which branchings based on actions, nondeterminism, and probabilities
alternate, with the remarkable difference that our decoration procedure
turns out to be much simpler.

The resulting probabilistic testing equivalence retrieves insensitivity
to the moment of occurrence of nondeterministic or probabilistic choices
among identical actions, thus enhancing backward compatibility with
respect to Yi and Larsen (1992), Jonsson and Yi (1995), and Segala
(1996). Consistent with the ready-trace semantics characterization of
Georgievska and Andova (2012), a counterexample inspired by failure
semantics for fully nondeterministic processes shows that complete
backward compatibility cannot be achieved in the presence of certain
synchronizations among external choices, a fact that has nothing to do
with coherency.

1.4 Alternative Characterizations

In a fully nondeterministic setting, two processes are trace equivalent if,
and only if, for each trace α, both processes can perform α or neither can.
An immediate alternative characterization is that two trace equivalent
processes possess the same trace set (Brookes et al., 1984), where this
set can be viewed as the language accepted by the automata underlying
those processes. Likewise, two fully probabilistic processes are trace
equivalent if and only if, for each trace α, both processes can perform
α with the same probability, which amounts to possessing the same
set of traces each weighted with its execution probability (Jou and
Smolka, 1990), i.e., the same probabilistic language. In either case,
process equivalence reduces to (possibly weighted) trace set equality.

Straightforward characterizations of that form are not possible
in the case of nondeterministic and probabilistic processes because
(i) traces can have different execution probabilities in different coherent
resolutions, and (ii) trace semantics can be defined according to different
approaches leading to probabilistic trace post-/pre-equivalences. This
motivates the investigation of alternative characterizations for the two
aforementioned equivalences under coherent resolutions arising from
centralized, memoryless schedulers. We will see that the coherency-based
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1.5. Outline 11

variant of the probabilistic trace post-equivalence of Segala (1995b) can
be characterized in terms of the coherent trace distributions used for
defining the coherency constraints. In contrast, since it treats traces
individually without keeping track of the resolutions in which they
can be executed, the coherency-based variant of the probabilistic trace
pre-equivalence of Bernardo et al. (2014a) can be characterized by
something weaker, which is constituted by coherent weighted trace sets.

1.5 Outline

This work is an extended, revised, and integrated version of Bernardo
(2019a; 2020a; 2020b), which is organized as follows. In Section 2 we
recall the simple probabilistic automaton model and its specializations
to fully nondeterministic and fully probabilistic models. In Section 3 we
survey different ways of resolving nondeterminism in the aforementioned
model, which preserve or modify the model structure, and provide a
uniform manner of defining all of them. In Section 4 we present an
overview of different approaches to probabilistic behavioral equiva-
lences and then recall the formal definitions of probabilistic bisimulation
equivalence, probabilistic trace post-/pre-equivalences, and probabilistic
testing equivalence. In Section 5 we illustrate three anomalies of the two
probabilistic trace equivalences related to their discriminating power,
their compositionality, and their backward compatibility. In Section 6
we show how to avoid those anomalies by resorting to coherent resolu-
tions, which are formulated in terms of coherency constraints based on
coherent trace distributions. In Section 7 we develop alternative charac-
terizations of the coherency-based variants of the two probabilistic trace
equivalences, respectively relying on coherent trace distributions and co-
herent weighted trace sets, and use them to express some considerations
about congruence with respect to parallel composition. In Section 8
we illustrate that the backward compatibility of probabilistic testing
equivalence is only partial due to the sensitivity to the moment of
occurrence of nondeterministic or probabilistic choices among identical
actions. In Section 9 we show how to enhance compatibility through the
combined use of coherent resolutions and suitable transition decorations.
Finally, in Section 10 we provide some concluding remarks.
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