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ABSTRACT
How can we encourage end-user acceptance of expert rec-
ommended cybersecurity and privacy (S&P) behaviors? We
review prior art in human-centered S&P and identified three
barriers to end-user acceptance of expert recommendations:
(1) awareness: i.e., people may not know of relevant security
threats and appropriate mitigation measures; (2) motivation:
i.e., people may be unwilling to enact S&P behaviors be-
cause, e.g., the perceived costs are too high, and (3) ability;
i.e., people may not know when, why, and how to effectively
implement S&P behaviors. These three barriers make up
what we call the “Security & Privacy Acceptance Framework”
(SPAF). We then review and critically analyze prior work
that has explored mitigating one or more of the barriers
that make up the SPAF. Finally, using the SPAF as a lens,
we discuss how the human-centered S&P community might
re-orient to encourage widespread end-user acceptance of
pro-S&P behaviors by employing integrative approaches
that address each one of the awareness, motivation, and
ability barriers.

Sauvik Das, Cori Faklaris, Jason I. Hong and Laura A. Dabbish (2022), “The Security
& Privacy Acceptance Framework (SPAF)”, Foundations and Trends® in Privacy
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1
Introduction

Cybersecurity and privacy (S&P1) unlock the full potential of comput-
ing. Use of encryption, authentication, and access control, for example,
allows employees to correspond with professional colleagues via email
with reduced fear of leaking confidential data to competitors or cyber-
criminals, parents to share photos of children with remote loved ones
over the Internet with reduced fear of this data reaching the hands of
unknown strangers, and anonymous whistleblowers to share information
about problematic practices in the workplace with reduced fear of being
outed. Conversely, failure to employ appropriate S&P measures can
leave people and organizations vulnerable to a broad range of threats.

In short, the security and privacy decisions we make on a day-to-day
basis determine whether the data we share, manipulate, and store online
is protected from theft, surveillance, and exploitation. It is unsurprising,
therefore, that the compromising of weak security and privacy practices
remains the central tenet for a professional cybercrime industry which —

1We use the term cybersecurity and privacy to encapsulate the broad concept
of protecting digital resources and data from intruders. Cybersecurity is commonly
abbreviated to just “security”, and so throughout this document we use S&P as
shorthand for “cybersecurity and privacy.” We use this short-hand in various ways,
typically as a descriptor: e.g., S&P threats, S&P behaviors, and S&P tools.

2
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3

Figure 1.1: Cybercrime is estimated to cause over $1 trillion USD in damages to
the global economy, and much of it is enabled by human error. Yet, user acceptance
and adoption of expert-recommended security and privacy behaviors remains low.
There remains an immense opportunity for impact by improving end-user acceptance
and adoption of expert-recommended security and privacy behaviors.

by some estimates — causes upwards of $1 trillion in damages annually
to the global economy (Smith and Lostri, 2020).

Many of the data breaches that are responsible for these damages
involve human error or manipulation — i.e., improperly configured
security settings, the accidental divulsion of key account credentials,
or the unwitting installation of destructive malware. Moreover, as an
increasing share of economic and social activity is conducted partially or
exclusively online, the ramifications of these breaches have never been
more significant. In 2021, for example, a ransomware attack crippled
the Colonial Pipeline company, causing gas outages all over the eastern
seaboard of the United States, resulting in outages, panic and predatory
price inflation — and all because the company’s private VPN was acces-
sible without multi-factor authentication (Kerner, 2022). The Colonial
Pipeline company incident is not an isolated incident. In early 2013, the
Associated Press’s Twitter account was compromised through a pass-
word phishing scheme, and erroneously tweeted that President Obama
was injured in a bombing (Moore and Roberts, 2013). In response,
stock prices plummeted, adversely affecting thousands. The cause? The
AP’s Twitter account credentials were phished, and the account was
not protected with two-factor authentication. More generally, in 2020,
Verizon published an analysis of 3950 security incidents, showing that
the most common “actions” that led to breaches were social attacks
that prey on human fallibilities (accounting for 22% of all breaches).
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4 Introduction

Moreover, the authors of that report observed that “the only action
type that is consistently increasing year to year in frequency is [human]
error.” (Verizon, 2020). The 2022 version of that report estimated that
the “human element” drove 82% of the 5212 breaches studied (Verizon,
2022). Unsurprisingly, prior work has found that the S&P behaviors
that experts recommend only thinly overlap with the behaviors that
people find important and adopt (Ion et al., 2015; Busse et al., 2019).

The upshot: if enough people employed basic, expert-recommended
best practices — e.g., keeping one’s software up-to-date, using multi-
factor authentication on important accounts, using a password manager
to ensure the reliable use of strong, random passwords unique for each
individual account — the cybercrime industry would be hamstrung. The
costs of these attacks would be substantially increased, shifting economic
incentives, and would likely reduce the prevalence of all but the most
sophisticated, targeted attacks. Yet, despite decades of improvements
to the usability of S&P systems, end-users still struggle with adopting
expert-recommended S&P advice. Indeed, as of early 2018, fewer than
10% of Google account holders had enrolled in two-factor authentication,
and at least 17% of Google users reused their account passwords (Milka,
2018). Recent Pew surveys found that only 12% of Internet users in
the U.S. use password managers and only 44% immediately update the
operating system on their mobile phones (Olmstead and Smith, 2017).

This discrepancy — between the massive damages caused by the
exploitation of weak security behaviors, and the existence of security
technologies that can significantly reduce these damages, as summarized
in Figure 1.1 — begs the question: “How can we encourage end-users
to heed the advice of S&P experts?” Put another way, we might ask:
“What inhibits acceptance of pro-S&P behaviors among end-users, and
how can we overcome those inhibitors?”

In this monograph, we conducted an extensive review of prior lit-
erature to answer these questions. We covered a broad range of in-
terdisciplinary perspectives — those from computer science, cognitive,
behavioral and social psychology, human-computer interaction, design
and behavioral economics. We start with a comprehensive review of
extant models of human behavior and technology adoption and use
those models as a lens to contextualize prior findings in human-centered
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S&P that help explain why end-users accept or reject pro-S&P behaviors
(see Section 2).

We found that there are three key inhibitory barriers to pro-S&P
behaviors: awareness, motivation, and ability (see Section 3). First,
many consumers are unaware of S&P threats that may be pertinent
to a given situation, nor the techniques and tools that can be used
to counteract these threats. Second, many consumers are unwilling to
employ the techniques and tools that are available to protect against
common threats. Third, many consumers are unable to correctly use
the techniques and tools that are available to protect against common
threats. Taken together, this triplet of inhibitory barriers make up what
we call the “Security and Privacy Acceptance Framework” (SPAF).
Efforts to address one or more of these inhibitory barriers can be said
to increase acceptance of expert-recommended (pro-)S&P behaviors;
efforts that — intentionally or not — exacerbate these barriers can be
said to decrease acceptance of pro-S&P behaviors.

We next reviewed the existing body of work in human-centered
S&P aimed at increasing end-user acceptance of pro-S&P behaviors (see
Section 4) — particularly in the usable privacy and security, behavioral
economics, human-computer interaction, and social psychology domains.
Using the SPAF as a lens, we then critically analyzed why, despite
decades of improvements to the usability of end-user S&P systems,
widespread acceptance of pro-S&P behaviors remains relatively low
(see Section 5). Specifically, we argue that while many existing inter-
ventions have been shown to be effective at addressing one or more of
the barriers in the SPAF, there are relatively few interventions that
target all barriers at once. Integrative approaches that target awareness,
motivation, and ability at once are likely to be more effective at driving
end-user acceptance and adoption of pro-S&P behaviors. We conclude
by synthesizing promising trends and directions for future work (also
Section 5).

A final note: in this monograph, we primarily focus on encouraging
S&P behaviors that protect users against third-party and interpersonal
threats, often making the assumption that a first-party service provider
can be trusted. We acknowledge that security and privacy enhancing
technologies can also be used to protect oneself against first-party and

Full text available at: http://dx.doi.org/10.1561/3300000026



6 Introduction

institutional threats, but argue that protection against these threats is
less straightforward from the perspective of end-user action — indeed,
placing the onus strictly on end-users is a problematic approach. For
these situations, there may be a stronger need for regulation of bad-faith
corporate and intelligence agency practices, rather than targeted design
interventions and behavioral improvements on the part of end-users.
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