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Abstract

Hidden Markov Models (HMMs) provide a simple and effective frame-
work for modelling time-varying spectral vector sequences. As a con-
sequence, almost all present day large vocabulary continuous speech
recognition (LVCSR) systems are based on HMMs.

Whereas the basic principles underlying HMM-based LVCSR are
rather straightforward, the approximations and simplifying assump-
tions involved in a direct implementation of these principles would
result in a system which has poor accuracy and unacceptable sen-
sitivity to changes in operating environment. Thus, the practi-
cal application of HMMs in modern systems involves considerable
sophistication.

The aim of this review is first to present the core architecture of
a HMM-based LVCSR system and then describe the various refine-
ments which are needed to achieve state-of-the-art performance. These
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refinements include feature projection, improved covariance modelling,
discriminative parameter estimation, adaptation and normalisation,
noise compensation and multi-pass system combination. The review
concludes with a case study of LVCSR for Broadcast News and
Conversation transcription in order to illustrate the techniques
described.
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1

Introduction

Automatic continuous speech recognition (CSR) has many potential
applications including command and control, dictation, transcription
of recorded speech, searching audio documents and interactive spoken
dialogues. The core of all speech recognition systems consists of a set
of statistical models representing the various sounds of the language to
be recognised. Since speech has temporal structure and can be encoded
as a sequence of spectral vectors spanning the audio frequency range,
the hidden Markov model (HMM) provides a natural framework for
constructing such models [13].

HMMs lie at the heart of virtually all modern speech recognition
systems and although the basic framework has not changed significantly
in the last decade or more, the detailed modelling techniques developed
within this framework have evolved to a state of considerable sophisti-
cation (e.g. [40, 117, 163]). The result has been steady and significant
progress and it is the aim of this review to describe the main techniques
by which this has been achieved.

The foundations of modern HMM-based continuous speech recog-
nition technology were laid down in the 1970’s by groups at Carnegie-
Mellon and IBM who introduced the use of discrete density HMMs

1
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2 Introduction

[11, 77, 108], and then later at Bell Labs [80, 81, 99] where continu-
ous density HMMs were introduced.1 An excellent tutorial covering the
basic HMM technologies developed in this period is given in [141].

Reflecting the computational power of the time, initial develop-
ment in the 1980’s focussed on either discrete word speaker dependent
large vocabulary systems (e.g. [78]) or whole word small vocabulary
speaker independent applications (e.g. [142]). In the early 90’s, atten-
tion switched to continuous speaker-independent recognition. Start-
ing with the artificial 1000 word Resource Management task [140],
the technology developed rapidly and by the mid-1990’s, reasonable
accuracy was being achieved for unrestricted speaker independent dic-
tation. Much of this development was driven by a series of DARPA
and NSA programmes [188] which set ever more challenging tasks
culminating most recently in systems for multilingual transcription
of broadcast news programmes [134] and for spontaneous telephone
conversations [62].

Many research groups have contributed to this progress, and each
will typically have its own architectural perspective. For the sake of log-
ical coherence, the presentation given here is somewhat biassed towards
the architecture developed at Cambridge University and supported by
the HTK Software Toolkit [189].2

The review is organised as follows. Firstly, in Architecture of a
HMM-Based Recogniser the key architectural ideas of a typical HMM-
based recogniser are described. The intention here is to present an over-
all system design using very basic acoustic models. In particular, simple
single Gaussian diagonal covariance HMMs are assumed. The following
section HMM Structure Refinements then describes the various ways in
which the limitations of these basic HMMs can be overcome, for exam-
ple by transforming features and using more complex HMM output
distributions. A key benefit of the statistical approach to speech recog-
nition is that the required models are trained automatically on data.

1 This very brief historical perspective is far from complete and out of necessity omits many

other important contributions to the early years of HMM-based speech recognition.
2 Available for free download at htk.eng.cam.ac.uk. This includes a recipe for building a
state-of-the-art recogniser for the Resource Management task which illustrates a number
of the approaches described in this review.
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The section Parameter Estimation discusses the different objective
functions that can be optimised in training and their effects on perfor-
mance. Any system designed to work reliably in real-world applications
must be robust to changes in speaker and the environment. The section
on Adaptation and Normalisation presents a variety of generic tech-
niques for achieving robustness. The following section Noise Robust-
ness then discusses more specialised techniques for specifically handling
additive and convolutional noise. The section Multi-Pass Recognition
Architectures returns to the topic of the overall system architecture
and explains how multiple passes over the speech signal using differ-
ent model combinations can be exploited to further improve perfor-
mance. This final section also describes some actual systems built for
transcribing English, Mandarin and Arabic in order to illustrate the
various techniques discussed in the review. The review concludes in
Conclusions with some general observations and conclusions.
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