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Preface

‘Think about your readers’ — this is the first and the fundamental rule
for every author. While writing those pages, I thought of those who
might be reading them. The community interested in trustworthiness is
a small and a dispersed one. They are united in the desire to understand
trustworthiness but they are segregated into silos of their disciplines.
They cannot agree even on the common definition, not to mention prac-
tical methods to achieve trustworthiness. I guess that I have met, read
or heard of the majority of them.

There is also a much larger community that is interested in using
trust, not in building trustworthiness. Their starting point is simple:
‘there is trust — so what we can do with it?’. Such trust may reflect the
trustworthiness or not. It may be unwarranted or — conversely — not
granted where it is due. This particular approach may easily lead to
the creation of the theatre of trust, where pretences of trustworthiness
are mistaken for the actual one.

This situation is not inspiring, because the problem of a trust-
worthy ICT, and specifically trustworthy Web affects each and every
one of us, whether we commute, work, chat or even just stroll in the
park. The problem is inherently pervasive, interdisciplinary and acute.
We are dependent on the ICT as never before, and we are becom-
ing even more dependent on it with every passing hour. We literally
‘live the Web’ — or at least some of us do. If we cannot trust the
warm technical cocoon that surrounds us, how can we trust anything
(or anybody) else? Should we then trust knowing that we cannot tell
the trustworthy infrastructure and trustworthy information from an
untrustworthy one?

While the language of the following pages may be sometimes com-
plex, the message is very simple: we can do better. In fact, we must do
better. We have to improve on trustworthiness of the most critical of
the ICT structures: the Web, and the way forward starts with under-
standing the trustworthiness. Once we understand, we can modify the
way we develop the Web to make it more trustworthy. Yes, we can
actually develop ICT (and consequently the Web) that is ‘trustworthy
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by design’ — but the development process may not look like anything
that we are familiar with. It is a challenge, and it is unlikely to happen
any time soon, but hopefully it will happen before we make fools of
ourselves by trusting what may be not worthy of our trust.
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Abstract

Considering the recognised importance of a trustworthy Web and trust-
worthy ICT infrastructure, it is surprising that there is not a single
agreed approach to how to actually develop them, or what are the
desired properties of it. We are not even certain whether an inani-
mate infrastructure can be considered trustworthy at all. If the truly
trustworthy Web is ever going to happen, this deficiency has to be
addressed. This monograph analyses the concept of ‘trustworthy ICT’
from the dual perspective of its technical architecture and from the
sociological perspective of a systemic creation of social reality. It aims
to determine whether a single notion of trustworthiness can be agreed
upon and whether the disparate collection of existing views can be con-
solidated into useful design criteria.

Against this systemic background, this monograph reveals the
structure behind conflicts and misunderstandings of our modern
perception of the trustworthiness of ICT. It defines seven views on
trustworthiness and demonstrates that six of them can be used to struc-
ture not only research but also market practices. The monograph then
postulates that the shared future of truly trustworthy Web (and any
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other trustworthy ICT infrastructure) is in the seventh view, in the
systemic trustworthiness, and indicates required design properties of
such a construct. This reasoning is then applied to the Web, with a
specific focus on Semantic Web.
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1

Introduction

The existence of large information and communication technology
(ICT) structures, and its impact on our everyday lives is generally
accepted as an unquestionable fact of modern life. The proliferation
of the Web (known also less precisely as ‘the Internet’) has increased
the everyday awareness of the existence of such large structures, even
though the Web is not the only example of a global, pervasive ICT
mega-structure. Other, somehow more autonomous structures include
military networks, telecommunication networks, financial infrastruc-
ture, or large governmental systems.

Technology, and specifically ICT technology is an important (and
ever-changing) component of our everyday experience. Directly or
indirectly it affects lives of many people, with the Internet being used
by every fourth person on the planet (http://data.worldbank.org/
indicator/IT.NET.USER), Facebook having almost half a billion users
(http://www.facebook.com, Nov. 2010), in par with large mobile
phone operators such as China Mobile (http://www.chinamobileltd.
com) or Vodafone (www.vodafone.co.uk).

The introduction of ICT systems is believed to deliver 40% of overall
productivity growth for the last 15 years [2] and made several businesses
dependent on such systems. The installation, operation, upgrade and

1
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2 Introduction

maintenance of these systems is a huge worldwide business where lead-
ing companies report revenues of hundreds of billion USD a year.

The reasonable level of operation of those ICT mega-infrastructures
is usually taken for granted, for as long as there are no major breaches.
Institutions, societies and individuals equally rely on them in pursuing
their daily lives and investigating strategic options. It is uncommon
to consider whether the Web deserves such a level of reliance, or to
explore what and to what extent can be relied upon. Possibly it is due
to the fact that even the simplest component of a modern Web (or any
other modern ICT system), when investigated in depth, reveals the
inconceivably complex network of technical and social dependencies of
trust and control (see “The Case of A Humble Padlock”).

This monograph is motivated by the need to convert the currently
incidental trustworthiness of the ICT and the Web into the planned one,
so that the trustworthy ICT and the trustworthy Web will be designed
for. Therefore the outcome of the analysis presented here is not the
analysis itself, but rather the creation of a set of design guidelines that
will allow ICT to be ‘designed for trustworthiness’.

1.1 Trustworthy Systems

Recently, there has been a growing interest in trustworthy Web, trust-
worthy information systems, trustworthy ICT, and trustworthy tech-
nology in general. One may cynically say that this is due to the amount
of money EU decided to spend on research projects with ‘trustwor-
thy’ in their titles [64, 186] or on an image repair that some large
software companies decided to undertake [134]. However, the reason
may be found also in an anticipation that trustworthiness will improve
a rather dismay ICT adoption rate [113], thus justifying billions that
governments and businesses spent on such systems. There are also some
who honestly expect that technology has a power to improve our soci-
ety, and that trustworthy infrastructure will make us more trustworthy
(e.g., http://paradiso-fp7.eu/).

Trust is often listed as a near-magical solution to all the ills
of our society (duly replicated on the Web), from illegal copying to
pornography to disreputable retailers and misleading propaganda [165].
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1.1 Trustworthy Systems 3

The Case of A Humble Padlock

Let us consider the most humble everyday experience of the
(in)famous padlock on the Web browser. You navigate through the
Web, you get to a page where your credit card number is required. As
a savvy person you look for the locked padlock sign. Yes, it is here. You
now feel confident that you are dealing with a trustworthy web site.

Not really. What you really see is a technical message saying that
the communication between your browser and a certain remote server
is secured. As for the rest — you have to trust. You have to trust ‘the
Internet’, the highly complicated structure of millions of DNS servers
around the world. You must trust your computer that it has set up
the communication securely. You must trust (unknowingly) several
parties that have designed, delivered and set up your browser and
your computer. You must trust those who provide and operate the
so-called key distribution infrastructure for the Internet.

Still, this is only about the technical communication channel
between you and the remote server. The padlock does not guaran-
tee that the party at the other end of the channel is trustworthy.
They could be a front for a criminal organisation, they could have
set-up this web site yesterday and could disappear by tomorrow, or
they would simply be lazy with their security processes, leaking your
credit card number through their back doors.

The real meaning of the padlock is beyond the comprehension of
any user. It requires a real expert to conduct the complete analysis
of whom, why and when you trust — but this of course requires you
to trust the expert without being able to verify him. Either way, you
end up trusting without knowing.

Trust is generally accepted as one of enablers of the proliferation of
the Web, increase in e-commerce or e-government, improvement to the
Internet-based economy [69], security and safety. Trust and trustwor-
thiness have been explicitly listed as one of the important components
of the Semantic Web [46] effectively making or breaking this important
development.

Whatever is the reason of the current interest in trustworthiness, it
fails to address one main problem: the fact that there is no agreement
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4 Introduction

what ‘trustworthy’ should really mean, and consequently how it can
be designed, deployed and operated. There is no agreement even on
whether technology can be attributed with trustworthiness at all. Those
problems require a thorough discussion, otherwise the noble vision of
trustworthy Web will be fragmented at the best, or misleading at the
worst. Without trustworthiness, the Web can easily degrade into a
theatre of trust, full of pretences and deception.

1.2 Definitions

This monograph distinguishes between the Information and Commu-
nication Technology (ICT) infrastructure, the Internet and the Web.
While causal definitions of those terms are usually intuitionally well
understood, it may be important to clarify them here.

• ICT infrastructure is the large-scale deployment of the infor-
mation and communication technology, together with its
immediate social environment of processes and operations.
Thus, e.g., the mobile network is an ICT infrastructure that
encompasses radio towers, back-haul links, mobile phones
as well as customer support, frequency allocation and fraud
detection processes. Other ICT infrastructures may include,
e.g., the travel booking system, or the corporate payroll
system.

• The Internet is a particular implementation of the public
global packet-switching data network, together with its
social environment. It contains such elements like the
technical structure (cables, routers, modems), protocols
(TCP/IP, etc.), supporting services (e.g., DNS), governance
(e.g., ICANN), etc. There may be other global networks
that are not public yet sharing similar technology, but this
monograph is only interested in the public one.

• The Web is the information overlay on top of the Internet,
again together with its social environment. The traditional
fault line is demarcated by the HTTP/HTML protocol, but
the proliferation of solutions ‘above’ the Internet may make
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1.3 Semantic Web 5

this differentiation misleading. For all practical purposes,
the Web is dealing with information (with certain meaning
assigned to it) while the Internet is dealing with data
(possibly structured, yet with no meaning assigned).

1.3 Semantic Web

Semantic Web [77] is an ambitious attempt to standardise and auto-
mate the top technology layer of the Web that deals with the semantics
of its content, and more generally with sense-making. The approach of
the Semantic Web is through the application of formal logic, on the
basis of the variety of meta-tags associated with the content.

There are potentially significant benefits that the Semantic Web
may bring. Specifically, the ability to automate formal reasoning should
allow for the automation of the sense-making well beyond current capa-
bilities. This will affect all aspects of the usage of the Web, from a casual
search to health diagnostics to algorithmic trading. The automation
will be particularly important if and when the Web will encompass the
‘Internet of things’ [32], i.e., millions and billions of network-enabled
sensors scatted around the world.

While certain areas of the Semantic Web experienced rapid devel-
opment over recent years, the whole premise is still far on the horizon.
Specifically, the adoption of Semantic Web tools and methods is slow,
as they require expensive, rigorous re-development for the majority
of the Web content. Currently, methods that are ‘good enough’ such
as PageRank [141], augmented by social heuristics seem to satisfy the
needs of our limited bounded rationality [170].

As there is a disparity between current social practices and the ones
prescribed by the Semantic Web, there is a fundamental question that
has to be explored. It is whether there is one and only one way of
reasoning about the meaning of information that the Semantic Web
understands and that the society has to follow (or ignore), or should
the Semantic Web mimic what the society is doing even though it may
lead to less than perfect results?

The same question applies when considering trust within Semantic
Web. Is there a model of trust that the Semantic Web has in mind,
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6 Introduction

believes that it is to be a true one, and wants the society to accept it?
Or is it possible to express within the Semantic Web the richness of
different, partly conflicting and intuitional heuristics that the society
is actually using?

Those questions essentially reflect the disparity between technolog-
ical determinism [73] and social constructivism [146], and are discussed
later in the monograph. Neither question is for the author to answer,
but they are worth a separate discussion that goes beyond this mono-
graph. As for the reader, it is worth bearing this question in mind while
reading this monograph.

1.4 Propositions

The author believes that trustworthiness and trustworthy Web or ICT
can be unambiguously defined, but that such a definition is subject to
interpretations by different stakeholders, thus leading to different views
on essentially the same phenomenon.

The motivation for this monograph originates from the interest in
ICT design, and Web design in particular. Therefore, the key ques-
tion investigated here is about our ability to design a trustworthy ICT
infrastructure. This, in turn, leads to a question about design prop-
erties that make it trustworthy (as contrasted with the pretension of
trustworthiness), about the role of a design (e.g., versus operation), etc.

Therefore the following is proposed, and will be discussed through-
out this monograph.

1. Trustworthiness is not applicable directly to technical arte-
facts (such as the Web or an ICT infrastructure), but
it is applicable to socio-technical structures that contain
technical artefacts (such as the organisation that provides
the infrastructure).

2. There is a framework for the analysis of trustworthy ICT
that is applicable to the Web that allows for the complete
analysis of the problem, including an explanation for the
variety of existing views.

3. There may be aspects of systemic trustworthiness that are
valuable yet not fully discovered, and that such systemic

Full text available at: http://dx.doi.org/10.1561/1800000016



1.5 Structure 7

aspects of the trustworthiness should drive developments in
trustworthy ICT and trustworthy Web.

4. Practical design guidelines for trustworthy systems can be
defined, but that such trustworthiness cannot be captured as
a requirement or satisfied by the current development pro-
cess, so that changes to the process are necessary.

All those postulates point to the fact that trustworthiness is likely to
be a systemic issue, i.e., the issue of trust between different systems.
Therefore it is necessary to establish a reference model of the society,
together with the generative social reality, and its relationship to the
physical reality. Within such a model, ICT infrastructure and the Web
has to be positioned.

From there, it will be possible to understand who is actually sup-
posed to trust the infrastructure, and what properties of the infrastruc-
ture make it trustworthy. Only after this rather long introduction, it
will be possible to analyse different systems and their trust in the Web
or any other ICT infrastructure, and to see what properties of such
an infrastructure make it trustworthy for them. Eventually, means of
improving trustworthiness can be discussed and conclusions drawn.

1.5 Structure

This monograph is structured as a discussion that gradually intro-
duces relevant concepts, illustrating them, whenever possible, with
case studies. It starts with a research overview that elaborates on
several modern views on trustworthy ICT and the Web. Next, the
systemic, socio-technical model is briefly introduced, followed by the
discussion on trust. The analysis of the model leads to six views on
trustworthiness, some of them compatible with modern views already
identified earlier in this monograph. This is followed by the discussion
of trust on the Web and on the Semantic Web. Finally, a systemic view
on trustworthiness is then explored in details, followed by concluding
remarks.

It is not necessary to read this monograph ‘as is’, from its first
to its last page. An alternative method may be selected, depending on
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8 Introduction

reader’s interest. In order to capture main proposition presented in this
monograph, it is suggested to read:

Introduction (Section 1).
Literature review (Section 2, specifically 2.2).
Introduction to systemic approach (Section 3).
Re-visiting views on trustworthiness and trust (Section 6,
specifically Section 6.1).
Conclusions (Section 9).

Case studies, scatted throughout the text, and written in a slightly
provocative manner, are for illustration only and can be safely ignored
while reading the main body of the text.
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