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the Internet of Things
Reuben Binns

University of Oxford, UK; reuben.binns@cs.ox.ac.uk

ABSTRACT

“Tracking” is the collection of data about an individual’s
activity across multiple distinct contexts and the retention,
use, or sharing of data derived from that activity outside
the context in which it occurred. This monograph aims to
introduce tracking on the web, smartphones, and the Internet
of Things to an audience with little or no previous knowledge.
It covers these topics primarily from the perspective of
computer science and human–computer interaction, but also
includes relevant law and policy aspects. Rather than a
systematic literature review, it aims to provide an over-
arching narrative spanning this large research space.

Section 1 introduces the concept of tracking. Section 2 pro-
vides a short history of the major developments of tracking
on the web. Section 3 presents research covering the detec-
tion, measurement and analysis of web tracking technologies.
Section 4 delves into the countermeasures against web track-
ing and mechanisms that have been proposed to allow users
to control and limit tracking, as well as studies into end-user
perspectives on tracking. Section 5 focuses on tracking on
“smart” devices including smartphones and the Internet of

Reuben Binns (2022), “Tracking on the Web, Mobile and the Internet of Things”,
Foundations and Trends® in Web Science: Vol. 8, No. 1–2, pp 1–113. DOI:
10.1561/1800000029.
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Things. Section 6 covers emerging issues affecting the future
of tracking across these different platforms.
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1
Introduction

A working definition of tracking which aligns with the focus of this
monograph was provided by the World Wide Web Consortium (W3C)’s
Tracking Protection Working Group in 2019:1

Tracking is the collection of data regarding a particular
user’s activity across multiple distinct contexts and the
retention, use, or sharing of data derived from that activity
outside the context in which it occurred. A context is a set
of resources that are controlled by the same party or jointly
controlled by a set of parties.

While this definition is proposed within the context of the web,
it could meaningfully be applied to other technologies and platforms
such as mobile apps and other devices connected to the internet (the
so-called Internet of Things or IoT). As we shall see later, similar issues
arise across all three.

Let us begin by unpacking this definition with an example. Imagine
Alice visits the website of a book shop and browses through their
collection of wildlife books. She then goes to her favourite search engine

1https://perma.cc/3HXA-F47U.
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4 Introduction

and searches for articles about climate change policy. She sees a link to
a speech made in Parliament referring to the climate crisis, which she
clicks on and reads. Data about Alice’s activity—browsing the book
site, entering search terms, slowly scrolling through the parliamentary
records—can be and almost certainly is being collected in some form
by the organisations behind these websites and services. Such collection
would not, by itself, be considered “tracking”, so long as data collected
within one context stayed within that context. But if an interested
party somehow collates these different data points—e.g., her book shop
browsing is somehow connected to data about her search terms, or what
she was looking at on the parliament website—then this would count
as tracking according to the above definition.

There are many different ways this tracking could be happening;
many different parties that might be involved; and many different
purposes for doing so. Alice might be tracked by her own browser,
which monitors her browsing behaviour to personalise web content
recommendations to her on the web and target her on other platforms
(e.g., sponsored posts on a social network). She might be tracked by
the search engine, which builds a picture of which search results Alice
actually clicks on, so that the kinds of sites she visits show up higher in
her personalised search results next time. Or she might be tracked by an
advertising technology (adtech) company, whose tracking capabilities
are bundled up in the code embedded by websites to display adverts
and generate revenue. This enables the adtech company, who Alice
has probably never heard of, to target ads to Alice based on her past
behaviour on multiple different websites. Some of these vectors for
tracking—the browser, the search engine, the adtech company—might
also be owned and operated by the same company, enabling it to track
Alice’s activities in multiple ways.

With the advent of smartphones and internet of things devices,
the vectors for tracking have increased; now Alice might be tracked in
physical space by the apps (and operating system) accessing the GPS
system on her phone, and her conversations might be listened in on by
the smart speaker in her living room. All of this activity is increasingly
tied together across these different devices to build ever-more detailed
and proliferating personal profiles.

Full text available at: http://dx.doi.org/10.1561/1800000029
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The term “tracking” is used to mean different things in a range
of contexts, including state surveillance, public health, policing and
elsewhere. This monograph primarily focuses on tracking as a near-
ubiquitous commercial practice which emerged through a symbiotic
(or arguably, parasitic) relationship with websites, mobile apps and
other internet-based services. The tracking infrastructure embedded
in modern devices provides deep, intimate portraits of our lives which
is already routinely used to persuade and discriminate between con-
sumers [68]. It goes further than the most intrusive forms of government
surveillance that existed before it, relying not on manual, human listen-
ing but rather on automated data capture or what Roger Clarke calls
“dataveillance” [71]. Tracking could well be considered the workhorse
of what some have called “surveillance capitalism”; without it, the
vast wealth and power of large digital platforms would not have been
possible [120], [334]. This monograph focuses primarily on tracking in
the European and North American context, but tracking has developed
differently in different parts of the world [122], [233], and is more or
less integrated within systems of state control and surveillance under
different regimes [274], [316], [320], [329].

The remainder of this monograph is structured as follows. Section 1
introduces the concept of tracking. Section 2 provides a short history
of the major developments of tracking on the web. Section 3 presents
research covering the detection, measurement and analysis of web track-
ing technologies. Section 4 delves into the countermeasures against web
tracking and mechanisms that have been proposed to allow users to
control and limit tracking, as well as studies into end-user perspectives
on tracking. Section 5 focuses on tracking on “smart” devices including
smartphones and the Internet of Things. Section 6 covers emerging
issues affecting the future of tracking across these different platforms.
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