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Inclusive Security: Digital Security
Meets Web Science
Lizzie Coles-Kemp1

1Information Security Group, Royal Holloway University of London

ABSTRACT
The rationale for designing, implementing and managing
security technologies has a notion of “risk” at its core; the
risk of compromise to technology or information weighed
up against the cost of protecting against such an incursion.
However, such approaches have been focused on the protec-
tion of technology and information, with the assumption
that if this is protected then people are also protected; an
assumption that is much harder to maintain in a more open,
networked context such as the one that has been enabled
by growth of the World Wide Web. Grounded in the inter-
disciplinary endeavours that characterise Web Science, this
monograph presents the case for a more inclusive form of
technological security. Such a security places the security
of technology in the context of the security of people oper-
ating in a web-enabled and digitally-connected society and
results in a digital security that responds to the enmeshed
nature of technology and society. This monograph uses a
wide analytical lens that encompasses the sociotechnical
infrastructures, networks of power and the practices that
shape our interactions with and through digital technologies
to explore this more expansive form of security.

Lizzie Coles-Kemp (2020), “Inclusive Security: Digital Security Meets Web Sci-
ence”, Foundations and TrendsR© in Web Science: Vol. 7, No. 2, pp 88–241. DOI:
10.1561/1800000030.
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1
Introduction

Digital technologies are woven across our everyday lives

As we become increasingly dependent on digital products in all aspects
of our lives, the reliability of that technology increases in importance.
Technological security mechanisms, such as passwords and data encryp-
tion, are a key way to ensure reliability in the technological delivery
by ensuring that the technology performs as expected. Technological
security can be thought of as the control of access to technical systems
and the control of the use of those systems.

2
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3

However, the way that digital technologies are woven across the
fabric of our everyday lives, and are embedded in all our institutions,
means that we need a paradigm for understanding technological security
as being part of other forms of security. This monograph introduces the
paradigm of digital security that not only encompasses the protection
of digital technologies and the data it produces, but also the practices
and processes that link those technologies. It also encompasses the
political and social processes and practices that shape the meanings,
and experiences of the digital protection mechanisms. In a digitally
mediated society, security of the state, of society, of individuals and of
technologies are bound together through these processes and practices,
giving new security meanings to security technologies and policies.

The political dimensions of security technologies are addressed in
cybersecurity scholarship. The study of cybersecurity examines techno-
logical security as it intersects with national or global interests (Carr
and Lesniewska, 2020). Cybersecurity is primarily understood from
the perspective of the state (Carr, 2016; Stevens, 2013), global human
rights (Carr, 2013; Deibert, 2018) and global governance (Carr, 2015).
There is also an acknowledgement that security has a moral force (Nis-
senbaum, 2005) and that security technology is political, but there have
been few studies that examine how people respond to cybersecurity
programmes and to the use of security technologies to regulate everyday
transactions and practices. Therefore, the term “digital security” is
introduced in this monograph to reference the security issues and re-
sponses that emerge at the intersections between technological security
and other forms of security, from the perspective of a person’s everyday
lived experience. Digital security connects technological security with
social and political issues that shape a person’s everyday security and
examines technological security in terms of the social impacts that it
has. Digital security is an inherently interdisciplinary study and practice
that focuses on technologies that predominantly rely on access to the
World Wide Web. This makes it a type of interdisciplinary study that
falls under the remit of Web Science.

Whilst the connection between technological security and social and
political forms of security in people’s everyday lives has been made
in reference to particular groups of technology users (Parkin et al.,
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4 Introduction

2019; Strohmayer et al., 2017; Matthews et al., 2017) or in reference
to surveillance technologies (Gürses et al., 2016; Huysmans, 2011), the
connection is not made in the more mainstream security technology
studies or practices. This monograph seeks to address this gap and the
work presented shows why this perspective should be routinely included
in technological security analysis and design.

1.1 Background Research

This monograph distils a body of research and study that began with
the VOME project – Visualisation and Other Methods of Expres-
sion (VOME, 2010). This 3-year project started in 2007 and re-examined
how people use digital services and why they share what they share
on-line. In line with a Web Science research approach (Berners-Lee et al.,
2006, p.71), VOME acknowledged from the outset that the securing
of digital services and technology is embedded in a social setting. The
VOME project took an embodied position: wanting to understand how
people felt and experienced security when using digital technologies.
VOME’s core research question was: “What does privacy sound, feel
and look like?”. The project examined people’s attitudes towards in-
formational privacy in on-line settings, and we discovered that when
examined from an embodied perspective, the sharing and protection of
personal security on-line is experienced as a means of protecting the
individual, and their kin and friendship network. The VOME project
therefore strayed from traditional privacy studies, and instead focused
on the intersections between different types of security, and the security
feelings and responses that emerge at those intersections. From this
start point, subsequent projects examined how information sharing and
protection practices evoke feelings of security and how these feelings, in
turn, shape those practices.

The project committed to working with the creative arts in a human-
ities tradition, as well as drawing on the more traditional digital privacy
and usable security research to explore these embodied dimensions and
pursue this line of enquiry. In following an embodied line of enquiry,
the research revealed that how security technology was intended to
feel, look and work like was not the actual experience of many of the
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1.1. Background Research 5

groups that the project worked with. This was because technological
security intersects with other forms of security, and these intersections
can engender an embodied sense of insecurity as well as security. For
example, if someone is financially insecure, then a complex process of
accessing financial services can exacerbate that feeling of insecurity,
making the access control processes seem hostile.

Technological security sits at the intersection with other forms of security

People are called upon to prove or verify who they are when setting up
a financial service account. This is often a process that requires multiple
sources of documentation, not always readily available to the individual
or that are costly for the individual to provide. This evidence might
be requested using language that can be difficult for the individual to
follow and the process might result in a negative outcome if not followed
precisely as set-out. For those already feeling insecure or lacking in
confidence, the identity verification process can be anxiety-inducing,
and result in that individual asking for informal help from their kin
and friendship network. This help might be constructive but also might
increase the vulnerability of the individual.

Similarly, if someone is feeling anxious and uncertain about their
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6 Introduction

health, remote access to a health system that is complex and impersonal
can amplify those feelings of health insecurity. This can lead to either
avoidance of the health service or the altering of data submitted to
the health system. Both of these information sharing practices can
result in increasing the vulnerability of the individual. The anxiety
a person experiences with digital health services can be amplified by
limited access to digital connectivity and to data. This can result in an
individual having to borrow a device from a family member or friend, or
can result in an individual having to rely on someone else to upload their
records. Both courses of action can increase an individual’s anxiety and
extend their vulnerabilities to information misuse or denial of access. If
healthcare is not free at the point of access, financial worries can also
increase the stress of this situation. The research concluded that security
technology often felt alienating, confusing and either threatening or
useless to many people. Those negative feelings thus shaped how people
used such technology and, in particular, the ways in which they shared
and protected information.

Taking an embodied position to examine security aspects of human
computer interaction was an unusual starting point for research in
this area. The more typical position was to examine the topic from an
objective, external perspective, using a positivist research paradigm to
focus on the security functionality of the digital technology, and the
security of the digital interaction.

An embodied position also revealed a wider view of security in digi-
tal settings; it revealed that the security practices people undertake in
a digital setting are not limited to the interaction with the technology,
but are set in the context of wider interactions with people within their
kin and friendship networks. For example, Light and Coles-Kemp (2013)
showed that in family settings grandmothers with little or no digital
expertise can play a significant role in the information sharing and
protection practices of their digitally-confident granddaughters. The
study with grandmothers and granddaughters challenged the notion
that information sharing and protection practices relevant to digital in-
teraction only take place within the interaction itself. The study showed
that the information sharing and protection that takes place around
the digital interaction can have a significant effect on the information
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1.1. Background Research 7

sharing and protection that takes place within the interaction. The
study also showed that working through a social proxy (somebody
who carries out information sharing and protection actions on behalf
of another person) can engender feelings of confidence in information
sharing and protection practices, as well as encourage critical reflection
on those practices within the digital interaction itself.

In the finance, health and family examples above, the traditional
focus on the security design of the technology, and the focus on the
information sharing and protection within the digital interaction, have
meant that exploring the significance of what happens in the space
around the digital interaction has been ignored. At the same time, the
traditional approach has also not taken into account the ways in which
technological security intersects with other forms of security, and how
an individual responds to those intersections. Finally, the traditional ap-
proach has not examined how the political, social and economic context
in which people use technologies shapes the meanings of technological
controls. As a result, opportunities for security interventions in those
wider spaces have been lost, and the conditions for effective use of
technological security have not been created. Based on our research, we
argue that studying the information sharing and protection practices in
the space around the digital interaction, brings to the fore the political,
social and economic meanings of technological controls. We also argue
that the embodied position from which these practices emerge must
also be understood if technological security controls are to be effective
and the value of the expertise in creating such technologies is to be
realised.

The VOME research therefore identified a number of blind spots
within the traditional ways that we understand technological security:

• Security issues in digitally-mediated interactions are not consid-
ered from the perspective of those using the technologies. Instead
they are typically considered from the perspective of the experts
designing and implementing the relevant technologies and conse-
quently often address issues that are only partially relevant to the
users of those technologies.
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8 Introduction

• Security practices are not understood in the wider context of
the social, political and economic complexities within which the
interactions take place. Consequently, practices are dismissed as
non-compliant when they are, in fact, responding to a different
security imperative.

• The potential for technologies and services to harm their users,
both intentionally and unintentionally, is not considered as part
of the security analysis of a digital product, and yet the potential
for harm shapes people’s digital practices and experiences.

The research further shone a light on the importance of understanding
how technological security intersects with other forms of security, and
the responses that emerge at those intersections. VOME research yielded
three core insights that illuminate these intersections:

• Assessing risk to digitally-mediated networked interactions re-
quires both the assessment of risks to technology, and of the risks
networked technology use pose to the users of that technology;

• The understanding of technological risk needs to be set in the
context of the wider concerns that networked technology users
are experiencing;

• People often focus on the benefits that they gain from using a
technology or service, and consider the technological security risks
in relation to that benefit.

The VOME research showed that it is important to understand techno-
logical security both in relation to the protection of technology and of
people so that we can better understand where:

• Security technologies create threats to human computer interac-
tion; and

• Interventions and responses might be made in the spaces around
the human computer interaction.
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The research has been recognised by the UK’s Cyber Security Body of
Knowledge (CyBOK, 2019a) as a new area in Cybersecurity Human
Factors (CyBOK, 2019b). The practice has also been recognised as
part of the UK’s National Cyber Security Centre guidance on people-
centred security (NCSC, 2019). The guidance titled You Shape Security
is primarily written for security practitioners: from those who design
approaches to technological security within organisations, to those who
deploy and manage those approaches.

1.2 Adoption and Development

Following on from VOME, five further projects formed a programme
of work grounded on the following position: for technological security
to be effective, a broader digital security must be designed that supports
people to both realise the benefits of a digital service and to realise those
benefits safely.

Mapping out a broader digital security
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10 Introduction

The programme of work has focused on the following research aspira-
tions:

• Alternative paradigms of technological security: using the so-
cial and political theories of security for inspiration, alternative
paradigms for technological security have been investigated and
developed.

• Participatory design and practice for technological security: using
the principles of participatory design and arts-based research
practice, methods that generate a wider lens for understanding
people-centrred security have been developed and practiced.

• Inclusion as a form of security: drawing on thinking and practices
related to a conceptualisation of security as a form of empowerment
and enablement (and as a collective rather than individualistic is-
sue), digital security structures and practices have been developed
using ideas that focus on trust, resilience and collaboration.

The programme of research has developed an inclusive position on digital
security that foregrounds benefits for people, and places technological
risk in relation to those benefits. The programme of research was
further developed through the a UK Research Council funded fellowship,
Everyday Safety-Security for Essential Services (ESSfES), and a UK
Research Council funded research network that co-ordinates research in
social justice in the digital economy (Not-Equal). This network includes
a focus on inclusive digital security research under the theme of “Digital
Security For All”.

1.3 Structure of this Monograph

The monograph starts with a sketch of the main schools of security
theory that set out the broader social and political conceptualisations of
security into which technological security is deployed. The monograph
then briefly sketches technological security and its position on the
protection of people, before placing technological security in the wider
security theory landscape.
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1.3. Structure of this Monograph 11

These first three chapters reveal the limitations of traditional security
thinking when examining technology use in a digitally-mediated society.
In particular, the three chapters show how on the one hand digital
technology creates spaces in which people can be empowered to create
and shape opportunities, but on the other hand does not provide a
means with which to respond to many of the security issues that emerge
as a result of that creativity. The next three chapters present a possible
way forward in the form of a digital security paradigm that draws on
the trust-led, relational, issues-focused work of digital civics, and the
broad range of ontological positions from security theory, in order to
respond to these limitations.

As a reference, this monograph has the remaining chapters:

• Security Theory Building Blocks
chapter 2: maps out the main schools of thought in political
and social theories of security, and reflects on their relevance to
technological security.

• Technological Security and Its Users
chapter 3: maps the history of technological security with respect
to understanding its intersections with other forms of security.

• Connecting Technological Security and Security Theory
chapter 4: examines how security theory and technological security
can be brought further into conversation.

• Digital Civics, A Practice-Lens and Digital Security
chapter 5: introduces a wider lens on human-computer interaction
and introduces the notion of practice.

• Digital Security: Practice and Methods
chapter 6: sets out possible approaches to practising and research-
ing digital security.

• Digital Security From Research to Application
chapter 7: sets out three worked examples of digital security and
presents key digital security principles.
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12 Introduction

• Conclusions and Call to Action
chapter 8: summarises the arguments set out in the monograph
and issues a call to action.

The intended audience for this monograph is those studying and re-
searching digital design and interaction. The monograph introduces the
reader to alternative ways of conceptualising digital technology security.
The call to action is to bring together diverse communities of scholarship
to develop ideas of inclusive digital security as part of a wider move to
build a society that is secure for all.

1.4 Concluding Comments

Setting out on a journey into the security theory landscape

This introduction has set out the case for considering technological
security from two positions: from the position of protecting data and
technology, and from the position of protecting people in a digitally-
mediated society. When considering the latter, we are not solely consid-
ering technological security, but where technological security intersects
with both other securities and with an individual’s embodied sense of
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1.4. Concluding Comments 13

security and insecurity. To denote this wider position, the term “digital
security” is being applied to this intersectional form of technological
security.

In the next chapter we explore political and social theories of security
to set the scene for a wider conversation about digital security, and
to provide conceptualisations that might help us to better understand
some of these intersections outlined in this introductory chapter.
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