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Rate-dependent seam carving and its
application to content-aware image coding
yuichi tanaka1,2, taichi yoshida3, madoka hasegawa1, shigeo kato1 and masaaki ikehara3

Content-aware image resizing (CAIR) is desired because it preserves prominent regions in a resized image. However, CAIR
requires high computational complexity to perform in mobile devices, though it is desired for these displays. Moreover, trans-
mitting the side information for CAIR from the encoder is a problem since it usually requires high bitrates compared with those
for image data. In this paper, we present a rate-dependent CAIR method that produce various retargeting results based on
the bitrates for side information. Furthermore, we apply the proposed technique to wavelet-based image coding. Our proposed
content-aware image coding method provides good performances for both CAIR and image coding.
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I . I NTRODUCT ION

Recently, content-aware image resizing (CAIR) techniques,
also known as image retargeting, have been attracting the
attention of computer vision researchers [1–6]. These tech-
niques are regarded as sophisticated image resizing meth-
ods. To resize an image into a different aspect ratio and/or
one with complex structures, CAIR gives better results than
traditional scaling and cropping. In image processing terms,
CAIR is a non-uniform resampling of images for extract-
ing region-of-interest (ROI) automatically. However, it gen-
erally requires high computational complexity to analyze
local and/or global image structures such as objects, back-
grounds, and saliency. Therefore, CAIR is a very challeng-
ing task for the built-in software in portable devices, such as
cell phones and PDAs.

Seam carving (SC) [1, 2] is one of the pioneering tech-
niques for CAIR. It determines a seam, defined as an eight-
connected path of pixels from the top (left) to the bottom
(right) of the original image shown in Fig. 1(b). The width
(height) of the image is reduced by one pixel after pruning
a seam. The final retargeted image is produced with itera-
tive pruning of seams until the retargeted image reaches the
desired width (height). An example of the retargeted image
is shown in Fig. 1(d). Combinations of SC and other resizing
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methods (scaling and/or cropping) have been reported
in [7, 8].

There are a few approaches of content-aware image cod-
ing (CAIC) with SC-like methods [9–11]. Generally, they
first performCAIR for the original image and then the retar-
geted image1 is compressed by some image coding stan-
dards. The side information, which would consist of seam
path information (SPI) and pixel values of seams, will be
stored and/or sent with the compressed image data. At the
decoder side, the compressed core image is first decoded.
If one needs the reconstructed image with arbitrary reso-
lutions, the side information is used to reconstruct regions
outside the core image (non-ROI).

For thesemethods, the amount of SPI significantly affects
the entire bitrates. Although the conventional method [9]
uses arithmetic coding to encode SPI, it usually requires
high bitrates. The methods in [10, 11] try to reduce the
bitrates to employ “pillar”-style seams. Unfortunately, the
structures of their seam paths are restricted.

In this paper, we present a novel rate-dependent SC (RD-
SC). Intuitively, seam paths by RD-SC are the lossy version
of the original seam paths and it is realized by a seam
path approximation with piecewise predefined functions
(Fig. 1(c)) while maintaining CAIR performance (Fig. 1(e)).
Furthermore,we integrate RD-SC into image coding to real-
ize an effective CAIC. A new parent–children relationship
for awell-knownwavelet-based image coding algorithm, set
partitioning in hierarchical trees (SPIHT) [12], is proposed.
In the experimental results, its image coding performances
at full resolution are comparable to those of the regular

1Sometimes it is called core image in this paper.
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Fig. 1. Visual comparisons of the CAIR methods (Mt. Evans image). Black colored regions represent pixels to be pruned. The original size is 1024× 768 pixels and
it is resized to 1024× 512. From left to right: (a) original image, (b) seam paths calculated by SC, (c) seam paths calculated by RD-SC, (d) CAIR result by SC and
(e) CAIR result by RD-SC.

Table 1. Notation with Respect to an Image I .

Symbol Description

I (i , j) Pixel value at i-th row and j -th column
I (i , :) i-th row
I (:, j) j -th column
I (L0 : L1, :) Sub-image where L0 ≤ i ≤ L1

HI Height
WI Width

SPIHT while preserving good CAIR qualities for retargeted
images.

This paper is organized as follows: Section II gives a
brief reviews of related methods of RD-SC. The following
two sections present the main contributions of this paper.
Section III discusses RD-SC using a piecewise approxi-
mation. A wavelet-based CAIC with the modified SPIHT
algorithm is presented in Section IV. The experimental
results are shown in Section V, and finally, Section VI
summarizes the paper.

A) Notation
Table 1 lists the symbols used in this paper for an image I . To
simplify our description, we use the MATLAB-based nota-
tion for the sets of rows or columns in a matrix. Moreover,
for simplicity, the i th element of a vector x is represented as
x(i) and a subvector of x between L 0 ≤ i ≤ L 1 is defined
as x(L 0 : L 1).

In addition, this paper considers a vertical seam for the
discussion about RD-SC unless specified. A vertical seam
is defined as an eight-connected path of pixels of one-pixel
width from the top to the bottom of an image. The process
can be easily extended to a horizontal seam.

I I . REV I EW

A) Seam carving
SC [1, 2] prunes seams classified as insignificant in an image.
In the original SC technique, a dynamic programming
approach is used to decide seams which can be pruned.

A cumulative cost M(i , j) for each seam is calculated by the
following equation:

M(i , j) = min

⎛
⎝ M(i − 1, j − 1)+ CL (i , j)

M(i − 1, j)+ CU (i , j)
M(i − 1, j + 1)+ CR(i , j)

⎞
⎠, (1)

where
CL (i , j) = |I (i , j + 1)− I (i , j − 1)|

+ |I (i − 1, j)− I (i , j − 1)|,
CU (i , j) = |I (i , j + 1)− I (i , j − 1)|,
CR(i , j) = |I (i , j + 1)− I (i , j − 1)|

+ |I (i − 1, j)− I (i , j + 1)|.
The cost function is called forward energy [2]. Finally, the
seam with the smallest M(HI , j) is pruned. With this crite-
rion, a retargeted image is forced to avoid the large transi-
tion of pixel values between the left and right pixels of the
pruned seam. The process is iterated until the desired image
width is reached. For other details, please refer to [1, 2].

B) CAIC
So far, several methods were reported in CAIC [9–11, 13–15].
In this subsection, we briefly review the related works.

Image coding with selective data pruning (SDP) [16]
is classified as one of the “decimation-then-compression”
image coding approach. The SDP method has a very sim-
ple architecture for reducing an image size since it is based
on line-based downsampling. That is, rows and/or columns
in an image are simply pruned and then the pruned image
is interpolated on the synthesis side. The pruned lines
are located predominantly across low-frequency regions in
the image and thus the interpolated image has few artifacts
if a small number of lines are pruned. In the comparison of
image codingwithout data pruning, SDP-based image com-
pression improves the peak signal-to-noise ratio (PSNR)
at low bitrates. However, when many lines are pruned, the
pruned lines most likely cut across salient regions. As a
result, the interpolated image could have artifacts. A similar
method to SDP was also presented in [17].

Incorporating SC into image coding was investigated
by Nguyen et al. [9]. In their method, SPI and the pixel
values of seams as well as the core image are encoded.
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The method can reconstruct the original image losslessly if
the core image, the SPI and the pixel values of seams are
losslessly encoded and transmitted. However, it demands a
large amount of bitrates for SPI, and the overhead bitrate
significantly affects the entire image coding performance.

The authors proposed an approach for CAIC called
image concentration and dilution [10, 11], denoted as CD-
based image coding hereafter. In the method, first, insignif-
icant regions in the original image are discarded by the
SC-like method and then the core image is compressed by
some image coding standard. At the same time, the dis-
carded pixel positions are stored. On the decoder side, the
core image and the side information are synthesized to
reconstruct the image with an arbitrary resolution. The dis-
carded pixels, i.e., non-ROI pixels, are interpolated from the
decoded core image. Unfortunately, reconstructed images
after CD-based image coding sometimes have the interpo-
lation artifacts at non-ROI.

The SC-based content-aware video coding was proposed
in [13]. It reduces side information bitrate, i.e., for SPI, by
employing key points of seam paths and a seam merging
process. In low bitrate video coding, the method succeeded
to reduce total bitrates for the equivalent video quality.
However, it is also non-perfect-reconstruction video cod-
ing as well as SDP- and CD-based image coding. That is,
seams should be interpolated from reconstructed core video
frames.

Frequency-domain SC and its image coding application
were reported in [14, 15]. It calculates optimal seam paths
on the LL subband of DWT. The SPI is then used to deter-
mine the scanning order of SPIHT. The seams are scanned
and transmitted in the energy descending order (high-
energy seams are firstly encoded). In full resolution, seams
in the LL subband result block-based seams and therefore
the decomposition level should not be too large (practically,
the decomposition level will be less than or equal to 3 [15]).
Therefore, its image coding performance at full resolution
is substantially inferior to the original SPIHT.2

Briefly speaking, the following two main problems
should be resolved for CAIC:

(1) Reducing side information for CAIR while preserving
CAIR performance.

(2) Maintaining image coding performance at full resolu-
tion.

For both encoding and decoding, the side information,
especially SPI, is usually required to obtain a retargeted
imagewith an arbitrary resolution.However, the original SC
used in [9] is not designed to encode SPI effectively. There-
fore, the amount of side information is quite large if we do
not consider designing a SPI encoding method.

Another problem is the image coding performance.
Although the core image can be compressed effectively by
any existing standards, non-ROI is difficult to compress
with a good quality since the positions of those pixels are
not structured and highly depend on images.

2In [15], 1.8 dB average PSNR degradation was reported.

In the following sections, we introduce the RD-SC and
the modified tree structure of SPIHT, which try to resolve
these problems.

I I I . RD -SC WITH P IECEWISE
APPROX IMAT ION

In this section, we present details of RD-SC. The seam paths
of RD-SC are constructed from those of the original SC
based on a piecewise approximation. The RD-SC structure
introduced in this section is illustrated in Fig. 2 and it is
briefly summarized as follows:

(1) Calculate a seam by the original SC. If there exists
already pruned seams, a modified cost map calculated
fromprevious pruned seampaths is used (Section III-F).

(2) Approximate the seam with the consideration of a rate-
distortion performance (Section III-A–III-E).

(3) If possible, prune multiple seams (Section III-G).
(4) Store SPI and return to (1) for the next seam approxima-

tion.

The rest of this section describes detailed algorithms.

A) Piecewise function
Let s be a seam path. In general, it can be defined as follows:

s = { j ∈ N : j = f (i), 0 ≤ i ≤ HI − 1}, (2)

where f (i) is a function to determine a seam path. A spe-
cific coordinate of the seam path is represented as (i , s(i)).
According to the purpose of SC [1, 2], the following condi-
tions are usually imposed on f (i):

• Connectivity: | f (i)− f (i + 1)| ≤ 1.
• Rectangular restriction: 0 ≤ f (i) ≤ WI − 1.

The first condition is the requirement that a seam path
should be a set of eight-connected pixels. The second one
is imposed to preserve a rectangular shape of the resized
image.

Usually s has a complex structure since SC calculates s
pixel-by-pixel and thus, it is difficult to compress efficiently.
In this paper, we propose an approximation method of s
with piecewise predefined functions. We define an approx-
imated seam path a as follows:

ak = { j ∈ N : j = fk(ik), 0 ≤ ik ≤ L(k)− 1}, (3)

where ak (k = 0, 1, . . .) is the kth portion of a, L(k)

defines the interval for ak and fk(ik) is an approx-
imation function. ak is calculated within the interval[∑k−1

p=0 L(p),
∑k

p=0 L(p)− 1
]
. The relationship between s

and a is illustrated in Fig. 3.

B) Candidates of f k(ik)
Any functions can be candidates of fk(ik) as long as they
follow the conditionsmentioned in the previous subsection.
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Seam approximation
(Sec. III-A to E)

Multiple seam pruning
(Sec. III-G)

SPI

Retargeted image

SPI

Original seam
calculation

Original image
Balancing operation
(Sec. III-F)

Fig. 2. Structure of RD-SC.

Fig. 3. Relationship between s and a. Blue solid and red dashed lines represent
s and a, respectively.

We consider to reduce the bitrate for SPI by choosing one
function from several templates. A template set of fk(ik),
shown as fk,g (ik), is heuristically defined as follows:

fk,0(ik) = Ck , (4)

fk,±1(ik) = ±ik + Ck , (5)

fk,±2(ik) = ±
[

1

3
ik

]
+ Ck , (6)

fk,±3(ik) = ±
[

i 2
k

2L(k)

]
+ Ck , (7)

fk,±4(ik) = ±min

([
1

2

√
L(k) · ik

]
, ik

)
+ Ck , (8)

where Ck = ak(0) and [·] is the rounding operator. fk,g (ik)

are shown in Fig. 4. Clearly, (4) is the constant function. The
upper and lower bounds of seam paths from the connectiv-
ity condition are represented in (5). In (8), the minimum
operator is used since the square-root functions violate the
connectivity condition without the operator.

We append one extra condition as follows:

Ck = ak(0) =
{

so(0) if k = 0,

ak−1(L(k − 1)− 1) otherwise,
(9)

where so is the original seam path to be approximated. This
means the initial position of ak is the same as the terminated
position of ak−1. With this restriction, we can reduce the
connection information between ak−1 and ak .

As a result, the SPI for ak consists of a selected index
among (5–8) and the interval L(k). Furthermore, the overall
initial position so(0) = a(0) is required for each a.
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Fig. 4. fk,g (ik) where L(k) = 32. The number in legend is corresponding to
those in (4–8).

C) Recursive optimization of approximated
seams
The optimal L(k) should not be determined as a constant.
For some k, L(k) can be large if so goes through very smooth
regions or it is well approximated by one of the templates
(4–8). Whereas L(k) should be small at the textured region
where so has a complex structure. Hence, we present the
algorithm for recursive optimization of L(k).

We assume so is calculated before the approximation. To
estimate L(k) effectively, we define the simplified forward
energy criterion as follows:

CSFE(s) = 1

sL

∑
i

|I (i , s (i)− 1)− I (i , s (i)+ 1)|, (10)

where sL is the length of s. This criterion is similar to the
forward energy of the improved SC [2] but nevertheless is
less complex. In the optimization process, we use (10) since
many repetitive calculations are required.

Algorithm 1 presents the detailed optimization process of
L(k) for the kth interval of I :

Isub = I

⎛
⎝k−1∑

p=0

L(p) :
k∑

p=0

L(p)− 1, :

⎞
⎠.

In Algorithm 1, so,sub is a original sub-seam path for Isub,
T > 0 is a threshold and asub is the approximated seam path
for Isub. Moreover,

ak,g = { j : j = fk,g (ik), 0 ≤ ik ≤ L(k)− 1}.
It is clear that the approximated seam path ak,g can be
completely recovered from the returned parameters. The
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            at the current step

Determined appximated seam

Algorithm 1
Line 2

object

Original Seam Path Algorithm 1, Lines 5-12
Recursive Optimization

(For            )

Division

Division

Fixed

Connection
Condition (9)

Fig. 5. Recursive seam approximation process. The red lines represent the division points of so,sub .

Algorithm 1 Optimization of L(k) with piecewise functions
Require: Ck

1: function OptHeight(Isub, so,sub, T )
2: gopt← arg ming (||so,sub − ak,g ||2)  Selecting one of candidates from (5–8).
3: J orig← CSFE(so,sub)

4: J est← CSFE(ak,gopt)

5: if |J orig − J est| > T and L(k) > 4 then  Recursive optimization.
6: Isub0 ← Isub(0 : [L(k)/2]− 1, :)  Dividing Isub into two halves.
7: Isub1 ← Isub([L(k)/2] : L(k)− 1, :)
8: so,sub0 ← so,sub(0 : [L(k)/2]− 1), T  Dividing so,sub into two halves.
9: so,sub1 ← so,sub([L(k)/2] : L(k)− 1), T
10: OptHeight(Isub0, so,sub0, T )
11: OptHeight(Isub1, so,sub1, T )
12: else
13: return L(k), gopt
14: end if
15: end function

simplified structure of this algorithm is shown in Fig. 5. In
applications shown in this paper, the maximum row height
of Isub (denoted as Lmax) is limited to 32. As a result, each
L(k) is selected from {32, 16, 8, 4}.

D) Iterative optimization
In Algorithm 1, the optimal ak associated with L(k) is
obtained for a given threshold T . As a further extension,
the optimal threshold T is sought to control the bitrate for
the SPI and the CAIR quality. The optimization is realized
by an iterative optimization of Algorithm 1. The object of
RD-SC is to find the nearest seam aopt to so under a bitrate
constraint for the SPI, which is represented as follows:

aopt = argmin
a

(DPA(a)+ λRPA(a)). (11)

where λ ≥ 0 is the Lagrangemultiplier. In this approach, we
define DPA(a), shown below, based on the reconstruction
error by the simple interpolation.

DPA(a) = MSE(I (:, so), Ī (:, so))−MSE(I (:, a), Ī (:, a)),
(12)

where MSE is a mean squared error between the origi-
nal and interpolated seams and Ī is defined by a linear

interpolation from six available neighbors as

Ī (i , v(i)) = 1

6

1∑
u0=−1

∑
u1∈{−1,1}

I (i + u0, v(i)+ u1), (13)

which is depicted in Fig. 6. The calculation method of
RPA(a) is shown in the following subsection (Section III-E).
Finally, aopt in (11) is sought by gradually changing T

shown inAlgorithm 2, where aNcur is the approximated seam
path at the current iteration and TPA contains NT threshold
values and they are monotonically increasing. In this paper,
we use TPA = [1, 5, 10, . . . , 50].

It is a similar strategy to the rate-distortion optimization
for video coding [18]. Instead of the brute-force optimiza-
tion, our approach is climbing up the R-D slope as shown in
Fig. 7 to reduce computational complexity.

1/6 1/6

1/61/6

1/61/6

Fig. 6. Illustrative example of (13). White and black dots represent core
(remaining) and seam pixels, respectively.
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Algorithm 2 Iterative optimization of a
Require: Isub, so,sub, Ck

1: function IterOptSeam(λ, TPA)
2: J prev←∞
3: J cur← DPA(so,sub)+ λRPA(so,sub)

4: Ncur← 0
5:  Climbing up the slope at the following loop.
6: while J cur < J prev ∧ Ncur < NT do
7: T ← TPA(Ncur)

8: OptHeight(Isub, so,sub, T)

9: J prev← J cur
10: J cur← DPA(aNcur)+ λRPA(aNcur)

11: Ncur← Ncur + 1
12: end while
13: end function

Fig. 7. Illustrative example of Algorithm 2.

E) Bitrate calculation
In Algorithm 2, RPA(a) should be properly calculated from
the approximated seam a. As previously mentioned, the
function index gopt in Algorithm 1 and the set of L(k) are
the side information for SPI. Since Algorithm 1 is based on
the division of Isub into two halves, we can represent a set of
L(k)with a simple binary representation. That is,0 is stored
if Isub is not divided, whereas 1 is stored if Isub is divided. As
a result, a binary vector bdiv can be obtained for the division
information, which corresponds to L(k).

By our preliminary experiment, codewords for func-
tion indices gopt are determined as shown in Table 2. The
required bitrate for the approximation functions is calcu-
lated based on the assigned codewords.

Finally, RPA(a) can be represented as follows:

RPA(a) = #(bdiv)+
∑

bgopt , (14)

where #(bdiv) is the number of elements in bdiv and bgopt is
the number of bits to encode gopt.

F) Weighted cost matrix
Each rate-dependent seam path can be calculated by RD-
SC mentioned previously. However, a reconstructed image

Table 2. Codeword
Assignment for fk,g (i) of

RD-SC

gopt Codeword

0 00
2 11
−2 101

4 010
−4 011
−1 10000

1 10001
−3 10010

3 10011

sometimes presents visible artifacts due to seam pruning
from almost the same spatial positions. To alleviate this
problem, we consider balancing the positions of the seams.
For this purpose, we modify the cost of the original SC
M(i , j) in (1). When an already pruned seam is defined
as âm (m = 0, 1, . . .), a new cost map is represented as
follows:

Mb(i , a(i)) = w
∑

m

δâm(i),a(i), (15)

M̂(i , j) = M(i , j)+ Mb(i , j), (16)

where w and δi , j are the weight and the Kronecker delta,
respectively. Briefly speaking, the extra cost map Mb(i , j)
appends w for the conventional cumulative cost M(i , j)
when a seam candidate crosses (or touches) a pruned seam
path. We use M̂(i , j) instead of M(i , j) in (1) for calculat-
ing a seam path. As a result, the updated cost M̂(i , j) avoids
pruning a seam adjacent to already pruned seams.

Furthermore, M̂(i , j) is utilized to determine the max-
imum number of seams. If min(M̂(HI , j)) > τ , where τ

is an arbitrary threshold, we stop pruning seams since the
remaining retargeted image is sufficiently condensed and no
more seams should be pruned from the image.

G) Multiple seam pruning
In the original SC, just one seam is pruned at each seam
calculation. Hence, pruningmany seams increases the com-
putational complexity. Therefore, we reuse a primal seam
path for pruning the seams around it. In this paper, we use
the seam-by-seam calculation for so to clarify our contribu-
tion. To further reduce the computational complexity, we
could use an improved SCmethod, such as [19], which uses
one saliency map for pruning several seams. It is able to
speed up the calculation of so .

We present an algorithm to prune multiple seams with
a primal seam path ap in Algorithm 3. In the algorithm,
B = {b−(Nm−1)/2, . . . , b0, . . . , b(Nm−1)/2} is a set of seams to
be pruned at the same time, Nm is the (odd) number of
pruned seams and Tm is the threshold to determine whether
multiple seams can be pruned.
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Algorithm 3Multiple seam pruning
Require: I and ap

1: functionMultiSeamPrune(Nm, Tm)
2: E p ← MSE(I (:, ap), Ī (:, ap))  Set MSE of the primal seam.
3: b0 ← ap

4: Set Nm − 1 seams of B so that bq+1(i)− bq (i) = 2 for ∀q , i
5: Em← 1

Nm

∑Nm
q=1 MSE(I (:, bq ), Ī (:, bq ))  Calculate MSE of the multiple seams.

6: if E p − Em < Tm then
7: Set B to Nm seams to be pruned
8: else
9: Set ap to one seam to be pruned
10: end if
11: end function

I V . WAVELET -BASED CA IC

In this section, the wavelet-based multiresolution represen-
tation of images for RD-SC is presented. Furthermore, the
modified SPIHT algorithm is shown.

A) Lifting-based seamlet
For preserving the image coding performance at full reso-
lution, the pixel values of seams should be encoded as well
as the core image. Before constructing a full multiresolution
image, seams are transformed by the lifting-based discrete
wavelet transform (DWT).

The wavelet transform along seam paths, named seam-
let, was proposed by Conger et al. [20]. It generates coarse
and detail coefficients similar to the conventional DWT, but
its downsampling positions are determined by seam paths.
Though it is able to use anywavelet filters, the original seam-
let recommended Haar wavelet. However, we focus on the
image coding application using CAIR. The detail coeffi-
cients should be as small as possible for image coding. Thus,
lifting-based 5/3DWT is employed for seamlet in this paper.
The detail coefficient is calculated as follows:

d(i , a(i)) = I (i , a(i))

− [(I (i , a(i)− 1)+ I (i , a(i)+ 1)) /2], (17)

where d(i , a(i)) is the detail coefficient at (i , a(i)). This
lifting-based transformation is shown in Fig. 8. In our
approach, the coarse coefficients remain unchanged differ-
ent from the original seamlet. That is, the five-tap lowpass
DWT filtering is not performed, since these unfiltered orig-
inal pixels in the core image are finally transformed by the
conventional DWT. Finally, d(i , a(i))’s are collected and
one column of detail coefficients is yielded. The process is
recursively performed for the number of seams.

In this paper, first vertical seams are calculated and
transformed by the lifting-based seamlet and then the hor-
izontal seams are calculated and transformed, shown in
Fig. 9. Finally, the core image is transformed by the multi-
level DWT to construct a fully decomposedmultiresolution
image. Note that this can be easily extended to the optimal
order seam pruning [8] for 2-D CAIR; however, we choose

-1/2 -1/2

Original
image Seamlet

One line of
detail coefficients

Seam

Fig. 8. Lifting-based seamlet. Top: transformation of I (i , a(i)). Bottom: illus-
trative example of seamlet for one seam.

this simple 2-D CAIR because of the computational com-
plexity of the optimization of the seam pruning sequence.
A retargeted image with an arbitrary resolution is easily
obtained by interpolating seam paths.

B) Pre-quantization of detail seam coefficients
It is clear that pixel values of the seams are not as important
as the core image since prominent regions are preserved in
the core image through RD-SC. Therefore, we consider to
quantize detail seam coefficients before SPIHT encoding. It
is represented as follows:

dq (i , a(i)) = sgn(d(i , a(i)))

[ |d(i , a(i))| + fq
�

]
, (18)

where dq (i , a(i)) is the pre-quantized detail seam coeffi-
cient, fq is the rounding control parameter, and � is the
quantization step size. Clearly, no quantization is performed
when � = 1. The pre-quantized signal is reconstructed by
the following equation:

d ′(i , a(i)) = �dq (i , a(i)). (19)

This pre-quantization is based on the scalar quantization
with offset used in H.264/AVC [21] and we use fq = �/3
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Vertical RD-SC +
Lifting-based seamlet

Multilevel DWT for retargeted imageModified SPIHT

Original image Horizontal RD-SC +
Lifting-based seamlet

Fig. 9. Encoder structure of the proposed CAIC.

similar to the intra-coding of H.264/AVC. By using this pre-
quantization, we can control the qualities between the core
image and seams.

C) Modified tree structure of SPIHT for CAIC
For the proposed multiresolution image representation, we
introduce a new parent–children relationship between the
transformed coefficients in the core image and detail coef-
ficients of seams for SPIHT encoding [12].

The ordinary parent–children relationship in [12] is
defined to connect a pixel to four pixels in the same subband
for the next lower decomposition (higher frequency) level.
In this paper, the relationship is used for transformed coef-
ficients of the core image. Let O(q , r ) be a set of chil-
dren indices of the parent index (q , r ). The relationship is
defined as

O(q , r ) = {(2q , 2r ), (2q , 2r + 1), (2q + 1, 2r ),

(2q + 1, 2r + 1)}. (20)

Besides the ordinary relationship, we introduce the new
relationship between the core image and seams. We define
(qc , rc) as the index of a transformed coefficient of the
core image after DWT in the HL subband for the lowest
decomposition (the highest frequency) level, correspond-
ing to I (i , a(i)− 1). Furthermore, (qs , rs ) is defined as the
index of a detail coefficient of a seam corresponding to
dq (i , a(i)).

The new parent–children relationship is represented as
follows:

O(qc , rc) 

{

(qs , rs ) if (qs , rs ) exists,
φ otherwise.

(21)

The new parent–children relationship is illustrated in
Fig. 10. This relationship means that detail coefficients of
seams are related to the nearest core pixels. The case of
horizontal seams is similarly defined as well.

V . EXPER IMENTAL RESULTS

In this section, we validate image coding and CAIR per-
formances. Four eight-bit grayscale images Park Joy, Pisa
Tower, Beach and Crew are used as test images. Their
sizes are summarized in Table 3 and the original images
are shown in Fig. 11. All core image sizes are determined

HL

LH HH

Freq. domain core image Detail coefficients
of seams

Parent with 
no corresponding seam

Fig. 10. New parent–children structure of the proposed CAIC. An arrow with
a solid line represents the relationship.

Table 3. Sizes of Test Images (HI ×WI )

Image Original size Core size

Park joy 704× 1024 672× 736
Pisa tower 768× 1024 608× 960
Beach 512× 640 384× 608
Crew 576× 704 544× 640

Fig. 11. Test images.
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Table 4. Parameter Settings for RD-SC.

Parameter Setup Purpose Section described

Lmax 32 Upper limit of L(k) Section III-C
λ 10 Trade-off factor between seam accuracy and bitrate Section III-D
ω 0.5 Balancing seam positions Section III-F
τ 1.5HI (vertical seams) Limiting core image size

1.5WI (horizontal seams)
Tm 4 Energy for multiple seam pruning Section III-G
Nm 3 Limiting # of multiple seams pruned at the same time

automatically based on the parameter τ introduced in
Section III-F. Experimentally set parameters are summa-
rized in Table 4.

A) Effects of parameter setup
The theoretical optimization of parameters shown in
Table 4 is quite difficult since the optimization process could
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Park Joy
Pisa Tower
Beach
Crew
Park Joy (SC)
Pisa Tower (SC)
Beach (SC)
Crew (SC)

Fig. 12. Bitrates for side information. The solid lines represent required bitrates
of SPI by SC.

Fig. 13. Approximated seams by RD-SC. The enlarged portions of Pisa Tower
are shown. Black lines represent approximated seam paths.

Fig. 14. Approximated seams by RD-SC for various ω. A total of 128 seams are
removed regardless of τ for comparison purpose.

be highly non-linear and the best parameter set is certainly
depending on the one who views the retargeted and full res-
olution images. Therefore, all of them are set heuristically
as previously mentioned. Here, we describe the effect of
parameter settings. In the following experiments in this sub-
section, one parameter is changed and the remaining ones
are the same as Table 4 unless specified. Since effects of a few
parameters are relatively clear, i.e., those of Lmax and τ are
analogous, we describe aboutλ,ω, Tm, and Nm. It is an inter-
esting future work to determine optimal parameters auto-
matically. As a simple approach, we could append a param-
eter tuning step by a user with some specific test images.
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Table 5. Linear interpolation results for Crew image.

ω 0 0.5 1.0 5.0 10

PSNR of interpolated seams (dB) 40.98 41.81 42.17 42.35 41.71

Fig. 15. Approximated seams by RD-SC for different Nm (Tm = 4). A total of
128 seams are removed regardless of τ for comparison purpose.
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Fig. 16. PSNRs of interpolated seams and bitrates for SPI (Crew image, 128
seams).

1) λ

It controls bitrates for SPI and the accuracy of seam paths.
In the experiment, WI /4 vertical seams and HI /4 horizon-
tal seams are calculated regardless of τ . The SPI of SC is
encoded by arithmetic coding similar to [9]. Figure 12 is a
plot of the bitrate of SPI as a function of λ. As expected, the
bitrate decreases as λ increases and the bitrates are much
lower than those of SC.

Figure 13 shows the calculated seams of Pisa Tower for
various λ. The seams represent different paths depending
on λ. The seams move finely like SC for a small λ, whereas
for a large λ, the seam paths are a coarse approximation of
the original ones.

2) ω

It is used for balancing seam positions. ω = 0 means there
are no restrictions for the positions. Figure 14 shows approx-
imated seam paths of Crew for various ω. The seam paths
are significantly changed within the range [0, 5]. Without
the restriction, i.e., ω = 0, seams are mainly located on the
smooth areas and the positions are concentrated similar

Fig. 17. Enlarged portions of retargeted Crew image.

Fig. 18. Approximated seams by RD-SC for different Tm (Nm = 1). A total of
128 seams are removed regardless of τ for comparison purpose.

to the original SC. Whereas for the large ω, such as ω =
5.0 or 10, the seams are distributed uniformly. Seams for
the large ω are sometimes passing through the prominent
regions of the image, e.g., faces of astronauts.
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Fig. 19. Resizing results. The left, center, and right columns correspond to the resized images by scaling, SC, and RD-SC, respectively. From top to bottom: Park
Joy, Pisa Tower, Beach, and Crew.

For the retargeting purpose, ω should be small; which
yields similar seam positions to those of the original SC
(Fig. 14(a)). Whereas for the image coding purpose, seam
paths should be distributed uniformly. As a simple compar-
ison, Table 5 presents PSNRs of the interpolated seams by
linear interpolation. It is clear thatω = 0, i.e., themost con-
centrated case, shows the worst interpolation result since
the small ω requires interpolating wide areas from few
remaining pixels. It is also observed thatω should not be too
large. Therefore, as a trade off issue, we picked up ω = 0.5.

3) Nm and Tm
Nm determines the maximum number of seams removed at
the same time. The large Nm permits removingmany seams
by one seampath calculation step. The seampaths for Nm =
3 and 11 are shown in Fig. 15. As expected,many seams share

one seampaths in Fig. 15(b). PSNRs of interpolated seams by
linear interpolation and SPI bitrates are compared in Fig. 16.
It seems that the large Nm is recommended anytime. How-
ever, as shown in Fig. 17, the large Nm significantly affects
the retargeted image quality. In the figure, the straight line in
the original Crew image was broken in the retargeted image
with Nm = 11. Hence, we picked up Nm = 3, which seems
a good trade-off as shown in Fig. 16.

Table 6. Execution time (s) of Beach image.

# Seams Seam approx. Seam dec. SC

16 2.92 0.031 1.18
32 7.22 0.038 2.32
64 18.37 0.047 4.54
128 31.43 0.089 8.70
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Fig. 20. R-D curves of reconstructed image at full resolution. From left to right, top to bottom: Park Joy, Beach, Pisa Tower, and Crew.

Fig. 21. Reconstructed Park Joy images. Each image is encoded at 1.0 bpp.

Fig. 22. Reconstructed Pisa Tower images. Each image is encoded at 1.0 bpp.

Tm has a similar effect to Nm, since it decides whether
Nm seams can be pruned or not (see Algorithm 3). If Nm >

2552 (possible upper bound of MSE), the algorithm always

choose to prune Nm seams regardless of MSE. Based on the
similar experiment aboutTm, we experimentally set Tm = 4.
The approximated seams for a few Tm are shown in Fig. 18.
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Fig. 23. Reconstructed Beach images. Each image is encoded at 1.0 bpp.

Fig. 24. Reconstructed Crew images. Each image is encoded at 1.0 bpp.
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Fig. 25. R-D curves of reconstructed core images for various �.
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B) CAIR performance
The second comparison is for CAIR performance. As far
as we know, few numerical measures exist to compare
CAIR performances. Hence, we present all of the retar-
geted images for visual quality comparison. Table 3 sum-
marizes the sizes of the core images. Figure 19 shows CAIR
results by using SC and RD-SC. For comparison purpose,
scaled images by imresize function of MATLAB are
also shown. All images are resized to have the same size of
the retargeted images by RD-SC. From the figures, RD-SC
presents very similar retargeted images to those obtained
by SC.

C) Computational complexity
It is worth noting that the computational complexity in
the seam approximation process of RD-SC is higher than
those of SC due to the recursive estimation. It is dif-
ficult to present the complexity theoretically due to the
highly image-adaptive computations of RD-SC. Thus, the
execution time is compared. All algorithms are imple-
mented on a MATLAB (R2011a) platform. The simulation
is run on the desktop computer with Intel 3.4-GHz CPU
(Corei7-2600), 16-GB RAM. Table 6 shows the execution
time of the average of five executions for Beach image.
In the table, the seam calculation time by SC (the col-
umn of “SC”) is also shown for comparison. The com-
putation time is proportional to the number of seams to
be removed. Seam path approximation time is longer than
that of the original SC. However, Table 6 also presents the
seam path decoding time of RD-SC. Obviously, it is signifi-
cantly faster than the seam calculation of SC. It is beneficial
for the traditional client–server model, where the decoder
will be a mobile device which often has poor computation
power.

D) Application to image coding
Here, we compare image coding performance. As the con-
ventional encoders, SPIHT, the method in [9] (denoted
as SC-SPIHT) and CD-based SPIHT [11] (denoted as CD-
SPIHT) are used. Our CAIC method is referred to as CA-
SPIHT in this section.Note that SC-SPIHTdoes not include
pixel values of seams; that is, the compressed pruned image
is interpolated by linear interpolation since the bitrate for
SPI already requires a high percentage of the entire bit bud-
get. All methods apply five-level 9/7 DWT for core images3
before performing SPIHT.

The R-D curves, encoded with � = 1 in (18), are shown
in Fig. 20. SC-SPIHT is inferior to the other methods due
to its large amount of bitrates for SPI. Furthermore, CD-
SPIHT is worse than SPIHT and CA-SPIHT especially for
high bitrates since its non-ROI is just interpolated from
the core image at the decoder. SPIHT and CA-SPIHT
are comparable, but SPIHT slightly outperforms the CA-
SPIHT.More precisely, in comparison to SPIHT, CA-SPIHT
increases bitrates less than or equal to 10%. However, the

3For SPIHT, the core image is the original image itself.

bitrate increase would be a permissible penalty for users
demanding both of a good CAIR quality and image coding
performance at full resolution. In addition, reconstructed
images at full resolution are shown in Figs. 21–24. Sim-
ilar to the R-D curves, the reconstructed images by SC-
SPIHT andCD-SPIHThave interpolation artifacts, whereas
our CA-SPIHT significantly reduces those artifacts and the
reconstructed images are very similar to those encoded by
SPIHT.

Moreover, Fig. 25 represents PSNRs of core images for a
few step sizes of the pre-quantization in Section IV-B. As
expected, if � in (18) is large, the quality of the core image
is improved especially for high bitrate coding. In addition,
PSNR gains from � = 1 depend on the test images. For
example, seam paths for Park Joy pass through the very
smooth regions, the PSNR gains due to the pre-quantization
is marginal, whereas for Beach, the PSNR gain is signifi-
cant since vertical seams pass through the highly textured
sand area.

V I . CONCLUS IONS

In this paper, we proposed rate-dependent structures of
SC by piecewise approximation of the original seam paths.
Furthermore, a new parent–children relationship of SPIHT
is proposed for CAIC. In the experimental results, our
approach shows comparable CAIR performances to those
of SCwith significant reductions of required bitrates for side
information. Its image coding performances are compara-
ble to those of the original SPIHT and also it consistently
outperforms the conventional CAICs. Our RD-SC could be
extended to video retargeting, which is one of our ongoing
studies.
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