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Cross-layer knowledge distillation with KL
divergence and offline ensemble for
compressing deep neural network
hsing-hung chou,1 ching-te chiu1,2 and yi-ping liao2

Deep neural networks (DNN) have solved many tasks, including image classification, object detection, and semantic segmen-
tation. However, when there are huge parameters and high level of computation associated with a DNN model, it becomes
difficult to deploy on mobile devices. To address this difficulty, we propose an efficient compression method that can be split
into three parts. First, we propose a cross-layer matrix to extract more features from the teacher’s model. Second, we adopt
Kullback Leibler (KL) Divergence in an offline environment to make the student model find a wider robust minimum. Finally,
we propose the offline ensemble pre-trained teachers to teach a student model. To address dimension mismatch between teacher
and student models, we adopt a 1 × 1 convolution and two-stage knowledge distillation to release this constraint. We conducted
experiments with VGG and ResNet models, using the CIFAR-100 dataset. With VGG-11 as the teacher’s model and VGG-6 as
the student’s model, experimental results showed that the Top-1 accuracy increased by 3.57 with a 2.08× compression rate
and 3.5x computation rate. With ResNet-32 as the teacher’s model and ResNet-8 as the student’s model, experimental results
showed that Top-1 accuracy increased by 4.38 with a 6.11× compression rate and 5.27× computation rate. In addition, we
conducted experiments using the ImageNet64 × 64 dataset. With MobileNet-16 as the teacher’s model and MobileNet-9 as the
student’s model, experimental results showed that the Top-1 accuracy increased by 3.98 with a 1.59× compression rate and
2.05× computation rate.
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I . I NTRODUCT ION

Recently, the area of deep learning is booming owing to
the availability of high computation GPGPU and ability to
process massive data. Many state-of-the-art performances
have been achieved with deep learning for different tasks,
including image classification[1], object detection [2], and
semantic segmentation [3], and new tasks such as iterative
reconstruction [4] and depth estimation [5].However, when
neural networks become deeper and wider, the complex-
ity of deep neural network (DNN) models grows rapidly.
Consequently, DNNmodels cannot practically work with a
large number of parameters and high levels of computation,
notably for Internet of Things (IoT) devices and self-driving
car (Autonomous car).

There are five approaches to achieve a compact yet
accurate model–frugal architecture, pruning, matrix
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decomposition, quantization, and specialist knowledge dis-
tillation (KD). KD is researched to understand how to train
a student deep neural network (S-DNN) by learning from
teacher deep neural network (T-DNN). In general, S-DNN
does not have the same layers as T-DNN; thus, it is dif-
ficult to train to find the optimization point. There are
two branches of KD approaches. One is the conventional
approach, referred to as offline methods [6–11], which train
the T-DNN first, then use the S-DNN to mimic the pre-
trained T-DNN. Although this two-phase approach incurs
considerable computation time, we get a better perform-
ing S-DNN. Sometimes, this S-DNN is better performing
than the pre-trained T-DNN, because the T-DNN is already
pre-trained and has more layers than the S-DNN, while the
S-DNN has a better initial weight. The other approach is
referred to as online methods [12–14], which start both as
scratchmodels that train together. This one-phase approach
expects to train a better model than when only training
the S-DNN model. Compared with the offline methods,
these online methods do not need to train a T-DNN first,
so there is less training time. However, in this research,
we are focused on how to get a better performing S-DNN
model with the same compression rate. Because most of

1

https://creativecommons.org/licenses/by-nc-sa/4.0/
https://orcid.org/0000-0002-4611-7234
mailto:paul8301526@gmail.com


2 hsing-hung chou and ching-te chiu and yi-ping liao

the conventional methods showed better results in exper-
iments, we decided to pick the first method in this paper.

After considering the training method, what is taught
from the pre-trained model as knowledge to the S-DNN
model is very sensitive to its performance. To address this,
FSP [6] proposed to use the correlation between input and
output feature maps of the layer module, in the form of a
Gramian matrix.

In this work, our contributions are as follows:

1) We propose a cross-layer matrix to extract more knowl-
edge and add Kullback Leibler (KL) Divergence and
offline ensemble to improve image classificationwith the
same compression.

2) We propose 1 × 1 convolutional layers to tune the chan-
nels of T-DNN to be identical to those of S-DNN to solve
the constraints of our proposed method.

3) We propose using two-step KD to improve image classi-
ficationwhen there is a huge difference in layers between
T-DNN and S-DNN, to avoid the loss of KD.

4) Ourmethod can be usednot only for image classification
tasks [15, 16] but also for other tasks, such as object detec-
tion [17, 18], semantic segmentation [19], and action
estimation [20] in videos.

I I . RELATED WORK

The compression methods can be divided into four cate-
gories, knowledge distillation, pruning, low-rank decompo-
sition, and quantization.

A) Knowledge distillation
Hinton et al. [7] distilled knowledge from a very large
teacher model to promote a small student model by using
a softened softmax of a teacher network. The rationale
is to take advantage of extra supervision provided by the
teacher model during the training of the student model,
beyond a conventional supervised learning objective such
as the cross-entropy loss subject to the training data labels.
Romero et al. [8] proposed “Hint training” to train partial
layers, then used the final output layers to train the student
model to enhance the performance. Park et al. [11] proposed
to transfer mutual relations of data examples. Yim et al. [6]
transferred knowledge from the T-DNN to the S-DNN as
output feature maps rather than as layer parameters. They
become a certain layer group in the network and define the
correlation between the input and output feature maps of
the layer group as a Gram matrix so that the feature cor-
relations of the S-DNN and T-DNN become similar. We
expand the Gram matrix by adding more than cross-one
layer. Furthermore, approach taken by Lee et al. [10] is based
on the correlation between two feature maps as knowledge
by using Singular Value Decomposition (SVD). However,
this approach [10] will cost a significant computation time
because feature maps that are needed to be decomposed by
CPU. As a result, we take FSP [10] model as a baseline to
enhance as our proposed methods.

Moreover, while earlier distillation methods often take
an offline learning strategy that need twophases of the train-
ing procedure, the more recently proposed deep learning
[12] method overcomes this limitation by conducting an
online distillation in one-phase training between two peer
studentmodels.Wewill add KLDivergence in our proposed
method, whichmakes it different than onlinemethods. Anil
et al. [13] extend [12] to decrease the training time of large-
scale distributed neural networks. Lan et al. [14] present
an On-the-fly Native Ensemble (ONE) learning strategy
for one-stage online distillation. However, existing online
methods lack a strong “teacher” model, which limits the
efficacy of knowledge discovery.

In [21], Wang and Yoon provide a comprehensive sur-
vey on the recent progress of KD methods together with
S-T frameworks typically used for vision tasks and sys-
tematically analyze the research status of KD in vision
applications. KDGAN consisting of a classifier, a teacher,
and a discriminator is proposed in [22]. The classifier and
the teacher learn from each other via distillation losses
and are adversarially trained against the discriminator via
adversarial losses. From the concrete distribution, continu-
ous samples are generated to obtain low-variance gradient
updates, which speed up the training. To efficiently trans-
mit extracted useful teacher information to the student
DNN, Bae et al. propose to perform bottom-up step-by-step
transfer of densely distilled knowledge [23].

B) Deep neural network compression and
efficient processing
Scientists found that network pruning can be used not only
to reduce network complexity but also to prevent over-
fitting. An old method [24] to pruning was the Biased
Weight Decay. Han et al. [25] first proposed that it’s peace-
ful to remove neurons with zero input or output connec-
tions from the neural network. By using L1/L2 regulariza-
tion, some of the weights converged to zeros after training.
As a result, by using the combination of pruning, quan-
tization, and Huffman coding [26], the compression of
AlexNet can reach 35×. CLIP-Q [27] flexibly makes weight
pruning choices that can adapt to compress the DNN dur-
ing the training time. Apart from weight pruning, there is
another pruning approach, named channel pruning, that
assesses neuron importance. Li et al. [28] computed the
importance of each filter by calculating its absolute weight
sum. Furthermore, Hsiao et al.[29] measured the signif-
icance of each filter by calculating the largest singular
value.

In [30], Deng et al. provide a comprehensive survey on
reviewing the mainstream compression approaches such
as compacted model, tensor decomposition, data quantiza-
tion, and network sparsification to compress DNN without
compromising accuracy. In [31], Sze et al. present a tutorial
and survey on understanding the key design for DNN and
evaluating different DNN hardware implementations with
benchmarks in order to achieve processing efficiency.
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C) Low-rank decomposition
Low-rank approximation [32–35] approaches have been
widely studied. However, low-rank approximation is incon-
venient because each decomposition of featuremaps is com-
putationally expensive. Moreover, the methods of low-rank
approximation only consider a few layers; therefore, they
cannot consider the compression of the whole network.

D) Quantization
Quantization is a method for reducing the number of bits
for weight and bias of each layer. We can divide meth-
ods either by using auxiliary data [36, 37], or not using
auxiliary data [38–40]. Additionally, there are two research
approaches in compressing on bit-level. One is to use fixed-
point implementation, and the other is to use common
quantization methods, for example, K-means and scalar
quantization. For fixed-point implementation, Hwang and
Sung [39] proposed a design with ternary weights, 3-bit sig-
nals, and an optimization process which was done by back-
propagation-based re-training. For the other approach, Ji
et al. [40] designed a supervised iteration quantization to
reduce the bit resolution of the weights. They applied K-
means-based adaptive quantizationmethods, such as vector
quantization usingK-means, product quantization, residual
quantization, and discussed the efficacy of their design on
compressing deep convolutional networks.

E) Deep learning
Special issues on deep learning framework architectures,
hardware acceleration, DNN over the cloud, fog, edge, and
end devices are elaborated [41]. In addition, methods and
applications especially emphasizing on exploring recent
advances in perceptual applications are addressed and dis-
cussed [41]. In [42], Wang et al. present to learn a proper
prior from data for adversarial autoencoders. The notion of
code generators is presented to transformmanually selected
simple priors into ones that can better characterize the data
distribution.

I I I . PROPOSED ARCH ITECTURE

The core idea of KD is how to define the vital informa-
tion, then transfer the knowledge from the T-DNN to the
S-DNN. As a result, we will divide our approach into four
parts. Section A shows what the knowledge in T-DNN will
transfer and its mathematical expression and the definition
loss term LKD. Moreover, we will add another loss func-
tion LKL between the prediction of T-DNN and S-DNN
in Section B. Furthermore, we will use offline ensemble
pre-trained T-DNNs to teach one student in Section C.
Subsequently, the overall loss function will be discussed in
Section D. Finally, we will discuss the constraints of our
proposed method and solutions. The overall architecture
for our three proposed compression methods are shown in
Fig. 1.

Fig. 1. Overall architecture of our proposed methods. There are three parts of
our architecture. First, we propose cross-layer matrix to exact more features by
FSP [6] adopting the proposed Gramian matrix in the orange part. Second, we
adopt the KL Divergence in the offline environment to make S-DNN find a
wider robust minimum in the brown part. Finally, we propose the use of offline
ensemble pre-trained T-DNN to teach a S-DNNby using stochastic mean in the
red part.

A) Cross-layer matrix
1) Proposed distilled knowledge
Yim et al. [6] proposed “FSP” by using Gramian matrix to
mimic the generated features of the T-DNN, which can be
a hard constraint for the S-DNN. Based on [6], we gen-
erate more Gramian matrices by crossing more than one
layer. The numbers of cross matrices we add as loss func-
tion depends on how many layer modules are in DNN
model. We believe that with more Gramian matrices in loss
function, it wouldmake the S-DNNget better performance.

The reason why we use the Gramian matrix created by
feature maps is that we believe that instead of teaching the
right answer to the student, it is better to teach the solu-
tion procedure to the student. Imagine there is a classroom,
a teacher is teaching a student with a math question. It is
better to teach how to use a formula first and the solution
procedure than to provide the correct answer directly.

2) Mathematical expression of the knowledge
distillation
Based on FSP [6], theGramianmatrix can be defined by two
output featuremaps.We propose the Gramianmatrix as the
knowledge to transfer. The Gramian matrix G R

m×n is gen-
erated by the features from two layers. One output feature
map is defined as F1 ∈ R

h×w×m, where h, w, represent the
height and width of output feature maps and m represents
the number of output channels. The other output feature
map is defined as F2 ∈ R

h×w×n. Then, the Gramian matrix
G R

m×n is calculated by (1)

Gi,j(x;W) =
h∑
s=1

w∑
t=1

F1s,t,i(x;W) × F2s,t,j(x;W)

h × w
, (1)

where i, j represent the points of cross-one-layer results, x
represents the input image and W are the weights of the
network model. Unlike FSP [6], we select several points
not only from cross-one module layer but also from cross-
more-than-one module layer to generate more Gramian
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Fig. 2. (a) Cross one layer. (b) Cross two layers. (c) Cross three layers. (d) Our proposed.

matrices as shown in (2) and (3).

Gi,q(x;W) =
h∑
s=1

w∑
t=1

F1s,t,i(x;W) × F2s,t,q(x;W)

h × w
, (2)

Gi,r(x;W) =
h∑
s=1

w∑
t=1

F1s,t,i(x;W) × F2s,t,r(x;W)

h × w
, (3)

where i, q represent the points of cross-two-layer results as
shown in Fig. 2(b) and i, r represent the points of cross-
three-layer results as shown in Fig. 2(c). In Fig. 2, we see
there are three different kinds of cross-layer matrix. Our
proposedmethod is to combine all the Gramianmatrix 2(d)
as knowledge.

3) KD loss for the Gramian matrix
As discussed previously, the T-DNN will teach S-DNN
the solution of question by using the Gramian matrix. We
assume that there areBGramianmatricesGT

b ,u = 1, . . . , B,
which are generated by the T-DNN, and B Gramian matri-
ces GS

b,i = 1, . . . , B, which are generated by the S-DNN.
Next, each pair of Gramian matrices will be calculated as
the cost function by using the squared L2 norm. The cost
function of knowledge distillation LKD(Wt ;Ws) is defined
as (4):

LKD(Wt ;Ws) = 1
B

∑
x

B∑
b=1

λi

× ||GT
b (x;Wt) − GS

b(x;Ws)||22, (4)

where λi represents the weight for each KD loss and B
represents the numbers of Gramian matrices. Because our
proposed method adds more Gramian matrices by creat-
ing the cross matrices, we initially set all KD losses with the
same weight. As a result, the values of λi are identical in our
experiments.

B) KL Divergence
We propose using KL Divergence, which was used in DML
[12], as our second-order loss function. In contrast to the
online method [12] with two-direction learning, our offline
method is only used in one direction from T-DNN to

S-DNN. Given D as the data examples X = {xn}Dn=1 from
C classes, we represent the corresponding label set as
Y = {yi}Cn=1 with yi{1, 2, . . . , C}. The probability of class
c for data example xn is given by a neural network θ1 and
computed as

pC1 (xn) = exp(zC1 )∑C
c=1 exp(zC1 )

, (5)

where pC1 (xn) represents the probability distribution of θ1
and the logit zC1 is the output of the “softmax” layer in θ1. As
a result, the formulation of KLDivergence can be computed
as

LKL(pT ||pS) =
D∑
d=1

C∑
c=1

pcT(xd)log
pcT(xd)
pcS(xd)

, (6)

where LKL(pT ||pS) represent the probability distribution of
teacher and student model. We believe that the student
model can get full of knowledge from teacher model by
having distribution similar to teacher’s distribution.

C) Offline ensemble
The original method of FSP [6] is discussed with one
T-DNN to transfer one S-DNN. Compared with FSP [6],
we propose using offline ensemble pre-trained teachers to
generate the stochastic mean and improve the image classi-
fication result. The cost functions of knowledge distillation
and KL Divergence are defined as

LEnsemble
KD = 1

K

K∑
k=1

LKD,k, (7)

LEnsemble
KL = 1

K

K∑
k=1

LKL(pk||pS), (8)

where LEnsemble
KD represents the loss function of offline ensem-

ble knowledge distillation, LEnsemble
KL represents the loss func-

tion of offline ensemble KL Divergence, K represents the
numbers of pre-trained teacher models (K=3). We believe
that the offline ensemble pre-trained teacher models with
the same architecture, but the different weights will transfer
knowledge to student model by using the stochastic mean.
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Fig. 3. (a) CIFAR-100. (b)ImageNet64*64.

Fig. 4. T-DNN and S-DNN of the VGG and ResNet models. T-DNN: VGG-11 and ResNet-32. S-DNN: VGG-6 and ResNet-8.

D) Overall loss function
We had already proposed LKD, LKL, and stochastic mean for
our method. Hence, the overall loss function Ltotal(θ1) for
training S-DNN is shown as (9)

Ltotal(θ1) = LCE(θ1) + 1
K

K∑
k=1

LKL(pk||ps) + 1
K

K∑
k=1

LKD,k,

(9)

with the objective function of multi-class image classifi-
cation LCE(θ1) to train the network θ1 is defined as the
cross entropy error between the predicted values and the

correct labels:

LCE(θ1) = −
D∑
d=1

C∑
c=1

I(yd, c)log(pc1(xd)), (10)

with an indicator function I defined as

I(yi,m) =
{
1, yn = c
0, yn �= c, (11)

To prevent LKD,k larger than LCE(θ1) from inducing gradient
explosion, we will adopt gradient clipping [43] to limit the
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gradient of knowledge distillation∇(θ1)
clipped
KD during train-

ing procedure as shown in Equation (12):

∇(θ1)
clipped
KD =

{
β × ∇(θ1)KD, ∇(θ1)KD < ∇(θ1)CE
∇(θ1)KD, otherwise, (12)

β = 1
1 + exp(−τ + p)

, (13)

τ = ||∇(θ1)CE||2
||∇(θ1)KD||2 , (14)

where β is a sigmoid function. In Equation (13), p means
the current epoch of training. Furthermore, the L2-norm
ratios are the LCE and LKD,k in Equation (14). Hence, the rich
knowledge distilled fromT-DNN can be transferred knowl-
edge S-DNN without worrying about gradient explosion.

I V . EXPER IMENTAL RESULTS

In this section, we will evaluate our proposed compres-
sion method with two datasets and three different models.
The two datasets are the familiar CIFAR-100 [44] and the
rich collection of images, ImageNet64*64 [45], as shown in
Fig. 3. Additionally, there are twomodels, VGG and ResNet,
training and testing on CIFAR-100 and one model named
MobileNet, training and testing on ImageNet64*64.

A) Environment and datasets
Our proposed method is implemented in TensorFlow [46]
with Python 3.5 interference on the computers (CPU: Intel�
CoreTM i7-7800X@ 3.5 GHZ,mainmemory: 32 GBDRAM,
GPU: NVIDIA GEFORCE � GTX 1080).

The CIFAR-100 dataset consists of 60000 images with a
size of 32 × 32, divided as 50000 training data and 10000
test data, and 100 classes. We used random shift, random
rotation and horizontal flip as data augmentations. Our pro-
posed method was tested under the same conditions as
FSP [6], and for increasing the dependability of the test-
ing results, we ran the experiments three times and took
the average as the final experimental results. We take VGG
and ResNet as the DNN to prove that our proposedmethod
works. The T-DNN and S-DNNmodels are shown in Fig. 4.
We picked VGG as our first model because its architec-
ture is very simple and can be implemented quickly. As
in SSKD_SVD [10], we defined VGG-11 as T-DNN and
VGG-6 as S-DNN. As in FSP [6], we defined ResNet-32 as
T-DNNandpartially reduced the residualmodules to create
ResNet-8 as S-DNN.

The ImageNet64*64 dataset consists of about 1.2 million
images with a size of 64×64, divided with about 1.2 mil-
lion training data and 50 000 test data, and 1000 classes.
We used the same data augmentations as same with CIFAR-
100 and the experiments were run three times and took the
average as the final result. On ImageNet64*64, we defined
MobileNet-16 as T-DNN and MobileNet-9 as S-DNN as
shown in Fig. 5.

On CIFAR-100, the training procedure for networks was
considered by FSP [6] and SSKD_SVD[10].We set the batch

Fi
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Fig. 5. T-DNN and S-DNN of the MobileNet models. T-DNN: MobileNet-16.
S-DNN: MobileNet-9.

size to 128 and the training epochs to 200 during train-
ing, optimized the procedure by stochastic gradient descent
[47], and adopted Nesterov accelerated gradient [48].
The initial learning rate was set to 10−2 and the momen-
tum was set to 0.9. The decay parameter was set to 10−4.
The learning rate was reduced to 0.1 per 50 epochs. Addi-
tionally, we set the batch size to 64 during training, training
epochs to 40, and the learning rate was reduced to 0.1 per
10 epochs for ImageNet64*64.

B) Results
In this section, we show the final results of our pro-
posed method with the computation rate, computation,
Top-1 accuracy, and inference time. With VGG-11 as the
teacher’s model and VGG-6 as the student’s model, exper-
imental results show that the student’s model increases
0.57 Top-1 accuracy while decreasing 53.9 of param-
eters and 72.8 computation compared to T-DNN and
reducing inference time from 61.6 to 49.8ms. Furthermore,
with ResNet-32 as the teacher’s model and ResNet-8 as the
student’s model, experimental results indicate that the
student’s model decreases 0.55 Top-1 accuracy by 0.55
while decreasing 83.65 of parameters and 82.6 compu-
tation compared to T-DNN and reducing inference time
from 115.2 to 51.6ms. The experimental results of VGG and
ResNet are shown in Table 1 and 2, respectively. In most of
the offlinemethods, the training procedurewill lose some of
their accuracies. However, it is surprising that our proposed
method the S-DNN can train even better than T-DNN, as
shown in Table 1.

With MobileNet-16 as the teacher’s model and
MobileNet-9 as the student’s model, experimental results
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Table 1. Classification results after knowledge distillation (VGG-11->6)
on CIFAR-100 dataset.

VGG Baseline(T-DNN) Our proposed

Compression 100 47.9
Computation 100 28.2
Top-1 accuracy 66.10 66.67
Inference time[ms] 61.6 49.8

Table 2. Classification results after knowledge distillation
(ResNet-32->8) on CIFAR-100 dataset.

ResNet Baseline(T-DNN) Our proposed

Compression 100 16.35
Computation 100 17.4
Top-1 accuracy 69.00 68.45
Inference time[ms] 115.2 51.6

Table 3. Classification results after knowledge distillation
(MobileNet-16->9) on ImageNet64*64.

MobileNet Baseline(T-DNN) Our proposed

Compression 100 62.6
Computation 100 48.7
Top-1 accuracy 53.72 49.80
Inference time[ms] 98.7 52.9

show that the student’s model decreases 3.92 Top-1 accu-
racy while decreasing 37.4 of parameters and 51.3 com-
putation compare to T-DNN and reducing inference time
from 98.7ms to 52.9ms. The results ofMobileNet are shown
in Table 3.

C) Ablation
1) Cross-layer matrix
The different options of the cross matrix are shown in
Fig. 6. Figure 6 (a) represents the “original”method FSP [6].
Figures 6(b) and 6(c) are our proposed methods in VGG
and ResNet models. The combination of cross-one layer
and cross-two layers is named as “P1(Cross two layers)”.
Furthermore, the combination of cross-one layer, cross-two
layers, and cross-three layers is named as “P1(Cross three
layers)”.

The simulation results of VGG models are shown in
Table 4. The result of S-DNN is set as the baseline.
Compared with the baseline, the method of “P1(Cross two
layers)” and “P1 (Cross three layers)” achieves a low perfor-
mance in the testing result. Additionally, “P1 (Cross three
layers)” have an increase in performance of 0.4 compared
with FSP [6]. Subsequently, let us see the deeper architec-
ture ResNet as shown in Table 5. Moreover, the methods of
“P1(Cross two layers)” and “P1 (Cross three layers)” achieve
a low performance in the testing results. The “P1 (Cross
three layers)” have an increase in performance of 0.13
compared with FSP [6].

Additionally, the different choices of the cross-layer
matrix are shown in Fig. 7. Figure 7 (a) represents the

Table 4. Different proposed method of cross matrix (VGG-11->6) with
CIFAR-100. T-DNN: VGG-11, S-DNN: VGG-6.

Exp1. Exp2. Exp3. Average
Differential
Accuracy

T-DNN 66.01 65.75 66.54 66.10 3.00
S-DNN{Baseline} 63.06 62.79 63.45 63.10 0.00
FSP [6] 64.51 64.18 64.53 64.40 1.30
P1(Cross 2 layers) 64.71 64.79 64.76 64.75 1.65
P1(Cross 3 layers) 65.25 64.87 64.54 64.80 1.70

Table 5. Different proposed method of cross matrix (ResNet-32->8)
with CIFAR-100. T-DNN: ResNet-32, S-DNN: ResNet-8.

Exp1. Exp2. Exp3. Average
Differential
Accuracy

T-DNN 68.80 69.43 68.79 69.00 4.93
S-DNN{Baseline} 64.34 63.68 64.20 64.07 0.00
FSP [6] 65.30 65.48 65.65 65.47 1.40
P1(Cross 2 layers) 65.30 65.49 65.66 65.48 1.41
P1(Cross 3 layers) 66.00 65.47 65.53 65.60 1.53

Table 6. Different proposed method of cross matrix (MobileNet-16>9)
with ImageNet64*64. T-DNN: MobileNet-16, S-DNN: MobileNet-9.

Exp1. Exp2. Exp3. Average
Differential
Accuracy

T-DNN 53.48 53.33 53.72 53.51 7.69
S-DNN{Baseline} 45.73 45.86 45.89 45.82 0.00
FSP [6] 46.38 46.15 46.65 46.39 0.57
P1(Cross 2 layers) 49.26 49.24 49.16 49.22 3.40
P1(Cross 3 layers) 49.29 49.29 49.04 49.20 3.38
P1(Cross 4 layers) 49.35 48.98 49.08 49.12 3.30

‘original’ method FSP [6]. Figures 7(b)–7(d) are our pro-
posedmethods withMobileNet model. The combination of
cross-one layer and cross-two layers are named as “P1(Cross
two layers)”. Additionally, the combination of cross-one
layer, cross-two layers, and cross-three layers is termed as
“P1(Cross three layers)”. Finally, the combination of cross-
one layer, cross-two layers, cross-three layers, and cross-
four layers is named as “P1(Cross four layers)” .

The results of MobileNet model are shown in Table 6.
Compared with the baseline, the methods of ’‘P1(Cross two
layers)” and ‘’P1 (Cross three layers)” achieve a low perfor-
mance in the testing result. Furthermore, “P1 (Cross three
layers)” has increased performance of 3.38 compared with
FSP [6].

2) Influence of adding KL Divergence
The illustration of adding KL Divergence as our second-
order loss function is shown in Fig. 8. We believe that the
student’s model can get full of knowledge from the teacher’s
model by being similar to the teacher’s distribution. The
combination of FSP [6] and addingKLDivergence is named
as “P2 (KL Divergence)”. First, let us see the result of VGG
models as shown in Table 7. Additionally, the result of
S-DNN is set as the baseline. We have two competitors. The
first is the proposed Hinton [7] approach and our basis FSP
[6]. It is demonstrated that adding KL Divergence yields a
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Fig. 6. (a) Cross one layer. (b) Cross two layers. (c) Cross three layers.

Fig. 7. (a) Cross-one layer. (b) Cross-two layers.(c) Cross-three layers. (d)Cross-four layers.

Table 7. Differential of adding KL Divergence (VGG-11>9) with
CIFAR-100. T-DNN: VGG-11, S-DNN: VGG-6.

Exp1. Exp2. Exp3. Average
Differential
Accuracy

T-DNN 66.01 65.75 66.54 66.10 3.00
S-DNN{Baseline} 63.06 62.79 63.45 63.10 0.00
Hinton [7] 64.89 64.81 64.84 64.84 1.74
FSP [6] 64.51 64.18 64.53 64.40 1.30
P2(KL Divergence) 66.04 66.09 66.02 66.05 2.95

1.54 increase over the competitor FSP [6]. Furthermore,
the experimental results of ResNet are shown in Table 8.
It indicates that adding KL Divergence yields a 1.54
increase over the competitor FSP [6].

On ImageNet64*64, the experimental results of
MobileNet models are shown in Table 9. We have two com-
petitors, the first is the proposed Hinton [7] approach and
our basis FSP [6]. It is shown that adding KL Divergence
that obtains a 2.59 increase over the competitor FSP [6].

Table 8. Differential of adding KL Divergence (ResNet-32->8) with
CIFAR-100. T-DNN: ResNet-32, S-DNN: ResNet-8.

Exp1. Exp2. Exp3. Average
Differential
Accuracy

T-DNN 68.80 69.43 68.79 69.00 4.93
S-DNN{Baseline} 64.34 63.68 64.20 64.07 0.00
Hinton [7] 67.83 67.97 67.72 67.84 3.77
FSP [6] 65.30 65.48 65.65 65.47 1.40
P2(KL Divergence) 67.12 67.08 66.84 67.01 2.94

3) Offline ensemble
In this section, we will discuss the influence of the num-
ber of multiple pre-trained teachers as shown in Fig. 9.
Figure 9(a) uses one pre-trained teacher as FSP [6]. Figures
9(b) and 9(c) represent two pre-trained teachers and three
pre-trained teachers named as “P3 (two teachers)” and
“P3(three teachers)”, respectively. First, let us see the result
ofVGGmodel inTable 10.Additionally, the result of S-DNN
is set as the baseline. FromTable 10, we find that usingmore
pre-trained teachers with stochastic mean can increase the
Top-1 accuracy. It is shown that offline ensemble yields a
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Fig. 8. Illustration of using KL Divergence.

Table 9. Differential of adding KL Divergence (MobileNet-16>9) with
ImageNet64*64. T-DNN: MobileNet-16, S-DNN: MobileNet-9.

Exp1. Exp2. Exp3. Average
Differential
Accuracy

T-DNN 53.48 53.33 53.72 53.51 7.69
S-DNN{Baseline} 45.73 45.86 45.89 45.82 0.00
Hinton [7] 49.23 49.10 49.12 49.15 3.33
FSP [6] 46.38 46.15 46.65 46.39 0.57
P2(KL Divergence) 48.63 48.14 48.48 48.41 2.59

Table 10. Different numbers of teachers (VGG-11->6) with CIFAR-100.
T-DNN: VGG-11, S-DNN: VGG-6.

Exp1. Exp2. Exp3. Average
Differential
Accuracy

T-DNN 66.01 65.75 66.54 66.10 3.00
S-DNN{Baseline} 63.06 62.79 63.45 63.10 0.00
FSP [6] 64.51 64.18 64.53 64.40 1.30
P3(2 teachers) 66.15 65.94 65.90 66.00 2.90
P3(3 teachers) 66.20 65.97 66.02 66.06 2.96

Table 11. Different numbers of teachers (ResNet-32->8) with
CIFAR-100. T-DNN: ResNet-32, S-DNN: ResNet-8.

Exp1. Exp2. Exp3. Average
Differential
Accuracy

T-DNN 68.80 69.43 68.79 69.00 4.93
S-DNN{Baseline} 64.34 63.68 64.20 64.07 0.00
FSP [6] 65.30 65.48 65.65 65.47 1.40
P3(2 teachers) 66.27 66.01 66.15 66.14 2.07
P3(3 teachers) 66.71 66.69 66.96 66.78 2.71

1.66 increase over the competitor FSP [6]. In addition,
let us see the deeper model ResNet. From Table 11, we can
also find that using more teachers can increase the Top-1
accuracy. It is demonstrated that offline ensemble obtains
a 1.31 increase over the competitor FSP [6]. Finally, let us
see the result of MobileNet models as shown in Table 12. It
is demonstrated that adding KL Divergence yields a 2.59
increase over the competitor FSP [6].

Table 12. Different numbers of teachers (MobileNet-16->9) with
ImageNet64*64. T-DNN: MobileNet-16, S-DNN: MobileNet-9.

Exp1. Exp2. Exp3. Average
Differential
Accuracy

T-DNN 53.48 53.33 53.72 53.51 7.69
S-DNN{Baseline} 45.73 45.86 45.89 45.82 0.00
FSP [6] 46.38 46.15 46.65 46.39 0.57
P3(2 teachers) 49.25 49.52 49.29 49.44 3.2
P3(3 teachers) 49.13 49.54 49.36 49.34 3.52

4) Combination of proposed methods
By analyzing prior work, we want to try a combination of
proposed methods. The combination of crossing one layer,
adding KL Divergence and offline ensemble is shown in
Tables 13 and 14.

First, let us see the result of VGG with the combination
of crossing three layers, adding KL Divergence and offline
ensemble. From Table 13, we can see that by adding the pro-
posedmethod increases the Top-1 accuracy. It is shown that
the combination of proposed method gets an increase of
2.27 than FSP [6]. Second, let us see the deeper ResNet
model with the combination of proposed methods. From
Table 14, we can see that by adding the proposed method
to increase the Top-1 accuracy. It is shown that the combi-
nation of proposed method gets an increase of 2.98 than
FSP [6]. Finally, from Table 15 we can see that by adding
proposed method to increase the Top-1 accuracy, the com-
bination of proposed method get 4.04 increase than FSP
[6].

D) Comparison with other work
With the same compression on S-DNN, it can be seen that
our proposed method got the state-of-the-art results on
VGGandResNetmodels comparedwith the competitors [6,
7, 10, 11]. Aswe can see in Table 16, the result of our proposed
method achieves a 66.67Top-1 accuracywith a 2.08x com-
pression rate and 3.5x computation rate. Additionally, the
result of our proposed method achieves a 68.45 Top-1
accuracy with a 6.11x compression rate and 5.27x compu-
tation rate as shown in Table 17. Furthermore, we can see
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Fig. 9. (a) One pre-trained teacher. (b) Two pre-trained teachers. (c) Three pre-trained teachers.

Table 13. Combination of proposed methods (VGG-11->6) with CIFAR-100. T-DNN: VGG-11, S-DNN: VGG-6. P1: cross-three layers. P2: KL
Divergence. P3: three pre-trained teachers.

FSP [6] (Baseline) Cross-layer matrix KL Divergence Offline ensemble Top-1 accuracy
Differential
Accuracy

√
64.40 0.00√ √
64.80 0.40√ √ √
66.10 1.70√ √ √ √
66.67 2.27

Table 14. Different proposed method of cross matrix (ResNet-32->8) with CIFAR-100. T-DNN: ResNet-32, S-DNN: ResNet-8. P1: cross-three layers.
P2: KL Divergence. P3: three pre-trained teachers.

FSP [6] (Baseline) Cross-layer matrix KL divergence Offline ensemble Top-1 accuracy
Differential
Accuracy

√
65.47 0.00√ √
65.60 0.13√ √ √
66.13 0.66√ √ √ √
68.45 2.98

Table 15. Combination of proposed methods (MobileNet) with ImageNet64*64. T-DNN: MobileNet-16, S-DNN: MobileNet-9. P1: cross-three layers.
P2: KL Divergence. P3: three pre-trained teachers.

FSP [6] (Baseline) Cross-layer matrix KL Divergence Offline ensemble Top-1 accuracy
Differential
Accuracy

√
46.39 0.00√ √
49.12 2.73√ √ √
49.60 3.21√ √ √ √
49.86 3.47

Table 16. Computation, parameters, and average Top-1 accuracy comparison with VGG-11 and VGG-6 on CIFAR-100. T-DNN: VGG-11, S-DNN:
VGG-6.

FLOPSs [M] Parameters [M] Exp1. Exp2. Exp3. Average

T-DNN 212.8 7.93 66.01 65.75 66.54 66.10
S-DNN 60.71 3.8 63.06 62.79 63.45 63.10
Hinton [7] 60.71 3.8 64.89 64.81 64.84 64.84
FSP [6] 60.71 3.8 64.51 64.18 64.53 64.40
SSKD_SVD [10] 60.71 3.8 66.51 66.57 66.50 66.52
RKD [11] 60.71 3.8 62.41 62.38 62.33 62.37
Our method 60.71 3.8 66.62 66.60 66.78 66.67
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Table 17. Computation, parameters, and average Top-1 accuracy comparison with ResNet-32 and ResNet-8 on CIFAR-100. T-DNN: ResNet-32, S-DNN:
ResNet-8.

FLOPSs [M] Parameters [M] Exp1. Exp2. Exp3. Average

T-DNN 1101.7 7.4 68.80 69.43 68.79 69.00
S-DNN 191.79 1.21 64.34 63.68 64.20 64.07
Hinton [7] 191.79 1.21 67.83 67.97 67.72 67.84
FSP [6] 191.79 1.21 65.30 65.48 65.65 65.47
SSKD_SVD [10] 191.79 1.21 65.96 66.32 66.11 66.13
RKD [11] 191.79 1.21 66.84 66.78 66.05 66.55
Our method 191.79 1.21 68.53 68.41 68.41 68.45

Table 18. Computation, parameters, and average Top-1 accuracy comparison with ResNet-32 and ResNet-8 on CIFAR-100. T-DNN: ResNet-32,
S-DNN: ResNet-8.

FLOPSs [M] Parameters [M] Exp1. Exp2. Exp3. Average

T-DNN 117.59 2.97 53.48 53.33 53.72 53.51
S-DNN 57.32 1.86 45.73 45.86 45.89 45.82
Hinton [7] 57.32 1.86 49.23 49.10 49.12 49.15
FSP [6] 57.32 1.86 46.38 46.15 45.65 46.39
SSKD_SVD [10] 57.32 1.86 45.61 44.91 44.97 45.16
RKD [11] 57.32 1.86 48.98 48.41 48.41 48.79
Our method 57.32 1.86 49.90 49.80 49.90 49.86

Table 19. Classification results after knowledge distillation
(ResNet-50->10) with CIFAR-100 dataset.

ResNet Baseline(T-DNN) Our proposed

Compression 100 27.81
Computation 100 26.84
Top-1 accuracy 70.47 73.92
Inference time[ms] 188.9 66.3

in Table 18 that the result of our proposed method achieves
a 49.86 Top-1 accuracy with a 1.59x compression rate and
2.05x computation rate.

V . D ISCUSS ION

In this section, we show what our proposed methods meet
limitations. After that, we will compare solutions with the
previous proposed methods and discuss why some of our
proposed new ideas make our S-DNN get better perfor-
mance with the same compression.

A) Constraints of our proposed method
FSP [6] proposed a certain layer group in the network and
defined the correlation between input and output feature
maps of the layer group as Gramian matrix. The limitation
is that the T-DNN and S-DNN should have the same chan-
nels, as shown in Fig. 10. If the Gramianmatrices of T-DNN
and S-DNN do not have the same dimension,mT = ms and
nT = nS, then they cannot be calculated as loss function.
Furthermore, we find that huge difference layers between
T-DNN and S-DNN may cause the difficulty in transfer-
ring knowledge, as shown in Fig. 11. Hence, we define “the
T-DNN and S-DNN should have the same channels” and
“the huge difference layers between T-DNN and S-DNN”
as constraint 1 and constraint 2, respectively.

B) Solutions
How to make the Gramian matrices of T-DNN and S-DNN
with same dimension is the key to solving constraint 1. As a
result, we propose to use 1x1 convolution layers to forcibly
tune output channels of T-DNN. In Fig. 12, the color in
orange layers are the additional convolutional 1 × 1 layers.
Because the additional convolutional layer onlyworks in the
training procedure, the parameters of T-DNN and S-DNN
are the same with the original ones. Moreover, we pro-
pose two-step compression to solve constraint 2 as shown in
Fig. 13. We believe that using “Teacher” T-DNN to teach a
temporary neural network model “Temporal”, then use the
“Temporal” to teach the final target neural network model
“Student”.

Based on our proposed method, we do not have the
experiments on greatly reducing the depth of the student
model. There are two reasons. First, if we greatly reduce
the depth of the student model, the image sizes after pass-
ing the student module with reduced depth are differ-
ent from that of the original student model, the issue of
how to align with the teacher model needs to be resolved.
Second, to remove the number of Res-blocks to three in
some Res-blocks could make the top-1 accuracy drop heav-
ily since the CNNmodel may not learn enough details from
the feature maps.

As a result, we do not change the structure of ResNet.
We decrease the student model to the lowest number of the
ResNet layers to create the smallest size and computation of
the ResNet-10 as shown in Fig. 14.

C) Experiments and results
Using the same environment details of CIFAR-100 datasets,
we set the batch size to 64 during training and training
epochs to 200. We use ResNet-50 as the teacher’s model
and ResNet-10 as the student’s model and ResNet-18 as the
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Fig. 10. Limitation of FSP [6].mT , nT represent the dimension of T-DNN Gramian matrix andmS, nS represent the dimension of S-DNN Gramian matrix.

Fig. 11. Illustration of huge layer number difference. C, convolutional layer; FC, fully-connected layer.

temporal model, as shown in Fig. 14. Experimental results
show that the student’s model increases the Top-1 accuracy
by 3.45 and decreases 72.19 of parameters and 73.16
computation compared to T-DNN and reduces inference
time from 188.9ms to 66.3ms. The experimental results of
ResNet are shown in Table 19. Compared with ResNet-10

in Table 20, by using 1 × 1 convolutional layers and our
proposed method, ResNet-18 can obtain a 6.20 differ-
ential accuracy. Furthermore, by using two-stage KD, we
could increase the differential accuracy by a further 6.54.
We believe that using two-stage knowledge distillation can
prevent the loss of KD.

Fig. 12. Using 1 × 1 convolutional layers to decrease channels.
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Fig. 13. The illustration of two-stage knowledge distillation. C, convolutional layer; FC, fully connected layer.

Fig. 14. ResNet-50/ResNet-18 /ResNet-10.

Table 20. Methods of adding 1 × 1 convolution to solve the limitation of proposed method and multi-steps compression with ResNet models and
CIFAR-100. T-DNN1: ResNet-50. T-DNN2: ResNet-18. S-DNN: ResNet-10.

FLOPSs [M] Params [M] Exp1. Exp2. Exp3. Average
Differential
Accuracy

ResNet-50 924.46 17.08 70.56 70.37 70.49 70.47 3.09
ResNet-18 550.90 11.02 68.78 69.21 70.05 69.34 1.96
ResNet-10{Baseline} 248.42 4.75 66.93 67.16 68.07 67.38 0.00
1x1(50 ->18) 550.90 11.02 73.67 73.40 73.68 73.58 6.20
1x1(50 ->10) 248.42 4.75 72.51 72.62 73.04 72.72 5.34
1x1(50->18->10) 248.42 4.75 73.75 74.05 73.98 73.92 6.54

V I . CONCLUS ION

In this paper, we propose amethod using cross-layer knowl-
edge distillation with KL divergence and offline ensemble to
extractmore knowledge fromT-DNNto S-DNN to improve

the Top-1 accuracy of image classification. Moreover, we
use a 1 × 1 convolutional layer to tune the dimension of
Gramian matrix to solve the limitation of our proposed
method and we further propose a method, two-stage KD,
to avoid the loss of knowledge transfer.
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