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ABSTRACT

In this paper, we propose an autoencoder-based missing data comple-
tion method for multi-channel acoustic scene classification (ASC). It
has been reported that many deep-learning-based ASC methods using
multi-channel signals have robust performance. The advantage of using
multi-channel data is the capture of spatial and frequency information.
However, when there is missing data in multi-channel signals, the classi-
fication performance declines significantly. We focus on completing the
missing data by using an autoencoder as the preprocessor of ASC mod-
els. Since positional relationships between multi-channel microphones
are modeled in the latent space of the proposed autoencoder, missing
information is reconstructed via the latent space from the multi-channel
input, including missing data. In an experiment, the missing data is
completed by using the proposed autoencoder, and the accuracy of ASC
systems is improved by using the completed multi-channel signals.
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1 Introduction

Acoustic scene classification (ASC) has been researched actively [1]. Owing
to the evolution of machine learning, many deep neural network (DNN)-
based methods for ASC have recently been proposed [4, 16, 29]. In ASC,
it is well known that multi-channel signals contribute to robust systems
because both spatial and frequency information are extracted from multi-
channel signals because sound source positions can be estimated from the
spatial information [11, 15, 31]. Additionally, multimodal approaches with
multi-channel signals that effectively use the spatial information have been
researched [18, 19].

However, when there is missing data in multi-channel signals due to micro-
phone malfunctions, packet loss in network errors, faulty connections of the
microphone cable, the classification performance of ASC systems is significantly
degraded because the multi-channel signals with missing data differ from those
without missing data [28]. In conventional methods of addressing the missing
data problem, the simulated missing data was regarded as augmentation data
and mixed into training data [20, 25]. However, it is difficult to simulate all
types of missing data in training data.

As another approach to addressing the missing data problem, we focus
on completing the missing data by using an autoencoder as the preprocessor
of ASC models. Since an autoencoder models its latent space to reconstruct
input data, important information is compressed into the latent space. In
the case of inputting multi-channel signals to an autoencoder, it is assumed
that the relationships between multi-channel signals are modeled in the latent
space. Therefore, by using the reconstruction function of an autoencoder,
in this paper, we propose an autoencoder-based missing data completion
method for ASC systems with multi-channel signals. Since the proposed
method is assumed to be used as the preprocessor of an ASC system, it
is expected to mitigate the missing data problem in ASC systems regard-
less of whether the classification system has a countermeasure against the
problem.

To construct the proposed autoencoder for completing the missing data,
we use a convolutional autoencoder (CAE) to reconstruct the time-frequency
domain. The reason is that since the short-time Fourier transform (STFT)
magnitude is unchanged under translation in the time domain and robust to
changes in waveform unrelated to the meaning of the data [35], audio signals
are often used as spectrograms in DNN-based ASC techniques [16, 22, 29]. To
investigate the characteristics of the proposed CAE, we prepared five different
architectures. To evaluate the proposed method, we performed acoustic
classification tasks with three different ASC models. Our experimental results
show that the proposed method completed the missing data satisfactorily,
improving the accuracies of all ASC systems.
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The rest of the paper is organized as follows. In Section 2, the problems of
multi-channel ASC are explained. Then, the proposed missing data completion
method using an autoencoder is introduced in Section 3. In Section 4, we
evaluate the proposed method and show the experimental results. Finally, our
conclusion is shown in Section 5.

2 Problems of Multi-channel Acoustic Scene Classification

The purpose of ASC is to classify scene sounds into predefined categories.
Techniques related to ASC are expected to have many applications such as
auto-tagging to multimedia [3], localization [26], and anomaly detection [21].
Since 2016, an international competition named the detection and classification
of acoustic scenes and events (DCASE) challenge [23] has been held every
year. As a result of this competition, many DNN-based ASC techniques
have been proposed. Recently, some tasks using multi-channel signals have
also been focused on because a multi-channel database has been released by
the organizers of the DCASE challenge. Since multi-channel signals include
spatial information, they are expected to contribute to improving classification
performance, unlike single-channel signals. It has also been reported that
multi-channel-based ASC systems obtain a higher accuracy than single-channel-
based ones. However, as shown in Figure 1, when multi-channel signals include
missing data, the classification performance declines significantly [28] owing
to the missing data problem. Multi-channel data may include missing data
owing to a recording error, for example, in the databases of the DCASE 2018
challenge taskb [8] and CHIMES [2].
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Figure 1: Performance differences between acoustic tasks with clean and missing data.

To address the mismatch problem caused by multi-channel data with
missing data between the training and testing data, data-augmentation-based
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methods have been proposed [20, 25]. These methods include simulating
missing data, which is used as training data to train a robust model. Although
the data augmentation-based methods work well, it is difficult to expect them
to be effective for all types of missing data and to be able to generate many
types of simulated data. Moreover, when the simulation data is changed
or added, the ASC models must be retrained with the data. On the other
hand, semi-supervised domain adaptation [30] and knowledge transfer [14]
were proposed for the device adaptation task to solve the recording device
mismatch problem between training and testing data. In this paper, the
proposed method is regarded as a preprocessing of the classifiers and aims to
avoid retraining the classifiers. Therefore, these methods focusing on improving
the robustness of the classifier itself is not regarded as comparison method.
The device adaptation task is a task to relieve differences of multi-device and
is not focused on the multi-channel signals. However, the device adaptation
task is helpful to our proposed method to expand to the application of using
multi-device.

3 Missing Data Completion Using Autoencoder

3.1 Motivation

We propose a missing data completion method to address the missing data
problem described in Section 2. When multi-channel signals include missing
data in some channels, it is difficult to extract spatial information satisfactorily,
resulting in the performance deterioration of the classification system using
multi-channel signals. Therefore, the proposed method focuses on completing
a missing channel, and the reconstructed multi-channel signals are used to
extract sufficient spatial information to improve the ASC performance. Since
the proposed method is assumed to be used as the preprocessor of an ASC
system, it is expected to mitigate the missing data problem, regardless of
whether the classification system has a countermeasure against the problem.

Although the virtual microphone technique performs a similar task [9, 24,
34], it requires details of each microphone position. In contrast, the proposed
method simply requires the channel with missing data.

3.2 Completion Procedure

In this section, we describe the completion procedure of the proposed method.
an autoencoder is used as a missing data completion model. Originally, an
autoencoder was used for dimensionality reduction or ceature extraction. As
shown in Figure 2, an autoencoder consists of two components, an encoder and
a decoder. As shown in Equation (1), the autoencoder is trained to reconstruct
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Figure 2: Network architecture of the autoencoder used in the proposed method.

input data by minimizing the mean squared error (MSE) of the input and
output as follows.

mm<1 i (x— D (E () )2), (1)

where n is the number of data samples and x represents the input spectrograms.
E() and D() are the encoder and decoder functions, respectively. Since the
encoder layers compress input data into a low-dimensional latent space, the
decoder layers reconstruct input from the latent space with interpolation. In
our proposed method, we focus on the fact that multi-channel signals with
missing data are completed by passing them through the autoencoder. Since
passing the signals through the autoencoder only once is insufficient, multi-
channel signals with missing data are input repeatedly, similarly to that in
the Griffin-Lim algorithm [12]. Since multi-channel signals are represented as
spectrograms in many ASC tasks, the multi-channel autoencoder completes the
missing data in the time-frequency domain. In DNN-based ASC techniques,
audio signals are often represented as spectrograms [16, 22, 29| because the
STFT magnitude is unchanged under translation in the time domain and
robust to changes in waveform unrelated to the meaning of the data [35].
When a multi-channel signal input into the autoencoder has a missing channel,
the output of the autoencoder is expected to complete the missing channel
information by using the decoder layers. The proposed completion procedure
is illustrated in Figure 3. First, multi-channel spectrograms with missing
data are input into an autoencoder, that has already been trained with a
clean multi-channel dataset. Second, only the missing channel data of the
autoencoder input is replaced with the output data. Then, multi-channel
spectrograms with the replaced data are input into the autoencoder again. By
repeating this process, the missing data is gradually completed.

3.8 Multi-channel Autoencoder Architechture

We prepared five completion models based on various concepts as listed below.
Figure 4 shows the architecture of each CAE, where A, B, and C represent the
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Figure 3: Block diagram of the proposed missing data completion method using an autoen-
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Figure 4: Network structure of the CAE used in the proposed method.

numbers of convolutional layers and encoder—decoder blocks and the maximum
number of channels in the latent space, respectively.

1. CAE-S
CAE-S has five layers; A =1, B =1, and C = 8. The maximum number
of channel dimensions in the latent space is set to 256. Since the number
of parameters is small, the expressive power of the autoencoder is limited.
We assumed that the limited expressive power reduces the amount of
abnormal output.
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2. CAE-M

CAE-M has 17 layers; A = 1, B = 3, and C = 256. The maximum
number of channel dimensions in the latent space is set to 256. In the
anomalous sound detection tasks, a key task is to encode audio features
into latent space to detect unusual sounds. In the proposed method,
we expect that the CAE-M will encode channel relationships correctly.
CAE-M is based on a model that was introduced for anomalous sound
detection tasks [10].

3. CAE-L
CAE-L has 28 layers; A = 2, B = 3, and C = 256. The maximum
number of channel dimensions in the latent space is set to 256. Since
the decoder of CAE-L has many convolutional layers, we expect that
the decoder layers will generate a more detailed output than the other
models.

4. CAE-latent-S
CAE-latent-S has 17 layers; A =1, B = 3, and C' = 8. The maximum
number of channel dimensions in the latent space is limited to 8. The
autoencoder strongly compresses extracted information into the latent
space. Thus, it is expected that channel relationships will be extracted
explicitly.

5. CAE-latent-L
CAE-latent-L has 27 layers; A = 1, B = 3, and C' = 1024. The maximum
number of channel dimensions in the latent space is set to 1024. We
expect that the autoencoder will reconstruct input more accurately
than the other models because the autoencoder holds a large amount of
information in the latent space.

Each CAE has different numbers of convolutional layers and encoder—decoder
blocks and a different maximum number of channel dimensions in the latent
space. Therefore, the completion ability of each CAE is different.

4 Experiment

To evaluate the proposed method, we performed three experiments to investi-
gate the completion performance of each CAE structure, the performance of
some classification systems by using the completed signals, and the robustness
of the completion models.
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4.1 Database

The SINS database [7] was used as a multi-channel signal scene database.
The SINS database contains continuous multi-channel audio recordings of
one person living in a vacation home over a period of one week, and it was
provided as a database for the ASC task. In our experiment, microphone
arrays Nos. 2, 4, 6, and 8 were selected, where the numbers correspond to
those in Figure 5, and one channel of each microphone array was combined
to prepare four-channel audio signals. For the classification task, nine classes
of acoustic scenes, “Absence,” “Cooking,” “Dishwashing,” “Eating,” “Other,”
“Social activity,” “Vacuum cleaner,” “Watching TV,” and “Working,” were used.
Since the sample numbers of “Calling” and “Visit” were insufficient, the class
“Social activity” was made by concatenating “Calling” with “Visit” [6]. The
database was divided into two parts, one to construct the completion models
and one to construct the ASC models. Tables 1 and 2 show overviews of the
database for constructing the completion and ASC model, respectively. The
completion model part was split into training and validation data, and the
ASC model part was split into training, validation, and testing data. The
audio was divided into 10 seconds. The direct current components of the audio
waves were also removed.

Figure 5: Two-dimensional floorplan of combined kitchen and living room [8] with selected
microphone array numbers in SINS database.

4.2 Experimental Setup

As an input feature, four-channel log-Mel spectrograms were used. The input
feature was extracted by calculating the STFT, where the window length was
1024, the window shift was 320, and the dimension of the Mel filter bank was
40. To investigate the characteristics of the best architectures for completing
the missing data, the five model architectures described in Section 3 were
compared. As the conventional method of image reconstruction, U-Net [27]
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Table 1: Overview of the dataset for constructing completion models [hours|.

Classes Training Validation Total
Absence 8.4 2.1 10.5
Cooking 2.3 0.5 2.8
Dishwashing 0.6 0.2 0.8
Eating 1.0 0.3 1.3
Other 0.9 0.2 1.1
Social activity (Calling 4+ Visit) 2.2 0.5 2.7
Vacuum cleaner 0.4 0.1 0.5
Watching TV 8.3 2.1 10.4
Working 8.3 2.1 10.4
Total 324 8.1 40.5

Table 2: Overview of the dataset for constructing ASC models [hours].

Class Training Validation Testing Total
Absence 8.4 2.1 2.6 13.1
Cooking 1.0 0.2 0.3 1.5
Dishwashing 0.3 0.1 0.1 0.5
Eating 0.5 0.1 0.2 0.8
Other 0.6 0.2 0.2 1.0
Social activity 1.0 0.3 0.3 1.6
Vacuum cleaner 0.2 0.1 0.1 0.3
Watching TV 8.3 2.1 2.6 13.0
Working 7.9 2.0 2.5 12.3
Total 28.2 7.1 8.8 44.1

was prepared. Two metrics were used to assess completion models. The
first one was the MSE between the input and output spectrograms of the
completio n models in the missing data channel, hereafter referred to as In-
Out MSE. The other metric was the MSE between the completion model
output and the true values of the spectrograms, hereafter referred to as Out-
True MSE. These metrics were measured in each completing iteration. The
training conditions for the completion models were 1000 epochs using the Adam
optimizer [17], whose parameters were set as a learning rate of 0.0001, 5; = 0.9,
and [y = 0.999. In-Out MSE was used as a loss function. The number of
completing iterations was 30. The differences among the four channels were
basically small because the spatial information was captured from the small
differences in each channel. Therefore, the completion performance of the
proposed method strongly depended on the initial value of the missing data
spectrogram. From our preliminary experiments, we recognized that a constant
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value was not suitable for the initial value of the missing data spectrogram.
Thus, the initial value of the missing data spectrogram was assigned as the
average of the other channels. In the experiment, we assumed that the channel
causing the problem was known, and the missing channel was set in microphone
No. 2.

In the experiment to evaluate the performance of some classification systems
by using the completed signals, we used three ASC models: a convolutional
neural network (CNN), a convolutional recurrent neural network (CRNN),
and a patch-based convolutional network. ResNet50 [13] was used as a repre-
sentative CNN model. CRNN has been used for document classification [32].
It combines the advantages of a CNN for capturing local features and an
RNN for the temporal summarization of the input. In this experiment, a
modified CRNN [5] inspired by a model proposed for musical classification
was used. As a patch-based convolutional network, ConvMixer [33], which is
a state-of-the-art classification model for image classification tasks was used.
It has been reported that the patch embeddings installed in the first layer of
ConvMixer help it to catch input features effectively. The training settings
for the ASC models were as follows. The number of training iterations was
100 epochs, SpecAugment [25] was adopted for data augmentation, and the
Adam optimizer [17] was used, where the parameters were set as a learning
rate of 0.0001, 81 = 0.9, and B3 = 0.999. To evaluate the performance of the
proposed method in the ASC task, we prepared three conditions for testing.

1. Clean
Clean refers to the condition that four-channel log-Mel amplitude spec-
trograms have no missing data. This condition was used to one of the
upper bounds of the proposed method.

2. Missing
Missing refers to the condition of missing data in microphone No. 2.
The missing data was represented as the average of the other channels.

3. Completed
Completed refers to the output of the proposed method. Missing data
was completed by passing it through the completion model repeatedly.

As the metric of the ASC evaluation, the macro F-score [8], which considers
the difference in the amount of data in each class was used.

In the evaluation of the robustness of the completion models, we investigated
the performance when the completion and ASC models were trained using
the microphones in different positions. We evaluated the behavior of the
completion models for two situations.

Situation 1: the positions of the microphones used for training the
completion models were shifted compared with those of the missing
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and completing conditions as shown in Figure 6. Even though the
microphone positions were different for the completion and ASC models,
both relationships of the microphone positions were similar.

v

Figure 6: Microphone positions for completion models and ASC models for Situation 1.

Situation 2: The positions of the microphones for the ASC models were
in the crossed position of those for the completion models, as shown in
Figure 7.

Figure 7: Microphone positions for completion models and ASC models for Situation 2.

4.8 Comparison of Each Completion Model

Figure 8 shows the example signals of Clean, Missing, and Completed con-
ditions. By comparing Clean with Missing, Missing, which was the average
of the other channels, has large values at the red circle. In multi-channel
acoustic scene classification, since the spatial information is calculated from
slight differences between microphones, the average of the other channels
degrades classification performance. In the Completed condition, the values
at the red circle are getting closer to that of Clean. This indicated that the
proposed method could perform to complete the relative value of Clean from
the average values in Missing. Same as the previous example, some signals at
the red box in Missing were getting weak in Clean and Completed conditions.
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Figure 8: Example signals of Clean, Missing (the average of the other channels), and
Completed conditions.

This denoted that the proposed method completed some proper signals for
representing some missing data.

Figure 9 shows the trajectories of In-Out MSE and Out-True MSE for each
completion iteration in each completion model. For CAE-M, it can be seen
that In-Out MSE converged and Out-True MSE gradually increased, but the
value did not increase. It is considered that the missing data was satisfactorily
completed since CAE-M had sufficient number of parameters to maintain
acoustic features and channel relationships. For CAE-L and CAE-latent-S,
In-Out MSE of CAE-L and CAE-latent-S converged to zero, in contrast to
CAE-M. This result indicates that the completion model hardly changed the
input data. It is considered that CAE-L failed to learn acoustic features and
channel relationships because it has too many parameters for the dataset. For
CAE-latent-S, since the latent space is too small to maintain acoustic features
and channel relationships, CAE-latent-S was unable to generate details of the
spectrograms. In-Out MSE had similar values for CAE-M with CAE-latent-L.
Unlike In-Out MSE, Out-True MSE of CAE-latent-L had an almost constant
value. It is considered that CAE-latent-L performed an identical transformation
because the input data was not compressed owing to the large latent space.

For CAE-S and U-Net, both In-Out MSE and Out-True MSE were increased
with the number of iterations. It is considered that the modeled latent space
of CAE-S was insufficient to generate a sufficiently detailed spectrogram owing
to the lack of parameters. Since the deficient spectrograms generated by
CAE-S were input into CAE-S repeatedly, In-Out MSE increased. For U-Net,
In-Out MSE was low at the beginning of the completing iterations. It is
considered that the output data was similar to the input data because of the
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Figure 9: Trajectories of In-Out MSE and Out-True MSE for each completion iteration in
each completion model.

skip connection. The increases in In-Out MSE and Out-True MSE for U-Net
indicate that U-Net did not complete data.

4.4 Classification Performance with Completed Signals

Table 3 shows the F-scores of the clean, missing, and completed conditions for
each completion model. Focusing on the CRNN, the F-score of missing was
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Table 3: Classification results of clean, missing, and completed conditions with different
completion models described in F-score [%].

Completion model Conditions CNN CRNN ConvMixer
Clean 95.94 95.48 95.13
) Missing 71.21 30.25 79.71
CAE-S Completed 72.93 63.30 76.35
CAE-M Completed 83.36 81.94 91.39
CAE-L Completed 91.24 87.75 86.42
CAE-latent-S Completed 91.35 87.63 88.55
CAE-latent-L Completed 87.36 84.85 84.67
U-Net Completed 69.89 37.24 80.59

Table 4: Precision and recall scores of the experimental results described in Table 3.

Completion
model Condition CNN CRNN ConvMixer
Clean 96.07 / 96.13 9591 / 95.22  95.45 / 95.41
) missing 84.69 / 75.24  83.00 / 39.89  86.76 / 80.91
CAE-S 85.03 / 76.34  84.11 / 68.17  85.56 / 78.33
CAE-M 87.73 / 81.75  89.82 / 79.50 92.26 / 91.35
CAE-L Completed 91.38 / 91.41 89.57 / 86.73  86.60 / 86.47
CAE-latent-S P 91.82 / 91.70 89.12 / 87.32 89.29 / 88.83
CAE-latent-L 88.96 / 87.67  87.28 / 84.55  85.21 / 84.49
U-Net 83.75 / 73.42 5875 /30.36  86.92 / 81.57

extremely low. This indicates that the CRNN was vulnerable to a mismatch
between the training and testing data. Comparing clean and missing, the
F-scores of missing of CNN and ConvMixer were also lower than that of clean
even though ConvMixer is the state-of-the-art classification model in image
classification. The results indicated that missing data degraded the ASC
systems markedly. On the other hand, comparing missing and completed, the
F-score of completed of almost all CAE-based completion models was improved
for all ASC models. In particular, completion using CAM-M, CAE-L, and
CAE-latent-S, whose In-Out MSE converged as shown in Figure 9, improved
the F-score greatly. The results indicate that the completion method for multi-
channel missing data is an effective preprocess regardless of the ASC model.
Table 4 represents the precision and recall scores, which corresponded to
the F-scores of Table 3 in the submitted paper. CAE-M with ConvMixer,
which achieved the highest F-score, has a small difference between the precision
and recall scores but CAE-M with CNN and CRNN the larger differences such
as 5.98 and 10.32 than 0.91 of ConvMixer. On the other hand, CAE-latent-S,
which achieved almost the same F-score as CAE-M has a small difference
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between the precision and recall score with any classification models. This indi-
cated that CAE-latent-S is more stable than CAE-M in the proposed method.

Figure 10 shows the trajectories of the F-score using three types of ASC
models for each completion iteration in each completion model. The result for
iteration 0 represents the initial value input in the completion models used for
ASC. By the end of the completing iterations, the F-score had decreased in
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Figure 10: Trajectories of F-score using three types of ASC models for each completion

iteration in each completion model.
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Figure 11: Confusion matrices of the experimental results using ConvMixer and CAE-M
described in Table 3.

Table 5: F-scores of clean, missing, and completed conditions with CAE-M and CAE-latent-S
in Situations 1 and 2|%].

Completion model Conditions CNN CRNN ConvMixer
Clean 95.94 9548 95.13
) Missing 71.21 30.25 79.71
CAEM Completed (Situation 1) | 80.14 74.79 81.97
Completed (Situation 2) | 74.29  60.38 78.26
Completed (Situation 1) | 82.38 76.22 85.41
CAE-latent-S Comgleted ESituation 2§ 70.11  58.63 75.91

almost all the completion models. This indicates that over-completion occurred
in the latter half of the completing iterations. From this investigation, an
assessment to stop the iteration for obtaining an adequate completion signal.

Comparing CAE-S with U-Net in Figure 10, the F-score of the completion
models deteriorated. In contrast, In-Out MSE of these models gradually
increased (Figure 9). According to these results, a completion model whose
In-Out MSE gradually increases is inappropriate for ASC.

Figure 11 shows the experimental results using ConvMixer and CAE-M
described in Table 3. Comparing Clean with Missing, the F-score of “Working”
and “Eazting.” was degraded. This denoted that the lack of spatial information
affected the classification performance of “Working” and “Eating.” Comparing
Missing with Completed, the F-score of “Working” was increased considerably.
This indicated that the proposed method contributed that classifier trained with
clean data identified “Working” correctly by completing spatial information.

4.5 Robustness of Completion Models

Table 5 shows the F-scores in Situations 1 and 2 with CAE-M and CAE-
latent-S. In both situations, the proposed method was evaluated using the
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ASC task with three ASC models, namely, the CNN, CRNN, and ConvMixer.
Comparing Situations 1 and Situation 2, all F-scores of the completed data in
Situation 1 were higher than those in Situation 2. The results indicate that
the proposed CAE modeled the relationship of the microphone position in
the latent space. Therefore, even though the ASC systems were trained with
microphones in different positions, when the relationship of the microphone
position is similar, the proposed method satisfactorily perform.

5 Conclusion

In this research, we proposed an autoencoder-based missing data completion
method for multi-channel signals. As a preprocess of ASC models, the proposed
method iteratively completed the missing data by using the relationship
between multi-channel signals. From the experimental results, we confirmed
that the proposed method, which had a sufficient number of model parameters,
reconstructed the missing data adequately for improving the ASC models. In
future work, we will use the proposed system in more complicated situations
and perform some assessments by selecting sufficient number of iterations to
reconstruct the missing data. We will use other completion models such as
transformer and variational autoencoder. Moreover, we will consider semi-
supervised domain adaptation and knowledge transfer learning as one of the
applications for the proposed method.
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