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ABSTRACT

This study presents a novel approach for generating empathetic responses
in dialogue through conditional adversarial learning. The method in-
volves using a BERT-MLP model to detect the user’s emotions and
the system’s dialogue act, and then utilizing conditional adversarial
learning to construct a generator based on the user’s emotions, dia-
logue history, and dialogue act. A sympathy discriminator is trained
to distinguish between empathetic and non-empathetic responses, and
the corresponding words are filled in the generated template based
on the semantic slots. To evaluate the proposed approach, the study
collected 1,740 conversations with empathetic responses, which were
labeled with the user’s emotion, medical history, and system dialogue
act. The experimental results based on 5-fold cross-validation showed
that the proposed method of applying conditional adversarial learning
achieved the best BLEU score (41.3%), the best BERTSCORE (−5.84
for the evaluation on question sentences and generated sentences; −4.15
for the evaluation on answer sentences and generated sentences) and
emotion reflection rate (86.4%), which outperformed the Transformer-
and conditional Transformer-based methods. This study also conducted
subjective evaluations, achieving 77.55%, 79.47%, and 75.87% accuracy
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in the scores of relevance, grammatical correctness, and empathy, re-
spectively. In significance test and Cohen’s KAPA score of relevance,
grammatical correctness and empathy, the proposed method was better
than the Transformer- and conditional Transformer-based methods. In
addition, in the consulting performance evaluation, the experimental
results showed that the proposed method achieved the best empathy
score of 3.8 (average KAPA score was 0.627), which was better than the
other methods.
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1 Introduction

In recent decades, spoken dialogue systems have gained popularity among
those seeking additional assistance and have been extensively developed in
various areas such as ticket booking, hotel reservations, and interview coaching
[7, 33–35, 41]. Generally, dialogue systems can be categorized as task-oriented
or non-task-oriented based on their intended use. Task-oriented systems are
designed to complete specific tasks through conversations with users, such
as service reservations or product inquiries. Non-task-oriented systems, on
the other hand, provide companionship and entertainment by conversing
with users, like chatbots. Dialogue systems use natural language to simulate
human conversation, and the system is expected to provide grammatically and
semantically consistent responses after receiving the user’s input. Despite the
success of neural dialogue models in generating responses, they often produce
generic and uninteresting replies. While spoken dialogue systems can respond
to user queries, they lack the ability to express emotions in their responses.

This study considers the user’s health status, including diseases and symp-
toms, as a means of understanding user behavior. Our approach takes into
account the user’s personal medical history, emotions, and health-related events
to produce empathetic responses. There are two main issues that we address in
generating empathetic response sentences. First, current empathetic dialogue
systems incorporate user emotional states and personalities into the generative
model to generate appropriate responses. Second, to meet the criteria for
empathy, this study combines predicted user emotions and personal medical
histories as inputs for empathetic response generation, utilizing the adversarial
method to accurately reflect user emotions and consider response fluency based
on a template-based transformer. To address these issues, this paper employs
a Transformer-based generator with conditions on emotion, dialogue act, and
personal medical history. To account for the lack of consideration of the user’s
experience in empathic practice, we use the user’s personal medical history
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related to health topics as the generation condition for the Transformer-based
generation model. Furthermore, to address the problem of dialogue systems
generating responses that do not conform to the user’s emotions, we use the
user’s emotion as a condition for the generator and construct a discriminator
to guide the generation direction in the conditional adversarial training process.
This approach is an improvement over previous models that did not incorporate
empathetic techniques rooted in psychology to address the user’s emotions
and circumstances.

2 Literature Review

2.1 Empathy

In human-human conversations, psychological studies have shown that people
experience positive mood [36, 39] or have friendly feelings toward their partner
when the partner shows their empathy [12, 38]. In addition, empathy plays an
important role in communication with others. It can correctly understand the
user’s emotions and give an appropriate response after correctly interpreting
the user’s behavior. Understanding of emotion and semantics are inseparable.
Studies have shown that the use of empathic virtual assistants can help
improve human-computer interaction [34] and increase user satisfaction and
participation [7, 41]. Especially, in all groups, empathy is important in
communicating with elderly people. Using empathy and communication skills
is helpful to accurately understand and express each other’s feelings and
meanings, and to listen to their needs. In this study, an empathetic dialogue
system is proposed and applied to provide comfort and heart-warming response
to the users.

In the concept of empathy, Carkhuff [2] divided empathy into two levels:
low and high, which respectively aimed to understand the implicit experience,
feelings, and behaviors of the other party. Table 1 is a dialogue response
example with and without empathy. An empathetic response allows the
recipient to feel that we understand his/her physical and mental health and a
chance to talk more about what is truly bothering him/her.

Empathy is the ability to identify other people’s experiences, feelings,
and behaviors, and express these basic understanding to them [2]. In terms
of feeling, we try to understand the user’s feelings by detecting the user’s
emotions and use the detected emotions as one of the conditions for generating
empathetic response. In recent years, some dialogue systems have been designed
to detect emotion from different signal sources to make the empathetic virtual
robots to be more human-like in their interactions [7, 32, 40]. In [7], Zara, a
prototype system of an empathetic virtual robot, was designed to recognize
user emotions and the most significant step was to make robots to be more
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Table 1: An example for comparison of responses w/o empathy.

human-like in their interactions, expecting that future robots will be more
compassionate and will not cause harm to humans in their interaction with
machines. Siddique et al. [32] proposed the enhanced personality module of
Zara with improved performance of the recognition based on speech and text
using deep learning frameworks. In their framework, empathy analysis which
includes emotion recognition, sentiment analysis and personality analysis was
used for langue understanding. In [40], empathy analysis on the designed
system, Empathetic Psychologist Nora, which considered emotion recognition,
sentiment analysis, stress detection and personality analysis was also used for
langue understanding. Nora understands, empathizes, and adapts to users
using emotional intelligence modules which enable Nora to personalize the
content of each conversation. Rashkin et al. [28] proposed a new dataset of 25K
dialogues grounded in situations prompted by specific emotion labels. Their
experiments showed that using this dataset to fine-tune conversation models
leads to responses that are more empathetic with evaluation by humans.

In addition, many scholars have focused on the research on the generation of
empathic responses, hoping to generate empathic and fluent response sentences
[15–18, 29, 31, 42]. Rashkin et al. [29] proposed a novel dataset in emotional
situations and a new benchmark for empathetic dialogue generation. Their
experiments indicated that dialogue models that used the proposed dataset
were perceived to be more empathetic by human evaluators. Li et al. [15]
proposed the EmpDG model to generate more empathic responses, where the
model exploited both coarse-grained dialogue-level and fine-grained token-level
emotions. The model also used an interactive adversarial learning framework
to identify whether the generated responses evoked emotional perception in
the dialogue. Lin et al. [17] proposed a novel end-to-end MoEL for modelling
empathy in dialogue systems. Human evaluation on the EMPATHETICDI-
ALOGUES dataset [29] confirmed that MoEL outperformed the multi-task
training baselines in terms of empathy, relevance, and fluency. Shin et al.
[31] proposed Sentiment Look-ahead to simulate future user emotional states
and showed that their proposed method produced responses that were more
empathetic, relevant, and fluent than other competing baselines.
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Based on prior studies [7, 15–18, 28, 29, 31, 32, 40, 42], we put forward
a conditional adversarial learning framework that takes into account user
emotions and experience expectations to produce response sentences that align
with Carkhuff’s concept of empathy [2].

2.2 Emotion Recognition

At present, some dialogue systems have been designed to detect emotion from
facial expression, speech, text, and personality to help generate empathetic
responses [7, 32, 40]. Su et al. [34] analyzed the human-machine dialogue
in specific situations. They set emotional stimulus conditions related to
user behavior and determined the emotion expressed by the system in specific
situations. Fung et al. [8] used sentences in the Twitter database with emojis as
emotion tags to train the emotional embedding. They hoped that the dialogue
system can feel the user’s emotion and make human-computer interaction
more empathetic.

Voice-based emotion recognition [13, 20] and image-based emotion recog-
nition [10, 26] have yielded positive results in research. Recently, detecting
emotions in textual and spoken dialogues has gained attention as a research
topic [3]. Text emotion detection methods can be categorized as supervised
and unsupervised. Supervised methods typically use hashtags, emoticons,
emotional markers, and other training labels, and utilize machine learning
models to classify emotional features [3, 22, 27, 30]. For instance, [3, 22, 27,
30] employed emotion-related tags on Twitter as training labels and utilized a
support vector machine (SVM) as a binary classifier for emotion classification.
Besides, Hasan et al. [11] used an emotion lexicon in addition to hashtags as
emotional training labels and compared the performance of various common
machine learning algorithms such as Naïve Bayes, SVM, Decision Trees, K-
Nearest Neighbor (KNN) for emotion classification. Their experimental results
showed that Decision Trees and Naïve Bayes achieved the highest accuracy
using all proposed features. However, SVM achieved the highest accuracy by
using unigrams, and KNN achieved the highest accuracy by using unigrams
and negations.

Unsupervised methods for text emotion detection focus on identifying
specific words in sentences, such as nouns, verbs, adjectives, and adverbs, and
then estimating the emotion vector of the sentences based on the semantic
similarity of these words [1]. On the other hand, supervised methods often use
pre-labeled data and machine learning models, such as BERT-MLP, to classify
the emotional features of the text [5]. In particular, the use of Transformers [37]
in BERT-MLP models can capture the bidirectional features of the text and
has been shown to achieve good performance in sentence emotion classification,
making it a suitable model for this study.
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2.3 Natural Language Generation

Natural language generation is a challenging task due to the ambiguity and
polysemy of texts and dialogues. To ensure smoothness, readability, and
information content of generated sentences, there are three main methods:
template-based, retrieval-based, and neural generative models. Template-
based models set rules to regulate response timing and content, resulting
in more fluent and high-quality statements but requiring significant manual
effort. Retrieval-based models calculate similarity between input and candidate
response sentences to generate more grammatical responses, but with low
variability. Generative models, the most common approach, include the
sequence-to-sequence model, generative adversarial network, and attention
mechanism. In a previous study, an adversarial learning framework was
proposed to generate conditional responses with improved response quality
and controllability by using dialogue acts as features to discriminate generated
results that do not follow the given dialogue act. This study integrates the
Transformer-based model and adversarial learning method to generate response
sentences that balance fluency and user emotion. The Transformer model’s
multi-head self-attention architecture captures interrelationships between words
in a sentence, and parallelization improves computational efficiency. The
discriminator considers medical history, user emotion, and dialogue acts as
features to distinguish fake generated results that do not reflect user emotion.

3 Database Design and Collection

This study adopts the definition of empathy from [2], which describes it as a
complex ability to comprehend and share the emotional states of others, leading
to compassionate behavior. Empathetic dialogue systems are the focus of this
research, and Table 2 provides examples of empathetic responses given by

Table 2: An Example of the Empathetic Dialogue.



Conditional Adversarial Learning for Empathetic Dialogue Response Generation 7

counselors. The responses show that the counselor’s statement contains both
emotional and factual aspects. The research collects data on users’ medical
conditions and symptoms through dialogues. Furthermore, certain rules are
established as a reference for compiling an empathy database for the study.

The aim of this study is to develop an empathetic dialogue system that
addresses health issues affecting elderly individuals. To collect the necessary
corpus, we focused on daily conversations related to health topics commonly
discussed by middle-aged and elderly people. We invited 10 participants to
engage in character dialogue simulations while following these guidelines:

1. Participants received training in the required labeling skills and the
correct labeling method.

2. Participants simulated conversations with senior individuals.

3. Participants labeled the emotion and personal medical history of the
user’s response.

4. Participants marked the dialogue act of the system’s response.

5. The system’s response included an expression of the user’s received
emotions and events, when the user showed a non-neutral emotion and
mentioned a health-related event such as a disease or symptom.

6. If the user mentioned health-related issues, the system referred to the
user’s medical history and healthcare-related websites to respond.

To collect the corpus, the participants were invited to simulate character
dialogues, following the specifications we designed. We ensured a balanced and
clear representation of different emotions in the corpus design, and made sure
that the users’ language exhibited a variety of emotions. The dialogue part
is collected turn by turn. The user input sentence and the system response
sentence are defined as one dialogue turn. A total of 1,740 dialogue turns
were collected, and the average collection time of one dialogue round is about
three minutes. The total duration of the dialogues is about 83 hours. The
average number of sentences in the user turn is 2.01, the average sentence
number in the dialog system turn is 2.55, and the vocabulary size is 2487. The
database includes labels consisting of 4 fundamental emotion types (happiness,
neutrality, anger, and sadness) [23], 4 system dialogue acts (cause query, event
response, suggestion, chitchat), 2 dialogue slots (Medical History, Symptom),
and 17 medical history categories, which include ailments like myocardial
infarction, heart disease, cataract, as well as no disease history. The selection
of the numbers for system dialogue acts and dialogue slots was based on
the dataset’s content, while the number of medical history categories was
determined according to the diseases commonly found in the elderly population
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provided by KingNet [14]. For the collection of the corpus, each dialogue
comprises a conversation between two individuals: one acting as an elderly
person, and the other as the system. The participant who portrays the elderly
person marks the emotion of their responses, while the participant who plays
the system marks the dialogue acts they use. Both participants must agree on
the emotion and dialogue labels for corpus annotation. Only dialogues with
agreed-upon labels are included in the corpus. Prior to corpus collection, the
user’s medical history is recorded through questioning. The collected corpus
replaces the Slot-Value words with corresponding slot tags, which are manually
designed. The final corpus consists of 3480 templates, and an example of the
collected empathetic dialogues is shown in Table 3.

Table 3: An Example of the Collected Empathetic Dialogues.

4 System Framework

Figure 1 illustrates the architecture of the proposed empathetic dialogue
system, which comprises three parts: empathy analysis, dialogue management,
and template generation, during the training phase. The empathy analysis
module extracts the user’s medical history and emotions, where the medical
history is provided by the user in advance. As an example, the user may
provide information about their medical history, such as hyperlipidemia (高血
脂), which is recorded during the corpus collection. In emotion detection, the
user sentences and the corresponding emotion label are used as the training
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Figure 1: The System Architecture of the Proposed Empathetic Dialogue System.

database of the emotion classification model. For example, the user’s response
“I’m worried because I can’t see clearly, which might be caused by macular
degeneration!” is labeled as “sadness”, as shown in Table 3. This study extracts
dialogue slots from the keywords in the user sentences and then establish
a corresponding slot-value table by the maximum matching algorithm; for
example, the Slot “Medical History” has Values “Heart disease, diabetes, high
blood pressure, hyperlipidemia, etc.” The slot tags are predetermined manually,
but for domain transfer, a crawler can be employed to extract the top keywords
from other domains to obtain relevant slot tags. As for dialogue management,
this study utilizes BERT-MLP-based dialogue act decision model to train
on user sentences and their corresponding dialogue act labels as inputs. In
template generation, this study uses the slot-value table to replace the keywords
in user sentences and the corresponding system responses with slot categories
to obtain user and system response templates (Figure 2).

Figure 2: An Example of Template Generation.
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The Transformer-based template generation model takes in the user’s
response sentence template, emotion, medical history, and expected system
dialogue act as inputs. The system template is then used as the output for
model training. During the test phase, the user’s sentence is analyzed by
the empathy analysis and dialogue management modules to obtain reference
conditions such as user emotions, medical history, and system dialogue act.
These conditions are then used to generate the response sentence template
using the Transformer model. The response sentence template is filled with
the slot value to produce the final empathetic response using the slot-value
table. Figure 3 illustrates an example of the response sentence generation
process.

Figure 3: An Example of Response Sentence Generation Process.

4.1 Empathy Analysis Module

The empathy analysis module aims to acquire information such as the user’s
medical history, events or slot values in their sentence, and their emotions to
aid in generating empathetic response sentences. To begin, users are asked
to input their medical history prior to the conversation, making it a known
factor. Slot extraction and user emotion recognition are the two steps involved
in obtaining the other necessary information. In the former, dialogue semantic
slots are defined as diseases (e.g. Heart Disease, Diabetes, Hypertension,
Hyperlipidemia) and symptoms (e.g. Headache, Dizzy, Chest Pain, Tired)
related to health issues. User sentence emotion recognition involves capturing
sentence characteristics to classify user emotions, which is a classification task.
To identify user sentence emotion, the BERT-MLP-based method is used, a
pre-training language model developed by Google that performs well on various



Conditional Adversarial Learning for Empathetic Dialogue Response Generation 11

Figure 4: The System Architecture of the BERT-MLP-based Model for Fine-tuning.

natural language classification tasks [20]. To fine-tune the BERT-MLP-based
model parameters for the emotion classification task, the pre-trained Chinese
BERT-MLP-based model and the collected database are utilized. The input
for the emotion classification model consists of the user’s sentence and the
corresponding emotion label.

For fine-tuning the Chinese pre-trained BERT-MLP-based model for emo-
tion detection, the fine-tuning formula is shown in (1), where C ∈ RH is the
word representation of the special classification symbol [CLS], W∈RB×H is
the added linear layer weight, H is the hidden layer size and B is the number
of emotion labels. Figure 4 illustrates the process for fine-tuning the BERT-
MLP-based model for user sentence emotion classification. The input of the
BERT-MLP-based model is the user sentence, and the special classification
symbol [CLS] is concatenated to the front of the user sentence. The bidirec-
tional context representation of each word is obtained by the BERT-MLP-based
model. Finally, the bidirectional contextual representation of [CLS] of the
last hidden layer of the model is fed to the linear classification layer for user
emotion recognition.

P = softmax(CWT ) (1)

4.2 Dialogue Management

The primary objective of dialogue management is to determine the appropriate
dialogue act for the system to undertake when presented with the user’s
input sentence. To achieve the system dialogue act classification task for a
single sentence, the Chinese pre-trained BERT-MLP-based model is fine-tuned.
The model’s input consists of the classification symbol [CLS] concatenated
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with the user’s sentence, and the system dialogue act associated with the
user’s sentence serves as the training label. Once the BERT-MLP-based
model acquires the bidirectional contextual representation of each word, the
contextual representation of [CLS] is fed into the linear layer to determine the
suitable dialogue act for the system to respond to the user’s sentence input.

4.3 Response Generation

Before the training of the response generation model, we first pre-process
the user sentences and response sentences in the collected database. In this
study, we selected 17 diseases and 209 symptoms from the database. The Jieba
Chinese word segmentation toolkit is employed to segment the user sentence and
the corresponding response sentences. Then, we use the maximum matching
method to replace the words in the sentence with the corresponding slot tag.
It is possible to have multiple slots in a sentence (Figure 5).

Figure 5: An Example of Multiple slots in a sentence.

In this study, a conditional generation approach is employed for response
generation. The conditional generative adversarial model takes into account
the user’s emotions, personal medical history, and the expected system dialogue
acts as input for the generation model. The goal is for the system to generate
responses that are consistent with the user’s emotions and closely resemble
natural responses. Generative adversarial networks (GANs) [9] are used to
model data distributions and consist of two functions: the generator, which
converts a sample from a random uniform distribution to the data distribution,
and the discriminator, which assesses the probability of whether a given sample
belongs to the data distribution or not. By employing the game-theoretic
min-max principle, the generator and discriminator are learned jointly by
alternating the training of the generator and the discriminator [43].

To enable the discriminator to classify both emotional categories and the
authenticity of the data, we utilize the auxiliary classifier adversarial network
(AC-GAN) [24]. In AC-GAN, each generated sample has a corresponding
class label, c, in addition to the noise z. Generator uses both inputs to
generate data Xfake = G(cz). Discriminator gives both inputs a probability
distribution over sources and a probability distribution over the class labels.
The objective function has two parts: the log-likelihood of the correct source,
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LS , and the log-likelihood of the correct class, LC , as shown in (2) and (3).
The discriminator’s purpose is to classify the source of the sample as either
the generated sample or the real sample (Xreal). Therefore, the discriminator
is trained to maximize LC +LS . For generators, the goal is that the generated
samples can be recognized by the discriminator as real samples and can be
efficiently classified. Therefore, the generator is trained to maximize LC − LS .

LS = E [logP (S = real | Xreal)] + E[logP (S = fake | Xfake)], (2)
LC = E [logP (C = c | Xreal)] + E[logP (C = c | Xfake)]. (3)

In this research, the generator is implemented using the Transformer-
based template generative model. The Transformer architecture is utilized
to compute attention in three ways, namely the encoder’s self-attention, the
decoder’s self-attention, and the attention between the encoder and the decoder
[37]. The attention function maps a query and a set of key-value pairs to
an output. It calculates the correlation between each key and the query and
assigns weights to the corresponding values based on the correlation, indicating
their importance. The weighted sum of the values gives the final attention.
Since one attention alone cannot capture the relationship between input words
in different spaces, the Transformer model employs multi-head attention to
address this issue, as illustrated in Figure 6. Multi-head attention comprises
multiple scaled dot-product attentions, where query, key, and value are linearly
transformed into different subspaces h times.

The left side of Figure 7 is the encoder. The encoder is composed of a stack
of N = 6 identical layers in the Transformer [37]. The sum of word embeddings
and positional embeddings are the input of the encoder. Each layer of the
encoder has two sub-layers: a multi-head self-attention mechanism and a
position-wise fully connected feed-forward network. A residual connection is

Figure 6: The System Diagram of Scaled Dot-product Attention and Multi-head Attention.
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Figure 7: The Block Diagram of Transformer-based Template Generative Model.

around each of the two sub-layers, followed by normalization. The right side of
Figure 7 is the decoder. The decoder is composed of a stack of N = 6 identical
layers in the Transformer. Each layer of the decoder has three sub-layers:
a multi-head self-attention mechanism, a position-wise fully connected feed-
forward network and a third sub-layer which performs multi-head attention
over the output of the encoder stack. The mechanisms of self-attention,
residual connection and normalization are the same as the encoder. We modify
the self-attention sub-layer in the decoder stack to prevent positions from
attending to subsequent positions. The masking technique, along with the
shift of the output embeddings by one position, guarantees that the predictions
for a certain position i only rely on the known outputs at positions smaller
than i.

In this study, the input of the Transformer-based template generative
model is the user’s template sentences and the output of the Transformer-
based template generative model is the system’s template response. In order to
consider the information of user’s personal medical history for detecting user’s
emotion and dialogue act, we use one-hot encoding method to embed them into
17-dimensional personal medical history (per_info), 4-dimensional emotion
(emo) and 4-dimensional dialogue act vectors (act), and concatenate them into
a 25-dimensional vector as the condition vector Con. The architecture of the
Transformer-based template generative model is shown in Figure 7, and the
formulas are shown in (4)–(8).

Con = Concat(emo, perinfo, act), (4)
K ′ = Concat(K, Con), (5)
V ′ = Concat(V, Con), (6)

headi = Attention(QWQ
i K ′WK′

i V ′WV ′

i ), (7)

MultiHead(QK ′V ′) = Concat(head1 . . . headh)WO, (8)

where Q is query vector, K is key vector, d is value vector, WQ
i ∈ Rdmodel×dk ,

WK′

i ∈ R(dmodel+dcon)×dk , WV ′

i ∈ R(dmodel+dcon)×dv and WO
i ∈ Rhdv×dmodel .

In this study, we use the Chinese pre-trained BERT-MLP-based model
as the discriminator. It uses Transformer-based encoder to capture the long-
distance dependency between texts and deep bidirectional features of texts.
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The output layer of the model classifies the authenticity and emotion of the
system response template. The adversarial training in this study involves using
the Chinese pre-trained BERT-MLP-based model as the discriminator and the
conditional Transformer for template generation as the generator. The two
networks are trained in alternating turns, with one network being frozen while
the other is trained.

Figure 8 shows the training process of the generator and discriminator.
In the training process of the generator, the inputs of the generator are the
conditions (user emotion, personal medical history and the expected system
dialogue act) and the user’s template. Next, we extract the output vector of
the generator as the vector Vfake WVfake of the generated response template.
Simultaneously, we utilize a pre-trained Word2Vec-based embedding method to
transform the system template that corresponds to the user template into the
vector Vreal. We feed the vector Vfake and vector Vreal into the discriminator
to obtain the loss of authenticity LS and the loss of emotion classification LC .
The loss of authenticity LS and the loss of emotion classification LC are used
to update the weights of the generator, as shown in (9) and (10). In order to
make the generated response template similar to the system response template
of the collected corpus, the output vector of the generator is linearly converted
into word probability, as shown in (11). The word probability and the one-hot
encoding of the target word are used to calculate the loss Ltgt to update the
generator’s weight, as shown in (12), so that the system response template is
expected to be similar to the collected corpus and can appropriately reflect
the user’s emotion.

LS = E [logD(Vreal)] + E[log(1−D(Vfake))], (9)
LC = E [logP (C = c | Vreal)] + E[logP (C = c | Vfake)], (10)

Ẑ = softmax(WVfake), (11)

Ltgt = − 1

N

N∑
n=1

[Zn log
(
Ẑn

)
+ (1− Zn) log(1− Ẑn)], (12)

where Vfake is the output of the generator, W is the weight matrix, Ẑ is the
vector of linear transformation result, Zn is the vector of one-hot encoding
of the target sentence, and N is the number of words in the target sentence.
Once the response template is generated, the next step is to fill the words into
it using the slot-value table.

During the training process of the discriminator, the system template that
corresponds to the user template is transformed into a vector Vreal through
the learned embedding, serving as a real sample. On the other hand, the
output vector generated by the generator is considered as a fake sample. They
are sent to the discriminator to obtain the loss LS and the loss LC to update
the weight of the discriminator. It is expected to improve the ability of the
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Figure 8: The Block Diagram of Conditional Adversarial Training.

discriminator to distinguish between authenticity and emotional classification
to enable the generator to generate the conditional response template. Once
the template is generated, the next step is to fill in the slots with words based
on the slot-value table. The training process then alternates between training
the Transformer-based generator and the BERT-MLP-based discriminator
until convergence.

5 Experimental Results and Discussion

In order to create an empathetic dialogue system, this study utilizes three
modules: Empathy Analysis, Dialogue Management, and Template Generation.
During the training phase, these modules are trained in sequence, and the
experiments in this section assess the effectiveness of each module in achieving
its intended goals. To evaluate the overall system performance of the proposed
methods, we used a five-fold cross-validation.
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5.1 Evaluation on Emotion Recognition and Dialogue Management

The BERT-MLP-based, BERT-SVM-based, and Word2VecSVM-based classi-
fiers in this study were trained using 1740 user dialogue sentences and their
corresponding emotion labels. To assess the performance of our proposed
methods, we utilized a five-fold cross-validation approach. Specifically, for the
emotion recognition and dialogue management experiment, we split the corpus
into five equal folds based on the categories of emotion and dialogue act. We
used four of these parts for training, while the remaining part was employed for
testing. In Word2Vec-SVM-based, BERT-SVM-based and BERT-MLP-based
classifier, the BERT model and Word2Vec model were used to convert the
sentence into embedding representation and the SVM and MLP model were
used for emotion recognition. For the BERT-MLP-based model, the following
parameters were configured with a batch size of 32, a learning rate of 3e-5, 18
epochs, with the Bert Pre-Trained Model being “Bert-Base-UNCASED”, and
a 12-layer MLP hidden layer. Regarding the BERT-SVM-based model, the
parameters included a batch size of 32, a learning rate of 3e-5, 18 epochs, with
the Bert Pre-Trained Model being “Bert-Base-UNCASED,” and an SVM kernel
of rbf. Lastly, for the Word2Vec-SVM-based model, the parameters comprised
a batch size of 32, a learning rate of 3e-5, 18 epochs, a word embedding
dimension of 300, and an SVM kernel of rbf.

The performance of different models was evaluated by using five-fold cross-
validation method. Table 4 shows that the accuracies of the BERT-MLP-based,
the BERT-SVM-based, and the Word2Vec-SVM-based emotion recognition
models achieved 95.5±0.7%, 84.1±2.6% and 65.2±1.6%, respectively. Figure 9
shows the normalized confusion matrix of the BERT-MLP-based emotion
recognition results for the input sentences. In addition, the 1740 user dialogue
sentences and corresponding dialogue act labels were also used to train the
BERT-MLP-based dialogue act decision model, BERT-SVM-based dialogue
act decision model and the Word2Vec-SVM-based dialogue act decision model.
Table 5 shows that the accuracies of the BERT-MLP-based, the BERT-SVM-
based and the Word2Vec-SVM-based dialogue act decision models were 95.1±
0.5%, 84.1±2.6% and 64.8±2.3%, respectively. Figure 10 shows the normalized
confusion matrix of the BERT-MLP-based dialogue act recognition results.
Since the performance of the Bert-MLP-based model was better than that
of the Bert-SVM-based and Word2Vec-SVM models, we thus used the Bert-
MLP-based model as a discriminator in our proposed method.

Furthermore, we assessed whether the emotion recognition model correctly
identified the user’s emotion in the model-generated response. We used an
independent emotion recognition model based on BERT-MLP, which performed
a single sentence emotion classification task on the response sentence. We
evaluated three different emotion recognition models: BERT-MLP-based,
BERT-SVM-based, and Word2Vec-SVM-based models. Table 6 shows that the
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Table 4: Evaluation of Emotion Recognition Using Dialogue Sentences.

Model Accuracy

BERT-MLP-based 95.5± 0.7%
BERT-SVM-based 84.1± 2.6%
Word2Vec-SVM-based 65.2± 1.6%

Figure 9: The Confusion Matrix of Emotion Recognition Results for User Sentence.

Table 5: Evaluation of Emotion Recognition Using the Response Generated by the Model.

Model Accuracy

BERT-MLP-based 98.1± 0.9%
BERT-SVM-based 91.3± 1.8%
Word2Vec-SVM-based 74.0± 1.5%

accuracies of the BERT-MLP-based, the BERT-SVM-based and the Word2Vec-
SVM-based emotion reflection by the response sentence were 98.1 ± 0.9%,
91.3 ± 1.8% and 74.0 ± 1.5%, respectively. Figure 11 shows the normalized
confusion matrix of the BERT-MLP-based emotion reflection results for the
system response sentences. Because the BERT-MLP-based emotion recognition
model had high accuracy for the system response to reflect the user emotion,
we used the BERT-MLP-based emotion recognition model to determine the
emotion reflected in the generated response.
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Figure 10: The Confusion Matrix of Dialogue Act Decision Results.

Table 6: Evaluation of Dialogue Act Prediction Using Dialogue Sentences.

Model Accuracy

BERT-MLP-based 95.1± 0.5%
BERT-SVM-based 84.1± 2.6%
Word2Vec-SVM-based 64.8± 2.3%

Figure 11: The Confusion Matrix of Emotion Recognition Results for System Sentences.

5.2 Evaluation on Response Generation

Several evaluation criteria were used to evaluate the response generation model.
First, for evaluating the quality of the generated response, we used BLEU
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(Bilingual Evaluation Understudy) [19, 25] to calculate the similarity between
the generated response and the golden response. We used smoothing techniques
[4] that worked better for sentence-level evaluation. Carkhuff [2] defines the
initial level of empathy in the context of empathy as the capacity to comprehend
and articulate the other person’s observable or implicit experiences, emotions,
and actions. As such, we employed this as our second evaluation criterion
to gauge whether the responses generated by our generation model could
effectively mirror the user’s emotions and events, thereby fostering empathy.

Originally designed to assess the precision of machine-translated text [6],
the BLEU (BiLingual Evaluation Understudy) algorithm is employed in this
study to evaluate the quality of the generated responses. BLEU was one of
the earliest evaluation metrics to claim a high correlation with human quality
judgments. It utilizes an n-gram modeling approach to compare the generated
response text with the reference text in the ground truth test data. In this
study, we used 2-gram (BLUE-2), 3-gram (BLUE-3), and 4-gram (BLUE-4)
to gauge the quality of the responses. For comparing the performance of
the models considering different situations, conditions consisting of emotion,
dialogue act and personal medical history are integrated into the Transformer
model for comparison, as shown in Table 7. First of all, we compared the
difference in BLEU scores of Transformer model considering emotion, personal
medical history and dialogue act, and we found that considering dialogue
act can bring a slight benefit to Transformer model. Then we compared the
difference in BLEU scores of any two conditions added to the Transformer
model, and we found that considering the condition of emotion combined
with personal medical history can bring a slight benefit to the Transformer
model. Finally, we considered three conditions to join the Transformer model,
and we found that considering three conditions at the same time can obtain
the best BLEU score for the Transformer model. Therefore, we decided to
use Transformer, which considers three conditions at the same time, as the
generator architecture of this study.

In terms of response generation evaluation, we compared several models,
including the Transformer, the conditional Transformer, the model of
adversarial training based on conditional Transformer with R/F loss,
the model of adversarial training based on conditional Transformer with
Emo class loss, and the model of adversarial training based on conditional
Transformer with R/F + Emo class loss. The R/F loss means the
loss of real and fake discrimination and Emo class loss means the loss of
emotion classification. The generation model parameters were configured
with a batch size of 32, a number of epochs of 20, an embedding dimension
of 768, a number of hidden layers of 3, and a hidden size of 3072. For the
proposed conditional adversarial training model, in order to ensure that the
loss of emotion classification and the loss of real and fake discrimination
were included to help model learning, we trained two models: conditional
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Table 7: BLEU Scores for Comparison Models.

Input Method Model BLEU-2 BLEU-3 BLEU-4

Template-based

Transformer (TF) 42.4 ± 1.3% 40.0 ± 1.3% 37.8 ± 1.4%

TF conditioned on Emo 41.8 ± 1.4% 39.5 ± 1.5% 37.2 ± 1.6%

TF conditioned on DA 42.8 ± 1.6% 40.4 ± 1.6% 38.1 ± 1.6%
TF conditioned on Pmh 42.3 ± 1.7% 40.1 ± 1.6% 37.8 ± 1.6%

TF conditioned on Emo+DA 41.6 ± 1.5% 39.3 ± 1.5% 37.0 ± 1.5%

TF conditioned on Emo+Pmh 42.7 ± 0.7% 40.3 ± 0.7% 38.0 ± 0.8%
TF conditioned on Pmh+DA 41.3 ± 1.4% 38.9 ± 1.3% 37.5 ± 1.2%

CT (TF conditioned on Emo+

DA+Pmh)
42.8 ± 1.9% 40.5 ± 1.8% 38.2 ± 1.8%

Note: TF conditioned on Emo: Transformer conditioned on emotion
TF conditioned on DA: Transformer conditioned on dialogue act
TF conditioned on Pmh: Transformer conditioned on personal medical history
TF conditioned on Emo + DA: Transformer conditioned on emotion and dialogue act
TF conditioned on Emo + Pmh: Transformer conditioned on emotion and personal
medical history
TF conditioned on Pmh + DA: Transformer conditioned on dialogue act and personal
medical history
CT: Transformer conditioned on emotion, dialogue act and personal medical history

Transformer with R/F loss and conditional transformer with Emo
class loss. In addition, we also evaluated the impact of different input methods
on the performance of response generation. Table 8 shows the experimental
results of the BLEU scores of each model with different input methods.

Compared with the template-based Transformer model, conditional
Transformer slightly improved the generation quality by 0.4% ∼ 0.5%. The
experimental results showed that additional consideration of user emotions,
personal medical history and dialogue act were helpful for response generation.
Compared with the Transformer model, the BLEU score of conditional Trans-
former with R/F loss was improved by 4.2% ∼ 4.8% and the BLEU score
of conditional Transformer with Emo loss was improved by 4.1% ∼ 4.7%.
The experimental results illustrated that these two losses both contributed to
the response performance.

Finally, we considered two loss functions at the same time and considered
the methods with/without updating the discriminator. Compared with the
Transformer model and the conditional Transformer with R/F loss
and Emo loss without updating the discriminator (CTwithR/F+Emo-
UD), the proposed approach improved the generation quality by 1.8% ∼
3.6%. Compared with the Transformer model and the conditional Trans-
former with R/F loss and Emo loss with updating the discrimina-
tor (CTwithR/F+Emo+UD), the generation quality was improved by
4.4% ∼ 4.9%. The experimental results showed that considering these two
losses at the same time has a better contribution to the generation model and
the discriminator can effectively guide the generator for empathetic response
generation. The experimental results also showed that the performance of



22 Su et al.

Table 8: BLEU Scores for Comparison Models.

Input Method Model BLEU-2 BLEU-3 BLEU-4

End-to-end-based

Transformer 25.3 ± 1.6% 22.9 ± 1.7% 27.0 ± 1.6%

CT 27.1 ± 1.3% 24.7 ± 1.3% 28.6 ± 1.1%

CTwithR/F 31.4 ± 1.2% 29.2 ± 1.2% 32.9 ± 1.4%
CTwithEmo 31.1 ± 1.0% 28.8 ± 1.0% 32.2 ± 1.0%

CTwithR/F+Emo 31.3 ± 0.6% 29.0 ± 0.6% 32.5 ± 0.6%

Template-based

Transformer 42.4 ± 1.3% 40.0 ± 1.3% 37.8 ± 1.4%

CT 42.8 ± 1.9% 40.5 ± 1.8% 38.2 ± 1.8%

CTwithR/F 46.6 ± 1.3% 44.6 ± 1.3% 42.6 ± 1.2%

CTwithEmo 46.5 ± 0.6% 44.5 ± 0.6% 42.5 ± 0.7%

CT+R/F+Emo-UD 45.6 ± 0.7% 41.8 ± 1.8% 41.1 ± 1.8%

CT+R/F+Emo+UD 46.8 ± 1.1% 44.8 ± 1.2% 42.7 ± 1.2%

Note: CT: Conditional Transformer
CTwithR/F: Conditional Transformer with R/F loss
CTwithEmo: Conditional Transformer with Emo class loss
CT+R/F+Emo-UD: Conditional Transformer with R/F+Emo class loss and without
updating discriminator
CT+R/F+Emo+UD: Conditional Transformer with R/F+Emo class loss and with
updating discriminator

the template-based method was better than that of the end-to-end-based
method. Finally, the conditional Transformer with template-based input
method considering both R/F loss, emotion classification loss and updating
the discriminator achieved the highest BLEU score, and we thus used the
template-based method for the subsequent experiments.

For the proposed conditional adversarial training model, we also compared
the BLEU scores of the proposed method with updating the discriminator
(CTwithR/F+Emo+UD) and the proposed method without updating
discriminator (CTwithR/F+Emo-UD) in the template generation com-
ponent. The experimental results are shown in Table 8. In Table 8, using
only the pre-trained BERT-MLP-based model without updating the discrim-
inator (CTwithR/F+Emo-UD) achieved a slight performance improve-
ment. In contrast, the proposed method with updating the discriminator
(CTwithR/F+Emo+UD) could achieve a significant improvement through
subjective and objective experimental analysis. The results somewhat showed
that the revenue came from the adversarial method more, instead of the
pre-trained BERT-MLP-based model.

BERTSCORE is an automatic evaluation metric for text generation that
computes a similarity score for each token in the candidate sentence and each
token in the reference sentence. Zhang et al. used an adversarial paraphrase
detection task to show that BERTSCORE is more robust to challenging exam-
ples when compared to existing metrics [44]. Since BERTSCORE correlates
better with human judgment and provides stronger model selection perfor-
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Table 9: Performance Evaluation of Question Sentences and Generative Sentences.

BERTSCORE

Transformer −6.05
CT −5.88
CTwithR/F −5.88
CTwithEmo −5.90
CTwithR/F+Emo −5.84

Table 10: Performance Evaluation of Answer Sentences and Generative Sentences.

BERTSCORE

Transformer −4.59
CT −4.33
CTwithR/F −4.23
CTwithEmo −4.28
CTwithR/F+Emo −4.15

mance than existing metrics, we used BERTSCORE to evaluate the system
performance of the proposed method and traditional systems. As shown in
Tables 9 and 10, we compared the generated sentence and question similar-
ity scores and the generated sentence and correct answer similarity scores,
respectively. In BERTScore evaluation, our proposed method outperformed
Transformer and conditional Transformer methods, which proved that
the sentences generated by our proposed method were similar to the golden
response sentences and question sentences.

Table 11 shows the results of each model reflecting the correct rate of
overall emotion recognition. Compared with the Transformer model, the
reflection rate of the conditional Transformer model in the overall emotions
was improved. The experimental result showed that the system considering
user emotions, personal medical history, and dialogue act could help improve
the model’s emotional response rate. The model that considered both losses
had higher BLEU scores and emotional response rates than when only a single
loss was considered. We believed that this was because the classification of
real/fake and the emotions could strengthen the generative model, so that the
generative model could generate the responses to reflect the correct emotion
close to the real data distribution.

Table 12 shows the ratio of each emotion being correctly reflected in
each model. Compared with the Transformer and conditional Transformer,
conditional Transformer with adversarial learning, the proposed approach had
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Table 11: Overall Emotion Reflection Rate for Comparison Models.

Method Emotion Refection Rate

Transformer 83.3± 1.5%
CT 85.0± 1.6%
CTiwthR/F 85.7± 2.2%
CTwithEmo 86.2± 2.0%
CT+R/F+Emo+UD 86.4 ± 2.1%
Note: CT: Conditional Transformer
CTwithR/F: Conditional Transformer with R/F loss
CTwithEmo: Conditional Transformer with Emo class loss
CT+R/F+Emo+UD: Conditional Transformer with R/F+Emo class loss and with
updating discriminator

Table 12: The Emotion Reflection Rate of Each Emotion in Each Model.

Method Anger Happiness Neutral Sadness

Transformer 83.2 ± 6.5% 81.8 ± 7.3% 80.6 ± 4.2% 87.5 ± 4.7%

CT 89.1 ± 3.4% 81.4 ± 4.0% 78.1 ± 4.3% 91.4 ± 3.7%

CTwithR/F 89.9 ± 5.2% 83.7 ± 1.8% 77.2 ± 4.4% 92.0 ± 2.6%

CTwithEmo 89.7 ± 3.9% 84.6 ± 3.0% 79.3 ± 4.2% 91.3 ± 3.7%

CT+R/F+Emo+UD 89.1 ± 6.1% 82.7 ± 7.8% 81.3 ± 4.0% 92.4 ± 2.5%

Note: CT: Conditional Transformer
CTwithR/F: Conditional Transformer with R/F loss
CTwithEmo: Conditional Transformer with Emo class loss
CT+R/F+Emo+UD: Conditional Transformer with R/F+Emo class loss and with
updating discriminator

a small increase in the overall emotional response rate, but the response rate
for each emotion was improved significantly.

5.3 Subjective Evaluation on Response Generation

The subjective evaluation focused on three aspects: the relevance between the
generated sentence and the user’s input, the grammatical correctness of the
generated sentence, and whether it demonstrated empathy. The generated
sentence was generated by the Transformer, the conditional Transformer,
and the conditional Transformer with R/F+Emo class loss+updating
the discriminator method. A total of seven master’s students aged between
22 and 25 participated in the subjective evaluation. Each participant was
asked to rate the appropriateness of 341 generated sentences based on three
criteria: relevance to the user sentence, grammatical correctness, and empathy
of the generated sentences. The rating scale ranged from 0 to 2, as presented
in Tables 13, 14, and 15. A rating of 2 indicated agreement with the relevance,
grammatical correctness, and empathy of the generated sentence, while a
rating of 0 indicated disagreement. For relevance, a score of 2 indicated that
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Table 13: Subjective Evaluation of Relevance.

Method 2 1 0

Transformer 68.96% 13.28% 17.76%
CT 71.05% 12.23% 16.72%
CT+R/F+Emo+UD 77.55% 16.72% 12.74%

Table 14: Subjective Evaluation of Grammatical Correctness.

Method 2 1 0

Transformer 71.01% 10.35% 18.65%
CT 70.50% 11.07% 18.43%
CT+R/F+Emo+UD 79.47% 9.18% 11.35%

Table 15: Subjective Evaluation of Empathy.

Method 2 1 0

Transformer 69.08% 15.88% 15.04%
CT 71.64% 15.79% 12.57%
CT+R/F+Emo+UD 75.87% 12.20% 11.93%

the response sentence was relevant to the user sentence, whereas a score of 0
meant that the response sentence was not related to the user sentence. For
grammatical correctness, a score of 2 indicated that the content of the response
sentence was grammatically correct, while a score of 0 meant that it was not.
In the empathy score, a rating of 2 indicated that the content of the response
sentence reflected empathy, correctly represented the user’s emotions, and
provided an empathetic response. A score of 0 suggested that the content of
the response sentence lacked empathy and was unable to provide the user with
a sympathetic response.

In subjective evaluation, the proposed model attained the accuracies of
77.55 %, 79.47% and 75.87 % on the score of 2 for relevance, grammatical
correctness, and empathy, respectively. From the evaluation results, this
study showed that the conditional Transformer with R/F+Emo class
loss+updating discriminator method could get higher scores than the other
methods. In addition, the generated template obtained a more appropriate
empathetic response with fewer grammatical errors.

Tables 16, 17 and 18 show the Cohen’s KAPA score and the significance of
the difference for different generation methods by ANOVA statistical analy-
sis method. Cohen’s kappa coefficient is a statistic that is used to measure
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Table 16: The Significance Test of Relevance in Different Generation Methods.

Method Mean Variance KAPA F value P-value Threshold

Transformer 1.51 0.61 0.601
21.78 3.71E-10∗∗∗ 3.00CT 1.54 0.58 0.612

CT+R/F+Emo+UD 1.65 0.48 0.641

Table 17: The Significance Test of Grammatical Correctness in Different Generation Methods.

Method Mean Variance KAPA F value P-value Threshold

Transformer 1.52 0.62 0.632
35.64 4.44E-16∗∗∗ 3.00CT 1.52 0.62 0.620

CT+R/F+Emo+UD 1.68 0.44 0.612

Table 18: The Significance Test of Empathy in Different Generation Methods.

Method Mean Variance KAPA F value P-value Threshold

Transformer 1.54 0.54 0.625
11.87 7.13E-6∗∗∗ 3.00CT 1.59 0.49 0.623

CT+R/F+Emo+UD 1.64 0.47 0.631

inter-rater reliability (and also intra-rater reliability) for qualitative items
[21]. In Tables 16, 17 and 18, the average Cohen’s kappa coefficient shows
the strength of agreement are good. The average Cohen’s kappa coefficient is
the average Cohen’s kappa coefficient of the other six participants for the first
participant. According to Table 16, the correlation score between the gener-
ated sentence and the user sentence for the conditional Transformer with
R/F+Emo class loss+updating the discriminator method was higher
than the Transformer and the conditional Transformer. It showed that
our proposed method in this study obtained better correlation between the gen-
erated sentence and the user sentence. According to Table 17, the grammatical
correctness score for the conditional Transformer with R/F+Emo class
loss+updating the discriminator method was higher than the Trans-
former and the conditional Transformer. It showed that our proposed
method in this study obtained better grammatical correctness. From Table 18,
the empathy score for the conditional Transformer with R/F+Emo
class loss+updating the discriminator method was higher than the
Transformer and the conditional Transformer.

To assess the effectiveness of the proposed method in consultations, we
conducted 20 brief conversations with five university students, each lasting
no more than 3 minutes. Participants were between the ages of 18 and 22.
Subsequently, we asked the participants to rate their perceived level of empathy
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on a scale of 1 to 5. A score of 1 indicated that the participant felt no empathy
during the conversation, while a score of 5 indicated a high degree of empathy.
The experimental results showed that the mean score of empathy for the
sentences generated from the Transformer was 2.8 (the other participants’
KAPA scores for the first participant were 0.63, 0.679, 0.614 and 0.628), and
the mean score of empathy for the conditional Transformer method was
2.68 (the other participants’ KAPA scores for the first participant were 2.68).
Participants’ KAPA scores were 0.643, 0.654, 0.634 and 0.6), the mean score
empathy for the conditional Transformer with R/F method was 3.03 (other
participants’ KAPA scores for the first participant were 0.649, 0.658, 0.645
and 0.643), and the mean score of empathy for the conditional Transformer
with Emo class loss method was 3.62 (the other participants’ KAPA scores
for the first participant were 0.66, 0.603, 0.66 and 0.65), and the mean score of
empathy for the proposed method was 3.8 (the other participants’ KAPA scores
for the first participant were 0.624, 0.618, 0.624 and 0.643). The experimental
results show that the proposed method (conditional Transformer with
R/F+Emo class loss+updating the discriminator) achieved the best
empathy score of 3.8 (average KAPA score was 0.627), which was better than
the other methods.

To evaluate the textual diversity of generated responses, the metric “Dis-
tinct” calculates the number of distinct n-grams. Meanwhile, “Lexical diversity”
measures the lexical richness by comparing the ratio of unique tokens to
the total number of tokens. This study compares the distinct and diversity
scores of generated sentences and correct answers. The transformer method
has a diversity score of 0.79 and a DIST-2 score of 0.05. The conditional
transformer method has a diversity score of 0.72 and a DIST-2 score of
0.03. The conditional transformer with R/F loss method has a diversity
score of 0.71 and a DIST-2 score of 0.05. Lastly, the conditional transformer
with EMO loss method has a diversity score of 0.71 and a DIST-2 score
of 0.05.

The above experiments confirmed that the generative model with condi-
tional adversarial learning could generate empathic sentences. In addition, the
results generated by the discriminator-guided generator could reflect the user’s
emotions. Table 19 shows the generated examples of the generative model
during the test phase.

6 Conclusion and Future Work

This study proposes a conditional adversarial learning approach for empathetic
dialogue response generation. The empathetic dialogue system begins by
obtaining the user’s personal medical history and detecting their emotions to
enhance the conversation experience with empathic responses. To achieve this,
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Table 19: Generated Examples of the Generative Model.

we first use the maximum matching method to extract the user’s slot-value
table from their sentence input. Then, BERT-MLP-based models are utilized
to identify the emotions in the user’s sentences and determine the appropriate
system dialogue acts. For event reflection in empathy, we generate templates
and fill in the words using the slot-value table, which is created by replacing
the slot values of sentences in the database with the corresponding slot label.
We train the template generation model using the maximum matching method
on the template samples. The generated templates are used to reflect user



Conditional Adversarial Learning for Empathetic Dialogue Response Generation 29

events in the system response. For emotion reflection, we employ conditional
adversarial learning to guide the system response in emotional reflection. The
experimental results showed that the proposed method of applying condi-
tional adversarial learning achieved the best BLEU score (41.3%), the best
BERTSCORE (−5.84 for evaluation on question sentences and generative sen-
tences; −4.15 for evaluation on answer sentences and generative sentences) and
emotion reflection rate (86.4%), which outperformed the Transformer-based
and the conditional Transformer-based methods. This study also conducted
subjective evaluations, and the proposed model achieved 77.55%, 79.47%,
and 75.87% accuracy in the scores of relevance, grammatical correctness, and
empathy, respectively. In the significance test and Cohen’s KAPA score of
relevance, grammatical correctness and empathy, the proposed method was
better than the Transformer- and conditional Transformer-based methods. In
addition, in the consulting performance evaluation, the experimental results
showed that the proposed method (CT+R/F+Emo+UD) achieved the best
empathy score of 3.8 (average KAPA score was 0.627), which was better than
the other methods.

This study suggests several avenues for further research. Firstly, we pro-
pose incorporating new topics such as food and family to enrich the conver-
sational content. Secondly, in future studies, we aim to consider additional
personal medical histories, such as family medical history, to provide users
with more personalized and empathetic responses. Furthermore, our future
work will emphasize enhancing our proposed approach through the exploration
of more advanced models and the integration of knowledge graph models.
Lastly, we plan to conduct user evaluations by facilitating interaction be-
tween individuals and the complete system, thereby increasing its practical
applicability.
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